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Abstract: This work aims to develop the first Galician corpus for the detection of misogyny on
Twitter and Mastodon. We collect and analyze linguistic data in Galician on these social me-
dia platforms, identifying manifestations of misogyny in digital communication. The process
involves data collection, text selection, and normalization, followed by thorough cleaning. We
applymachine learning techniques to train accuratemodels for classifying the presence ofmisog-
yny. The resulting corpus facilitates analysis and study by research teams interested in misog-
yny in Galician. This scientific advancement contributes to the understanding and prevention of
misogyny in the Galician-speaking community, promoting equality and respect in digital com-
munication in Galician.

1 Introduction
Social media’s rapid growth has exposed a rise in misogyny. Studies reveal a concerning preva-
lence of harassment, particularly of sexual nature, aimed at women, online (Emily A. Vogels,
2021). Despite this, natural language processing (NLP) research often overlooks minority lan-
guages like Galician, impeding our understanding and combating online misogyny in specific
linguistic contexts.

Misogyny takes various forms online, including discrimination, threats, and sexual objectifi-
cation (Fersini et al., 2018; Siapera, 2019). NLP emerges as a promising tool for understanding
this discourse, but identifying subtle misogyny can be challenging due to cultural and contex-
tual differences. However, automatedmisogyny detection is increasingly important in address-
ing this social issue.

This work introduces the GalMisoCorpus1, a first approach of a Galician-language dataset,
harvested from Twitter2 and Mastodon, and develops and evaluates machine learning models
for misogyny detection.

2 Related work
Detecting misogynistic discourse on social media is complex. This review explores innovative
approaches in sentiment analysis for understanding abusive behavior.

1 https://github.com/luciamariaalvarezcrespo/GalMisoCorpus2023/
2 As of the summer of 2023, Twitter changed its name to ’X’. However, for the sake of readability

and common usage, we will continue to use the term ’Twitter’ throughout this text.
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Research teams have been using sentiment analysis for some time, especially on Twitter. This
technology helps understand public attitudes in various contexts worldwide. For example, it
was used to study opinions on COVID-19 (Manguri et al., 2020). In Japan, computational tools
analyzed misogynistic hate speech towards female politicians on Twitter, combining quantita-
tive and qualitative methods (Fuchs and Schäfer, 2021).

Addressing onlinemisogyny is crucial due to its prevalence. Automation can assist in rapidly
identifying and combating abusive content. Challenges include distinguishing between active
and passive misogyny. Tasks like IberEval’s AMI and EvalIta’s AMI approached misogyny as
a binary classification problem (Fersini et al., 2018, 2020).

Mastodon, a decentralized network, lacks sentiment analysis research. Recent studies are
emerging (Cerisara et al., 2018; Monachelis et al., 2022). However, the scarcity of academic
literature hinders the understanding of misogyny in Mastodon communities.

This project aims to optimize a misogyny detection system in Galician on Twitter and
Mastodon. The goal is creating accurate machine-learning models for identifying misogynistic
messages. Limited literature exists in Galician on this topic, making this research a valuable
contribution to understanding misogyny in Galician on these platforms.

3 Corpus
The data collection phase is crucial, especially for our dataset focused on Galician language
texts mirroring common online language and topics, including misogyny. We opt for auto-
mated methods following a binary classification approach (Fersini et al., 2018; Garcı́a-Dı́az
et al., 2021) formisogyny detection, requiring a datasetwithGalician samples fromboth Twitter
and Mastodon, classified as misogynistic or not.

We begin by acquiring a non-misogynistic class via toots from the Galician Mastodon in-
stance. Using tailored data scraping tools, we retrieve toots in Galician from this instance, as-
sured by stringent moderation guidelines. This allows us to select non-misogynistic toots with-
out exhaustive content review. TheMastodonAPI facilitates this process, ensuring efficient and
systematic data collection from May 2022 to February 2023.

Given the lack of prior work in Galician misogyny detection, we turn to the Spanish
MisoCorpus-2020 (Garcı́a-Dı́az et al., 2021). This corpus, focused on Spanish misogyny, serves
as a valuable resource. Despite being in Spanish, we leverage the CIXUG3 translator to convert
the texts to Galician, ensuring alignment with our study language. To circumvent translation
issues, only tweets labeled as “Spanish from Spain” will be translated.

Merging data from the Galician Mastodon instance (representing a non-misogynistic class)
withmisogynistic tweets fromTwitter, we create a balanceddataset. This enables accurate train-
ing and evaluation of our binary classification model. This dual approach ensures an effective
distinction between misogynistic and non-misogynistic content in Galician on social media.
This positions us to tackle the challenge of misogyny detection on digital platforms.

The resulting corpus comprises labeled toots and tweets, divided into two subsets. The
toots.csv4 contains a substantial 19,387 non-misogynistic samples. In contrast, tweets.csv
is smaller, with 1,307 samples, as tweets lacking geolocation info in Spain were removed.

We’ve shared the compiled corpus with the community, though Twitter guidelines only al-
low sharing tweet IDs to respect content creators’ rights online5. Also, the GalMisoCorpus is
released under an open license to promote its use and the advancement of this type of research.

3 https://tradutor.cixug.gal/
4 https://github.com/luciamariaalvarezcrespo/GalMisoCorpus2023/
5 https://github.com/luciamariaalvarezcrespo/GalMisoCorpus2023/
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4 Evaluation
The model development process included data preprocessing, algorithm selection, and perfor-
mance evaluation. Preprocessing, following the pipeline of Garcı́a-Dı́az et al. (2021), involved:
(1) Converting text to lowercase, (2) Removing HTML tags and blank lines, (3) Eliminating
mentions and hashtags, (4) Spelling error correction (not done due to limited resources), (5)
Reducing continuously repeated symbols (see figure 1).

Figure 1: Proposed pipeline.

After preprocessing, fastText (Joulin et al., 2016) was used to generate sentence embeddings.
Algorithms like RandomForest (RF), Support VectorMachine (SVM), and Linear Support Vec-
tor Machine (LSVM) were employed. SVMs used manual hyperparameters (polynomial ker-
nel and C=1), RF retained default settings, and LSVM employed L1 penalty and squared hinge
loss. Data was split 70-30 for training and testing, facilitating model evaluation and general-
ization testing. The evaluation used 10-fold cross-validation, dividing data into 10 parts for
10 iterations, measuring model performance with F1-score, ideal for imbalanced datasets. For
evaluation, a Bag of Words (BoW) text representation was applied, with TF-IDF for unigram
relevance calculation. The chi-squared method selected the most relevant unigrams for distin-
guishing misogynistic and non-misogynistic texts.

In summary, the pipeline included text conversion, relevance calculation, feature selection,
and classification. This approach aimed to accurately identify misogynistic content in Galician
on Twitter and Mastodon.

5 Results
The results observed in table 1 reveal that machine learning models, including Random Forest
(RF), Support Vector Machine (SVM), and Linear Support Vector Machine (LSVM), exhibit
very similar performance in this iteration. The F1-score, a metric that balances precision and
recall, is high for all threemodels, approximately 0.90. This indicates that they all achieve a good
balance between accurately classifying positive cases and finding all positive cases. Precision is
high for all three models, with values above 0.86, indicating a minimization of false positives.
Recall, which assesses the ability to find all positive cases, is also high, with values around 0.93.
Precision and recall align with the accuracy metric, which is approximately 0.93 for all three
models, indicating a high proportion of correct predictions overall.

RF SVM LSVM
F1-score 0.9038 0.9101 0.8975
Precision 0.9390 0.9428 0.8664
Recall 0.9348 0.9391 0.9308
Accuracy 0.9348 0.9391 0.9308

Table 1: Metrics

Among the three models, SVM stands out as the best choice in the first iteration due to its
higher F1-score, approximately 0.9101. It also has high precision (approximately 0.9428) and
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recall (approximately 0.9391). This means that the SVM model has an excellent ability to cor-
rectly classify positive cases, minimize false positives, and find the most positive cases in the
dataset. Considering these factors, SVM emerges as the strongest choice due to its combination
of a high F1-score, high precision, and high recall.

In summary, the results of the first iteration are promising and indicate that the models per-
form well in the task of classifying misogyny in the Galician language corpus.

6 Discussion
Despite sentiment analysis’ popularity, few solutions focus on misogyny detection, especially
in minority languages like Galician. Detecting misogyny on platforms like Twitter has the
potential to foster respectful online communities and protect human rights. The results, with
high precision, recall, and F1-scores, show promise in identifying misogynistic content in
Galician on Twitter and Mastodon.
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