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Chapter

System-Scenario Methodology to
Design a Highly Reliable
Radiation-Hardened Memory for
Space Applications
Azam Seyedi, Per Gunnar Kjeldsberg and Roger Birkeland

Abstract

Cache memory circuits are one of the concerns of computing systems, especially in
terms of power consumption, reliability, and high performance. Voltage-scaling tech-
niques can be used to reduce the total power consumption of the caches. However,
aggressive voltage scaling significantly increases the probability of memory failure,
especially in environments with high radiation levels, such as space. It is, therefore,
important to deploy techniques to deal with reliability issues along with voltage
scaling. In this chapter, we present a system-scenario methodology for radiation-
hardened memory design to keep the reliability during voltage scaling. Although any
SRAM array can benefit from the design, we frame our study on the recently proposed
radiation-hardened cell, Nwise, which provides high level of tolerance against single
event and multi event upsets in memories. To reduce the power consumption while
upholding reliability, we leverage the system-scenario-based design methodology to
optimize the energy consumption in applications, where system requirements vary
dynamically at run time. We demonstrate the use of the methodology with a use case
related to satellite systems and solar activity. Our simulations show that we achieve up
to 49.3% power consumption saving compared to using a cache design with a fixed
nominal power supply level.

Keywords: space applications, solar activity, radiation hardening, single event upset
(SEU), voltage scaling, system scenario, SRAM design, reliability, Nwise cell

1. Introduction

The memory subsystems are among the main contributors to the total energy
consumption, area, and performance of today’s computing systems; therefore, there is
a critical need to provide low-power, reliable, and high-performance memories for
emerging applications. One of the concerns of memory designs is cache memories.
Caches are designed to keep frequently used data and instructions close to the
processing unit to avoid power-hungry and slow access to main memory. Almost all
modern CPU cores, from ultra-low power chips, such as the ARM Cortex-A53 [1] to
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the highest-end Intel Core i3-1215UL processors [2], use caches. However, caches are
known to consume a large portion (up to 30�70%) of the total processor power [3, 4].
On-chip cache size will also continue to grow due to device scaling coupled with
increased performance requirements.

Voltage-scaling techniques are well-known techniques to reduce the total power
consumption of the caches. Due to the quadratic relationship between dynamic energy
consumption and supply voltage, this is worthwhile even if it incurs overhead in other
parts of the system. However, aggressive voltage scaling significantly increases the
probability of memory failure. Therefore, further reduction of the supply voltage is
not possible without the risk of erroneous computations. This problem increases
dramatically in environments with high levels of radiation, such as in space, because
the systems stay exposed to high doses of radiation strikes for long periods of time and
have limited energy budgets [5]. Therefore, adding advanced techniques to deal with
the reliability issues during voltage scaling is critical for energy-efficient memory
designs, especially for space applications.

A memory fault is typically modeled as a single event upset (SEU) or a multi event
upset (MEU), where a single or multiple nodes in a memory cell may change state due
to charge deposited by a radiated energetic particle [6]. Design of low-power and
fault-tolerant caches has a rich body of work at different design abstraction levels.
Circuit-level techniques are used to improve the reliability of each SRAM cell at low-
voltage levels. Apart from the standard six transistor (6 T) SRAM cells, 8 and 10 T
SRAM cells have been proposed by [7, 8]. These designs have a large area overhead,
which again poses a significant limitation in performance and increase in power
consumption of the caches. In addition, they do not provide enough tolerance against
high radiation strikes in space.

A hardened 10 T SRAM cell called Quatro-10 T is proposed in [9] to provide higher
area efficiency and higher reliability in low-voltage applications with larger noise
margin and lower leakage current. It uses negative internal feedbacks to improve the
immunity of the cell nodes against SEUs. However, it cannot provide full immunity to
all SEUs, and some internal nodes may flip during 0 ! 1 SEU [10]. The RHBD-10 T
cell is proposed with a low area overhead compared to previous radiation-hardened
memory cells [10]. However, the proposed 10 T cell suffered from high read access
time that may affect its application, wherever high speed is necessary [10, 11]. Fur-
thermore, even if providing SEU tolerance regardless of the upset polarity, the toler-
ance capability, that is. the radiation-induced charge it can resist, is not high
compared to previously proposed cells [11]. Two quadruple cross-coupled storage
cells, the so-called QUCCE 10 T and QUCCE 12 T, are proposed in [12]. QUCCE 10 T
is a proper cell design for high-speed applications, while the QUCCE 12 T cell is a
promising candidate for low-voltage and high reliability. Their SEU tolerance is lower
than several previous designs such as [11], though QUCCE 12 T tolerates higher
deposited charge at the expense of larger area. Therefore, the proposed cells may be
less suitable for space applications that need high cell robustness and low area.

Nwise and Pwise have recently been proposed as two highly reliable radiation-
hardened SRAMs cells [11, 13]. Simulation results show that they are competitive
cells for radiation-hardened SRAMs to use in various memory blocks for space
applications compared to the state of art. Both have the highest level of SEU
tolerance capability for the temperature range deployed in space applications. In
addition, both have the highest level of the tolerance to MEU. However, all the
simulations are done at nominal voltage levels, and voltage scaling has not been
addressed in those papers.
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Circuit designs proposed in [14, 15] combine data duplication/triplication with
error correction schemes to increase reliability while reducing supply voltage. The
design can save energy through voltage scaling and ensure reliable behavior in harsh
environments, however, with the cost of high area overhead of additional memory
cells.

At the architecture level, several schemes have been proposed to save the energy
by reducing the voltage while improving the reliability using sophisticated fault toler-
ance mechanisms, such as block/set pairing [16], address remapping [17], and
block/set-level replication [18]. In another set of schemes, various complex error
correcting codes (ECC) have been used to protect against both permanent and tran-
sient errors while reducing the voltage [19–21].

Some software-level approaches have been proposed that use language extensions
to give the programmer the ability to perform relaxations [22]. For instance, a frame-
work is developed to expose hardware errors to software in specified code regions.
This allows programmers to mark certain regions of the code relaxed and decrease the
processor’s voltage and frequency below the critical threshold when executing such
regions.

For other parts of the embedded systems domain, the so-called system-scenario-
based design methodology has been developed to optimize energy consumption.
System-scenario-based techniques [23, 24] enable exploitation of application dyna-
mism through fine-grained run-time system tuning. At design time, profiling is used
to determine the behavior of different run-time situations. Run-time situations are
then clustered into system scenarios based on similarity in a multidimensional cost
perspective, such as execution time, energy consumption, and memory footprint [25].
Optimal platform configurations, such as dynamic voltage, frequency settings, mem-
ory configuration, and task mapping, are then determined for each scenario. Further-
more, efficient scenario prediction and switching mechanisms are developed. At run
time, according to the current run-time situation and the scenario knowledge, the
application and platform are switched to the optimal configuration.

However, little work has been attempted to leverage a combination of hardware-
and software-level techniques to simultaneously manage unreliability and reduce
power consumption, especially in the electronics space industry. To this end, our work
adopts an approach where the circuit and run-time levels of the system cooperate to
improve energy and reliability issues. Our main goal is to design a low-power and
fault-tolerant cache memory accompanied with a system-scenario-based design
methodology, which makes it possible to minimize power consumption by adapting
voltage and frequency levels according to a dynamically changing exposure to differ-
ent doses of particle strikes. The contributions of this chapter are as follows:

1.We present a radiation-hardened memory circuit design, which keeps the
reliability during voltage scaling. This design allows us to operate at nominal
voltage levels down to low-voltage levels for space applications.

2.We leverage the system-scenario-based design methodology to optimize the
energy consumption at run time.

The rest of the chapter is organized as follows: In Section 2, we first briefly review
the Nwise cell design details [11, 13]. Then, we move on to the adapted version of the
Nwise cell, which can operate reliably during voltage scaling. We describe the sche-
matic details, operational behavior, and address the SEU robustness analysis.
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Furthermore, the circuit simulations results, including read and write delay times,
read and write power consumption, and robustness simulations during voltage scal-
ing, are presented in this section. In Section 3, we briefly describe the system-
scenario-based design methodology and explain how we deploy this methodology in
our design. Then, a case study is presented to confirm the applicability of our design in
space. In this section, we show how the system-scenario methodology can optimize
the power consumption when the system is operating in space. To confirm the use-
fulness of our proposed method, our memory energy consumption is compared in two
cases: when it is equipped with the system-scenario method and when it operates
without considering any scenario decision at run time. Finally, Section 4 concludes
this chapter.

2. Memory design details

2.1 Cell schematics

The Nwise and Pwise cells have been recently proposed as area-efficient and highly
reliable radiation-hardened SRAM cells [11, 13]. However, we will go with Nwise cell
in this chapter since it is a proper choice for cache designs.

Figure 1 shows the details of the Nwise cell circuit. The main storage part of the
cell is a cross-coupled pair, consisting of transistors N1 and N2. The backup part is
another cross-coupled pair consisting of transistors N5 and N6. The Nwise cell, thus,
has four storage nodes Q, QB, P, and PB. Transistors N7 and N8 connect BL and BLB
to Q and QB, respectively. N7 and N8 are controlled by the word line (WL): whenWL
is High, N7 and N8 are ON, and read/write operations are done. Two feedback paths
(P1-N4 and P2-N3) help the storage nodes recover to their initial value after particle
strikes and secure robustness under high radiation conditions.

Although Nwise improves fault tolerance, it can suffer from poor cell stability
under voltage scaling [8]. This is a common problem also for the other radiation-
hardened cells presented in the previous section. To overcome the stability problem, a

Figure 1.
Circuit details of the Nwise cell.
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single-ended read port SRAM cell is proposed in [26], which can separate the read bit
line from the storage node with the help of two added NMOS transistors. In this way,
the stability of the SRAM cell is improved during read operation, which allows further
scaling toward threshold levels [8]. Inspired by this technique, our Adapted Nwise cell
is chosen for our simulation in this chapter.

We show the structure of the Adapted Nwise cell in Figure 2. The main storage
part is still the same as the Nwise cell. However, the access paths are separated: N7 and
N8 are write access transistors that connect the main storage nodes to the write bit
lines (BLW and BLBW). When the write word line (WWL) is high, N7 and N8 are
ON, and a write operation is performed. N9 and N10 connect the storage node QB to
the read bit line (BLR). During a read operation, read word line (RWL) is high and
turns on N10.

2.2 Operation analysis

Figure 3 shows the test bench circuit used in our simulations, which consists of a
one-column set containing 64 Adapted Nwise cells and associated peripheral circuitry
(read and write precharge circuits and appropriate circuits for read [7] and write
operations [27, 28]).

Transistors P3, P4, and P5 keep BLW and BLBW precharged to VDD before the
write operation begins. Signals EnableW is set to VDD, hence Data and DataB can be
transferred to BLW and BLBW. Signal WWL is set to VDD, the write operation starts,
and data can be written to the storage nodes. Before starting the read operation,
transistor P6 keeps BLR precharged to VDD. The read operation begins when RWL
becomes high, hence BLR is connected to the internal storage node through N9 and
N10. When the read data is on BLR, EnableR becomes high, and the NAND gate
routes the data to out.

We use 45 nm technology to design the Adapted Nwise cell. The simulations are
done with LTspice [29] at different voltage levels (1 to 0.5 V). Figure 4 shows the
transient simulation results of an Adapted Nwise cell located in the test bench column
set for a sequence of “Write 1, Read 1, Write 0, and Read 0” operations. It confirms
that the write and read operations are completed successfully.

Figure 2.
Circuit details of the adapted Nwise cell.
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2.3 SEU recovery analysis

The SEU robustness of the proposed cell for VDD = 0.5 V is depicted in Figure 5.
When an energetic particle passes through a semiconductor device, electron-hole

Figure 3.
The test bench circuit consists of a one-column set containing 64 adapted Nwise cells and appropriate circuits for
read and write operations [7, 27, 28].

Figure 4.
The simulation waveform of the adapted Nwise cell for a sequential set of operations, write 1, read 1, write 0, and
read 0.
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pairs are created in its path because it loses its energy [30, 31]. If such an energetic
particle strikes a reverse-biased junction depletion region, the injected charge is
transported by drift current, leading to an accumulation of extra charge at the node
[31]. It produces a transient current pulse that changes the value of the node when the
injected charge exceeds the critical charge collected in the node Qcritð Þ [30, 31]. Hence,
sensitive cell nodes are the nodes surrounded by the reverse-biased drain junction of
transistor(s) biased in the OFF state [32]. Thus, when a radiation particle strikes a
PMOS transistor, only a positive transient pulse (1 ! 1 or 0 ! 1) is generated,
whereas when a radiation particle strikes an NMOS transistor, only a negative tran-
sient pulse (0 ! 0 or 1 ! 0) is induced [32]. Let us assume that the Adapted Nwise
cell is in state 1 (Q = 1, QB = 0, PB = 0, and P = 1). Therefore, transistors N2, N4, N6,
and P1 are ON, and the rest are OFF. Hence, Q, QB, and P are sensitive nodes, while
PB is not sensitive to the particle strike.

As shown in Figure 5, fault injections that may result in SEUs occur at 25, 40,
70, and 80 ns, respectively. At 25 ns, QB is affected by a particle strike (QB:
0 ! 1). We observe that QB returns to its initial state, and followed by it, other
nodes return to their initial state. At 40 ns, node Q is affected by a particle strike
(Q: 1 ! 0). Again, the internal nodes of the Adapted Nwise cell recover their
initial state after the injected fault. At 70 ns, P is affected by a particle strike (P:
0 ! 1). As can be seen, node P comes back to its initial state, and followed by it, other
internal nodes recover their initial state after the injected faults. Finally, PB is affected
by a particle strike at 80 ns (PB: 1 ! 0). PB also returns to its initial state, and
followed by it, other nodes return to their initial state. Hence, the cell is robust against
SEUs on all nodes.

The core cell is the same as the Nwise cell. Since the SEU robustness simulations
are done in the hold mode, the description of the SEU robustness of the Adapted
Nwise cell is the same as that of the Nwise cell [11, 13]. Due to lack of space, we briefly
mention the relevant explanations in this article and refer the readers to [11, 13]. In
our simulations, we inject charges at cell nodes using the model outlined in Section
2.4. A charge just below the Qcrit of the given node is injected to show how this affects
the node voltage, and how the SRAM cell recovers its original state. If a charge equal
to or greater than Q crit is injected, the SRAM cell would not be able to recover, and a
actual SEU would occur.

Figure 5.
SEU tolerance simulation of the adapted Nwise cell for VDD = 0.5 V.
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2.4 Design methodology and simulation results

As mentioned, we design and simulate a one-column set consisting of 64 Adapted
Nwise cells and associated peripheral circuitry. The high-level structure is a column in
a cache memory as described in [33, 34]. Necessary wire capacitances are added to the
bitlines (BLW, BLBW, and BLR) and the wordlines (WWL and RWL) based on the
sizes reported in [12, 31, 35].

Transistor sizes of the memory cells, as well as the peripheral circuitry, are opti-
mized to get the maximum robustness, as well as minimum read/write power con-
sumption, minimum read/write access times, and minimum area. However, when the
optimization goals are conflicting, more weight is given to robustness. Transistor sizes
are chosen for the worst case (VDD = 0.5 V): WP1 ¼ WP2 ¼ 60nm,WN1 ¼ WN2 ¼
240nm,WN3 ¼ WN4 ¼ 240nm,WN5 ¼ WN6 ¼ 60nm,WN7 ¼ WN8 ¼ 180nm,
WN9 ¼ WN10 ¼ 180nm:

We use standard manual optimization, tuning transistor sizes to find a
global optimized solution. The simulations are performed with LTspice at different
voltage levels (1 to 0.5 V) and at a temperature of 27∘C. The circuits are designed
with a 45 nm predictive technology model. From the simulations, we find the read
and write power consumption, read and write access times, and Qcrit for different
voltage levels.

To simulate the effects of a particle strike injection in a cell node, we use the same
model as used in [13]. It is a double exponential current model presented in Eq. (1) that
has been widely used by researchers [12, 36, 37].Qdep is the total charge deposited at the

node hit by the particle strike. τr is the collection time constant of the junction and τf is

the ion-track establishing time constant. Both are material-dependent time constants
[36]. According to Yassin et al. [38], we set τr ¼ 164ps and τf ¼ 50ps: We gradually

increase Qdep in Eq. (1) in the simulations until the data value stored in the SRAM cell

changes and cannot be recovered. This is the critical charge of a given node in an SRAM
cell. The cell Qcrit is the minimum Qcrit among all sensitive nodes of the cell.

I tð Þ ¼
Qdep

τf � τr
e
�t
τf � e

�t
τr

� �

(1)

Table 1 shows simulation results with the full performance comparison of the
Adapted Nwise cell during voltage scaling. The comparisons include power consump-
tion during read and write operations, read access times, write access times, and Q crit.

Supply Voltage

Level

Write Power

(uW)

Read Power

(uW)

Write Access

Time (ps)

Read Access Time

(ps)

Q crit

(fF)

1 V 19.19 8.49 53.16 29.51 101.5

0.9 V 16.61 4.93 63.48 35.31 86.6

0.8 V 15.85 3.06 78.67 43.39 70.7

0.7 V 16.26 2.02 111.48 59.49 51.3

0.6 V 14.67 1.58 176.72 95.74 31.9

0.5 V 9.93 1.10 400.95 196.48 15.9

Table 1.
Cost comparison for the adapted Nwise cell for different supply voltage levels.
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3. System-scenario-based design methodology

As we mentioned in Section 1, the system-scenario-based design methodology is a
combined design-time and run-time methodology [39] to exploit the application’s
dynamic behavior at run time, leading to significant optimization potential.
According to our simulations, the energy consumption is reduced by combining
voltage scaling techniques applied to SRAM cells with the system-scenario-based
design method in our framework. A two-phase design-time/run-time system scenario
design methodology is detailed in [24]. Here, we describe the methodology according
to our use case:

3.1 Case study: space weather forecast

The main idea is to adapt the supply voltage according to the probability of SEUs.
When the probability is high, we increase the supply voltage to make the memory
more robust against radiation. On the other hand, we reduce the supply voltage to
save power when the probability for SEUs is low.

In space, a satellite is exposed to different doses of radiation, depending on, for
example, the solar activity. Various agencies provide forecasts for the space weather,
that is. the electron or proton flux, based on solar activity. As a case study, we choose
the available online information for historic solar weather from [40]. We extract
proton flux numbers from November 2004 to May 2022 from the graph. The graph
shows samples of the average solar flux units per month, and we choose this parame-
ter as a knob to select the appropriate scenario. In this case, the granularity is rela-
tively coarse, and the power supply voltage can only be adjusted once a month. This is
historically coarse-grained statistics. An operational system would have to be based on
space weather predictions that typically are valid for a 3 day period, with a forecasted
granularity of down to three-hour windows, in which the VDD can be adjusted to the
predicted case for each window. Table 2 shows the number of samples in each range
of solar flux.

A correlation between the solar flux level and the probability of SEU has been
reported in [41]. We also assume that the energy of the particles reaching the chip
surface is sufficiently moderated by passing through metallic shielding [42]. Under
these realistic assumptions, we observe flux levels between 5 and 160 MeV. At design
time, we identify run-time situations (RTSs) and cluster them into six scenarios:

Range of flux level Number of one-month samples in each range

0–45 MeV 0

45 MeV � 60 MeV 0

60 MeV � 85 MeV 115

85 MeV � 110 MeV 47

110 MeV � 130 MeV 32

130 MeV � 160 MeV 17

Table 2.
Number of samples at each range of solar flux [40].
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1.The first scenario is defined for flux levels below 45 MeV. For this situation, we
choose VDD = 0.5 V. The system is in low-power consumption mode, but at the
cost of lowest fault tolerance.

2.The second scenario is defined for flux levels between 45 and 60 MeV (45 MeV
< flux ≤ 60MeVÞ: For this situation, we choose VDD = 0.6 V.

3.The third scenario is defined for flux levels between 60 and 85 MeV (60 MeV <

flux ≤ 85MeVÞ: For this situation, we choose VDD = 0.7 V.

4.The fourth scenario is defined for flux levels between 85 and 110 MeV (85 MeV
< flux ≤ 110MeVÞ: For this situation, we choose VDD = 0.8 V.

5.The fifth scenario is defined for flux levels between 110 and 130 MeV (110 MeV
< flux ≤ 130MeVÞ: For this situation, we choose VDD = 0.9 V.

6.The sixth scenario is defined for flux levels between 130 and 160 MeV (130 MeV
< flux ≤ 160MeVÞ: For this situation, we choose VDD = 1 V. The system has the
highest level of fault tolerance but at the cost of high power consumption.

At run time, the satellite is informed from Earth when the solar activity changes,
and scenarios are dynamically selected accordingly. We now calculate the total power
consumption in two cases: (a) when the system scenario method is applied and the
system can run at different voltage levels, and (b) when the system runs only at a
fixed nominal voltage level.

To calculate power consumption, we need the following information: Table 1,
which shows cost comparison for the Adapted Nwise cell for different supply voltage
levels. Table 2, which shows the number of samples in each solar flux range. Fur-
thermore, the number of each level-one cache operation, which is available for a
tested benchmark [43]. According to Petersen [43], the number of read and write
operations for a tested application of the STAMP benchmark suite, Genome, are as
follows: 400449 and 25,028.

We calculate the total power consumption of the first case as follows: (1) The total
power consumption for each voltage level is calculated according to the information
obtained from Table 1, and the number of each operation reported in [43]. (2) The
number of samples for each scenario is multiplied by the number of corresponding
total power calculated in 1. (3) The results of all scenarios are added together.

For example, we examine the sixth scenario: the number of samples in this range is
17. We choose VDD = 1 V for this scenario. The power consumption for each sample is
calculated as follows:

Powersample ¼ 400449 ∗ 8:49uWð Þ þ 25028 ∗ 19:19uWð Þ½ �= 400449þ 25028ð Þ (2)

Therefore, the total power consumption is obtained by multiplying this number by
the number of samples in this range (17), which is equal to 155.03 uW. Similarly, we
calculate the total power consumption for each scenario. Then, we add them all
together, which results in 842.47 uW.

For the second case: (1) The total power consumption is calculated only for
VDD = 1 V according to the information obtained from Table 1 and the number of
each operation reported in [43]. The power consumption for each sample is the same
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as Eq. (2). (2) The total number of samples (211) is multiplied by the number of
power consumption calculated in 1), which is equal to 1924.11 uW.

In this way, we have demonstrated a 56.2% power saving compared to using
Adapted Nwise with fixed nominal power supply level. We repeat our simulation for a
cache consisting of the original Nwise cell depicted in Figure 1. The total power
consumption of this cache is calculated as follows:

Powertotal ¼ 211 ∗ 400449 ∗ 7:49uW þ 25028 ∗ 14:14uWð Þ= 400449þ 25028ð Þ (3)

which is equal to 1662.93 uW, 13.6% lower than that of a cache containing of
Adapted Nwise cells (at VDD = 1 V). Using the Adapted Nwise cell in combination
with system scenario-controlled voltage scaling reduces the power consumption by
49.3% compared to using the original Nwise cell. Table 3 summarizes the results.

It should be mentioned that we do not consider the loss induced by the circuitry
generating the different voltage levels. We assume that this memory will be used in
systems, where dynamic voltage and frequency scaling are anyway used for the
regular logic.

4. Conclusions and future work

In this chapter, we present a radiation-hardened memory design, which
keeps the reliability during voltage scaling. Inspired by the Nwise cell, a
recently proposed highly reliable radiation-hardened SRAM cell, we present the design
of the Adapted Nwise cell, including calculations of its Q crit, energy consumption, and
access time for each operation during voltage scaling. Simulations show that this design
can operate at nominal voltage levels down to low-voltage levels for space applications.

In addition, we leverage the scenario-based design methodology to optimize
energy consumption at run time and according to our use case: solar activity. Our
simulations show that we save up to 49.3% in power consumption compared to using
a cache design with a fixed nominal power supply level.

As a future work, an operational system will be made practical by leveraging
information from space weather forecasts, thus adjusting the VDD value based on
the expected solar flux. Space weather forecasts are given as a three-day prediction
and a methodology to extract relevant prediction parameters and distribute them in
time to a space system using the Adapted Nwise cell memory must be developed. In
addition, process, voltage, and temperature (PVT) variations will be investigated in
our future work.

Cache Designs Power

Consumption

(uW)

Original Nwise cache design with a fixed nominal power supply level 1662.93

Adapted Nwise cache design with a fixed nominal power supply level 1924.11

Adapted Nwise cache design with adapted power supply levels according to system

scenario design methodology

842.47

Table 3.
The total power consumption of each cache design.
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