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Chapter

Introductory Chapter: Introduction 
to Computational Semantics
George Dekoulis

“Some say that this is a sign of the soul, as it is buried in the present moment, and 

because through this, the soul signifies whatever it signifies, and this sign is rightly 

called a symbol.”

Plato, Cratylus, 400 BCE

“Sema some say semaphores the psyche’s burial into the soma during the present life. 

Because the psyche in the current soma semaphores polysemy, the semantic semantics 

are being semaphored”

Agaiarch Diocles, 2023 CE

1. Introduction

Computational semantics refer to the advanced scientific tools used for  processing 
natural languages and extract interesting conclusions regarding the different mean-
ings included. The models of the different languages should be well-understood and 
adequately put into the simulation and programming context. A language can be 
classified into three broad areas, including: syntax/structure, semantics/meanings 
and, finally, pragmatics. Seriatim, the principle of meaning can further be analysed. 
The main tool for reaching valid results is the efficient implementation of the logic 
principles involved in the modelling and computation processes [1].

2. Natural language characteristics

It took thousands of years for the different languages to evolve. It is this one skill 
of developing symbols, languages and communicating with each other that separates 
us from the animals. We have reached a great state of mind where a main Hellenic 
alphabet and subsequent ones have been created [2]. This allows us to form words, 
sentences and compile complete texts for specific subjects. Humans can efficiently 
express their thoughts and communicate with each other.

A great set of new scientific fields have been created, such as linguistics, in order 
to encapsulate the evolution of any language. In this field of science, it is always 
important to determine the qualities of the subject under investigation. Chomsky 
suggested various parameters and methods that can be used for correctly classifying 
a language [3]. A strong limitation in the modelling [4] and programming [5] stages 
has always been the level of understanding of the people involved in the different 
phases. Especially in the recent years where our computational capability [6] has 
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reached previously unseen levels of processing power [7], human limitation is still the 
restricting factor. For the purpose of further discussion, we will assume that a specific 
language can be defined through a textbook, archives or a series of representative 
sentences.

Grammar is probably the first thing we should seek in the skills of the various 
speakers. Grammar is a set of rules that stipulate and span throughout the language. The 
correct usage of the grammatic rules determines the efficiency of the implemented algo-
rithms. Grammar demonstrates the following characteristics: Phonology, Morphology, 
Syntax and Semantics. Phonology distinguishes between tiny sounds and their com-
bination into langer phonetic complexes. Morphology is responsible for the creation of 
words. Syntax is concerned with how words produce sentences. Semantics correspond 
to the meanings of the words that form sentences according to the syntactic rules.

In the current publication, we are focusing more on the top-level of language pro-
cessing. The different chapters start from the discussion on phonology or morphology 
and elevate to semantics. Phonology is not further discussed in the current chapter. 
Based on the lingual rules that each of the authors has implemented the overall 
accuracy of the implemented algorithms is seriatim evaluated.

3. Morphology

In general, alphabetic languages can be analysed into their three counterparts: 
syntactic rules, the meanings of things and pragmatics. Syntax is more concerned with 
the art of combining morphemes and words into larger entities, as in phrases and sen-
tences. To understand the purpose of semantics an excellent grasp of the correspond-
ing language is needed and its grammar and syntax. In many languages, although we 
have a great knowledge of its constituents, we know little about their pragmatics usage. 
Pragmatics refer to the thoughts of the language users and the sentences that are being 
formed and exchanged between them to achieve communication. In this book, we are 
taking into consideration both pieces of speech and text of the English and Portuguese 
languages. Thus, we are considering samples of both natural and formal languages.

4. Semantics

In ethical teaching and philosophy, the aim is to communicate with each other, to 
describe and determine the truth and to acquire all the necessary virtues for a success-
ful life. However, every language has historically being used to also deceive people, for 
the private benefit of the few. It is noticeable that no matter the education level of the 
participants it is frequent that the participants do not converge to a single truth. Logic 
and reasoning are techniques that every user should be trained to use [8]. This mini-
mises the deviation between natural and formal languages when it comes to correctly 
defining a meaning. Semantics is what both states of a language share between them.

The implementation of state-of-the-art digital logic systems for various applica-
tions is the expertise of the author [9]. Logic has been used to create Hellenic, the first 
alphabetic language in the world [2]. Logic has been used to derive all the Hellenic 
dialects. Based on Hellenic, the other European languages have been logically derived, 
such as Spanish, Latin, French, English etc. Logic has been used extensively by the 
wise scholars to minimise the deviation between formal and natural morphemes [10]. 
Throughout human history, elements from the principles found in the field of discrete 
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mathematics have been found in the language formation phases down to the last detail 
of formally defining a language [11]. It is the usage of logical tools, such as predicate 
or propositional, that has permitted this. These are techniques being used by the 
authors of this book. A great analysis of the English language in terms of its natural 
and formal aspects is presented in [12]. It is well-known by ancient Hellenic that all 
the logical methods can be used into producing an extraordinary formal language. 
This is evident in the works of Homer, Hesiod, Socrates, Plato, Aristoteles, Proclus, 
the great Latin authors and many others. All these tools are also being used today to 
assist the convergence of natural and formal languages. Computational semantics is 
expedited by these techniques.

5. Computational semantics

Natural and formal language calculation of semantics has been based on [13] 
for many decades. Advanced programming techniques have been built around logi-
cal reasoning. Functional modelling and implementation have been built primarily 
around Montague reasoning. We are calling this field of mathematical thinking Λ 
(lamda) calculus. Functional modelling is a great expertise for linguists, since it 
allows them to parameterize all language aspects. Experimenting with the syn-
tax, semantics and pragmatics is a means of evaluating all the classical theories. 
Through modelling the linguist gets immediate results and provides feedback to 
the theories under test.

The algorithms we are working on for computing semantics manipulate two 
categories of data representations. The first is the realisation of the various seman-
tics. We are also post-processing the results acquired. The initial models are being 
put into extensive testing and the parameters of the initial models are accordingly 
adjusted. It is through extensive feedback that we have managed to build the vari-
ous data retrieval software for searching through archives, computer databases and 
building impressive internet searching software. The combination of advanced 
computer science and artificial intelligence tools greatly assists in designing the next 
generation of natural and formal language processing tools. For instance, Haskell 
has historically been used for achieving functional modelling. Prologue was one the 
first programming languages used to implement predicate reasoning and perform 
engineering modelling [14]. Prologue does not meet today’s needs for comput-
ing semantics. Haskell incorporated Prologue and a lot of programmers used it in 
computational semantics [15]. All modern high-level programming languages and 
dedicated hardware, preferably reconfigurable, are recommended for implementing 
computational semantics [16].

6. Conclusion

Natural language processing has always been intriguing linguists. However, 
high-performance programming has only been viable over the recent 20 years. In this 
publication, new state-of-the-art results are presented in the areas of natural and 
formal language speech processing, linguistics, classical studies and computational 
semantics. We anticipate this book to be an asset to researchers and the younger gen-
erations will be motivated to pursue studies in the areas of computer science, artificial 
intelligence, logic, linguistics and classical studies.
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