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Abstract. Background. Since the rise of Machine Learning, the au-
tomation of software development has been a desired feature. MLOps is
targeted to have the same impact on software development as DevOps
had in the last decade.
Objectives. The goal of the research is threefold: (RQ1) to analyze
which MLOps tools and platforms can be used in the Cognitive Cloud
Continuum, (RQ2) to investigate which combination of such tools and
platforms is more beneficial, and (RQ3) to define how to distribute
MLOps to nodes across the Cognitive Cloud Continuum.
Methods. The work can be divided into three main blocks: analysis,
proposal and identification, and application. The first part builds the
foundations of the work, the second proposes a vision on the evolution
of MLOps then identifies the key concepts while the third validates the
previous steps through practical applications.
Contribution. The thesis’s contribution is a set of MLOps pipelines
that practitioners could adopt in different contexts and a practical im-
plementation of an MLOps system in the Cognitive Cloud Continuum.
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1 Introduction

DevOps [2] is defined as a set of practices to encourage collaboration between ap-
plication development and IT operations teams. The main purpose of DevOps is
to ensure fast release of quality software changes and operating resilient systems.
DevOps methodology has become a core concept of the software development
lifecycle for practitioners and with the increasing adoption of Machine Learning
(ML)-based software the methodology needs to be extended to include the ML
development steps that differ from the original software development. The pro-
cess of including an ML pipeline when developing software needs to be addressed
so that the new software system will ensure both long-term maintainability and
adaptable nature. These requirements are due to the hybrid nature of such ML-
based as the long term maintainability is inherited from the DevOps practices,
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while the adaptable nature is achieved through continuous training of new data
continuously provided to the ML algorithm. For this reason, such extension is
categorized as an evolution of the classical DevOps and denominated MLOps [7].

With the increasing availability of devices connected to the Internet and the
ability to generate data, MLOps has the potential to become the reference model
to develop software capable of detecting anomalies, projecting future trends,
augmenting intelligence and so much more. However, as most of these devices
composing the environment have limited computational power it is important
to investigate also how to develop applications along the so-called COgnitive
CLoud CONtinuum (COCLCON).

The main goal of this thesis is to study the most common approaches when
developing ML-based software in the COCLCON. In this work I will attempt to
answer the following research questions:

RQ1 Which MLOps tools and platforms can be used in the COCLCON?
RQ2 What combination of MLOps tools and platforms can be used in

the COCLCON optimized pipeline?
RQ3 How to distribute MLOps across the COCLCON?

2 Background

The concept of MLOps is a new hype in academic literature [3]. Even if the
problem of automating ML applications was firstly addressed in 2015 [14], the
first mentions of the term MLOps itself are from 2018. In the last 4 years, the
engagement with the topic grew exponentially, so that at the time of writing
there are more than 200 million projects adopting ML on GitHub [15]. Conse-
quently multiple works, both in white and grey literature, tried to define their
vision on the concept of MLOps, but many of them differed on multiple aspects
mostly related to the pipeline [15] [6] [10]. One of the main goals of this work
is to propose a pipeline which has strong literature foundations, takes into ac-
count common practices and the state-of-the-art of MLOps projects and, most
important, validates it through practical applications.

2.1 MLOps

Software development has seen its last revolution with the introduction of Dev-
Ops. The methodologies proposed by DevOps helped companies to improve re-
sults and create a culture based on two fundamental factors: the increased fre-
quency of software releases and the reliability of the produced software. These
two factors that once seemed to be opposite of each other started not only to
coexist but also to grow together following the dynamic nature of DevOps prac-
tices. Such dynamic nature has been represented through the iconic DevOps
pipeline which aims to portray the division of application Developers (Dev) and
IT Operations (Ops) tasks in teams as an infinite loop.

The increased adoption of ML-based software has created a new figure in the
corporate organizational environment: the ML developer. Such a figure actively
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Fig. 1. Proposed MLOps pipeline [10]

participates in the development of the software, performing tasks that are parallel
to the Dev engineer. The natural evolution of the development cycle for agile
software, and therefore of the DevOps pipeline, which includes the development
of ML-based software has been defined as MLOps.

The graphical representation for MLOps proposed in [10] is depicted in Fig-
ure 1. Such representation aims at highlight the diversification yet affinity when
developing the ML-based software from the software developer and the ML devel-
oper perspectives. The main differences between the proposed MLOps pipeline
and the original DevOps lie in the Plan and Code phases, moreover, a subsequent
phase has been added and defined as Validation.

2.2 Cognitive Cloud Continuum

Another important aspect to take into account is where to deploy the ML-
based software. One of the most recent hypes in the cloud computing domain is
the concept of Cloud Continuum, which together with the concept of Cognitive
Cloud has raised interests of funding agencies [1].

The first definitions of Cloud Continuum were presented in 2016 [5], [4];
while the first one presented it as a ”continuum of resources available from the
edge to the cloud” the second focused on computationally related aspects. Since
then, more than 30 definitions have been proposed for Cloud Continuum. The
definitions have focused on the distribution of resources both from the point
of view of the entity responsible for the computation and of the computational
power.

The term cognitive was originally used in computer science to refer to the be-
havior of computers analogous or comparable to the human brain. In the 2010s,
“cognitive computing” became the new research trend aiming to develop novel
systems relying on extensive amounts of data from many sources. With the ad-
vent of the era of big data, the increasing amount of unstructured data caused
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problems in information analysis and processing; in this scenario, cognitive com-
puting provided solutions by imitating the human way of thinking.

Analyzing the evolution of both terms, the Cognitive Cloud Continuum is
moving towards an extension of the traditional Cloud towards multiple entities.
Such entities not only are capable of providing data, store it and processing it,
but they are also capable of sensing the environment and, by learning from it,
they can adapt the computational load.

3 The Proposed Approach

The structure of the PhD is depicted in Figure 2. It is composed by 3 main steps,
divided in 9 sub-steps, that might be submitted as individual publication:

– Step 1: Analysis of the literature for ML in the COCLCON
– Step 2: MLOps: platforms, tools, methods and processes

• Proposed MLOps pipeline
• Comparison of testing and tools
• Survey on the impact of MLOps in the industry domain

– Step 3: Applications of MLOps in the COCLCON
• Investigation of MLOps tools usage in the COCLCON
• ML distribution to the different nodes of the COCLCON

The research method is based on both empirical methodology and practical
applications. The empirical methodology includes systematic literature reviews,
case studies, surveys, and interviews. Starting from the analysis of the literature
I aim at answering RQ1 in the first step. To answer RQ2 I make use of the afore-
mentioned empirical studies; the goal is to provide clear pipeline proposals by
finding the optimal combination of tools used at each step of the MLOps pipeline.
RQ3 revolves around the concept of Cognitive Cloud Continuum, therefore a fun-
damental part is the definition of the two concepts composing it. Following this, I
aim at investigating MLOps tools and their usage in this particular environment
to practically develop an MLOps system in the third step.
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Step 1: Analysis of the literature The implementation of ML models
strongly relies on the capability of importing Open Source Libraries in the same
way that Open Source Software (OSS) has been integrated into commercial prod-
ucts. When talking about OSS it is important to estimate factors and metrics
to evaluate its reliability of it before embedding it [9]. Some key points desired
when integrating OSS are continuous updates and maintainability and based on
these it is possible to calculate the risk of abandonment [8]. Once the properly
available libraries have been selected the development of the software can begin.

Another important aspect to take into account is the device on which the
software needs to be developed, how the calculation needs to be carried out,
and in which environment such device is [12] [11]. The analysis of the literature
focuses on these aspects which are the foundation on which the development of
the software lies.

Step 2: Identification of methods and tools. Developing software that
relies on ML techniques necessitates a different approach when compared to
normal DevOps. Among the various reasons, there is one based on the need
to include the figure of the ML developer who needs to develop the system in
parallel with the software engineer. For this reason, an extension of the DevOps
pipeline is required [10].

Once the pipeline is clearly stated, it is important to analyze the state of
the art of the current tools for ML-based projects and how they are used [13].
Particular attention needs to be placed on those tools used for testing the overall
systems [15]. Furthermore, it is also critical to investigate practitioners’ common
practices when working with such ML-based systems.

Step 3: MLOps in the COCLCON. In the last step, I aim at using the
knowledge acquired in the previous steps to provide an MLOps system capable
of delivering applications along the COCLCON.

4 Current Status

The Research work started in January 2021. During this period I investigated
Step 1, and Step 2.1. Step 1 consisted of four different works [9] [8] [12] [11]
aiming at answer RQ1.

Step 2.1 is the first result towards answering RQ2 and has been achieved
through the proposition of an MLOps pipeline published in [10]. The work, not
only envisions a pipeline for MLOps but also produces a meaningful comparison
to classical DevOps. The publication is the first part of a roadmap for the devel-
opment of MLOps practices. At the stage of writing, I am currently developing
the second part of this step which will result in two publications.

As for the remaining steps I am currently collaborating with different partners
to investigate how to properly address problems related to RQ3.
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5 Expected Contribution

The main contribution of this thesis is to analyze the evolution of the develop-
ment process of MLOps, particularly applied in the Cognitive Cloud Continuum.
The main contribution of this thesis will be a validated set of MLOps pipelines
that companies can adopt in different contexts, together with their pros and
cons.
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