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Abstract—Recently proposed by 3GPP, Integrated Access and
Backhaul (IAB) technology promises to deliver a cost-efficient
and flexible solution for network densification in 5G/6G systems.
Since IAB architecture is based on multi-hop topology and
advanced functionalities, such as multi-connectivity transmission
and multi-routing, the potential utilization of IAB systems raises
an issue of efficient system design. In this paper, we develop an
optimization framework capable of jointly selecting transmission
paths and allocating radio resources in compliance with half-
duplexing and interference constraints. The presented numerical
results illustrate that directional mmWave beams employed at
the wireless backhaul are essential for capacity boosting, thus
allowing to fully exploit the radio resources in self-backhauled
systems. We also establish that the multi-hop IAB topology
provides advantages in terms of end-to-end user throughput as
compared to single-hop systems.

I. INTRODUCTION

Integrated Access and Backhaul (IAB) technology has been
recently proposed by 3GPP as a potential solution for network
operators to enhance coverage and to densify 5G/6G deploy-
ments. Particularly, IAB is considered as a promising approach
that provides a flexible wireless backhaul option over 5G New
Radio (NR) technology, where only a subset of base stations
connects to the fiber core network.

Compared to traditional fiber backhaul networks, wireless
IAB architecture allows for deployment flexibility and sup-
ports multi-hop operation, thus enabling resilient topology
mindful of the network traffic conditions [1]. IAB technology
supports both sub-6 GHz and millimeter-wave (mmWave)
radios and can operate in standalone (SA) or non-SA (NSA)
regime. In practice, IAB is most relevant for mmWave, where
backhaul links can leverage a higher amount of spectrum
and further benefit from massive beamforming. Also, 3GPP
considers IAB networks with both in-band and out-of-band
operational modes. In the former, the same spectrum is utilized
at both access and backhaul, whereas in the latter, the access
and backhaul links use separate frequency bands. The main
focus of 3GPP is set on the in-band operational mode, since
it allows to efficiently utilize scarce spectrum resources.

In-band IAB operational mode necessarily involves the
multiplexing of both access and backhaul traffic. Hence, the
radio resources need to be orthogonally divided between the
access and the backhaul, either in time, frequency, or space,
using centralized or decentralized scheduling coordination. As
considered in [1], IAB is expected to rely upon time-division

multiplexing (TDM). A TDM network is configured based on
time-domain coordination to efficiently multiplex access and
backhaul links in both downlink (DL) and uplink (UL) direc-
tions. 3GPP prioritizes half-duplex operations, which involve
the inability to simultaneously receive and transmit at a single
node. Additionally, the advanced IAB capabilities include
multi-beam functionality, where separate directional beams
are employed for the backhaul links, and multi-connectivity
transmission, where several access links are simultaneously
maintained for a user equipment (UE). As a result, optimal
path selection and radio resource allocation in such systems
are crucial for their efficient operation.

The authors in [2] study the problem of path selection
and rate allocation in multi-hop self-backhauled mmWave
networks. They decompose the problem into path selection and
rate allocation sub-problems. Then, the developed framework
selects the best paths using reinforcement learning techniques.
Similarly, the authors in [3] consider the centralized scheduling
and routing problem and investigate the system performance
in terms of UE throughput. The authors in [4] study backhaul
bandwidth partition strategies in mmWave-capable IAB sys-
tems. They propose an analytical framework and investigate
various bandwidth partition options. However, those authors
focus on the resource split between access and backhaul with-
out considering path selection. In contrast, the authors in [5]
study different path selection techniques by disregarding the
resource allocation problem. Also, in [6], they evaluate end-to-
end performance of IAB systems in terms of the experienced
throughput and latency by considering realistic traffic models.
With the focus on topology formation in IAB networks,
a sequence-based topology formation algorithm is proposed
in [7]. The impact of multi-connectivity, multi-beam antennas,
and multi-hop configurations on throughput enhancements is
quantified in [8]. None of these past studies, however, address
joint path selection and resource allocation by simultaneously
capturing half-duplexing and interference constraints.

In this paper, path selection and resource allocation in
mmWave-based IAB systems are optimized jointly to max-
imize the end-to-end UE throughput. We address a multi-
hop IAB system by accounting for its multi-beam and multi-
connectivity capabilities. Specifically, in our framework, the
set of paths reflects the network topology, while the resource
allocation procedure distributes the radio resources over the
set of identified paths for each UE.



The main contributions of this work are as follows:
• We propose an algorithm that accounts for half-duplexing

and interference constraints in multi-hop IAB systems.
This algorithm allows selecting data transfer paths by
employing time-domain coordination, i.e., avoiding si-
multaneous transmission and reception at a single node,
and satisfying the requirement of ancestor-descendant
relation between any two IAB-nodes;

• We develop an optimization framework for joint path se-
lection and resource allocation in multi-hop IAB systems.
It is shown that where the UE throughput is the primary
optimization criterion, a major capacity boost is enabled
by multi-beam functionality, while the effect of multi-
connectivity is of secondary importance.

The rest of this paper is organized as follows. First, we
introduce the system model in Section II. Then, we formulate
the joint path selection and resource allocation optimization
problem in Section III. Further, we provide numerical results
in Section IV. Conclusions are drawn in Section V.

II. SYSTEM MODEL

1) Deployment Model: We consider a multi-hop IAB-based
heterogeneous system with macro- and micro-layers, where a
single IAB-donor at the macro layer supports multiple IAB-
nodes randomly distributed in its coverage area by complying
with system-level evaluation assumptions as specified by 3GPP
in [1], see Fig. 1. We assume that the considered scenario
has a constant number of active UEs uniformly distributed
in the cell, where each UE generates elastic traffic in UL
by following the full-buffer model. In this model, UE data
rates vary according to the network conditions and the packet
buffers always have data to transmit.

IAB systems utilize Central Unit (CU) and Distributed
Unit (DU) split architecture, which enables efficient support of
multi-hopping [1]. Specifically, each IAB-node has a Mobile
Termination (MT) part used for wireless backhauling toward
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Fig. 1. Multi-hop IAB-based system topology.

an upstream IAB-node or IAB-donor. Via the DU, the IAB-
node establishes RLC-channels to UEs and to MTs of other
downstream IAB-nodes. In the case where an IAB-node is
connected via multiple paths, different identifiers in the adap-
tation layer are to be associated with the paths, thus enabling
adaptation layer routing over wireless backhaul topology.
Routing on the wireless backhaul links is supported by the
adaptation layer, where Backhaul Adaptation Protocol (BAP)
is responsible for routing packets from IAB-donor to the target
IAB-node and vice versa.

We concentrate on studying in-band IAB operational mode,
which assumes the utilization of the same frequency band for
backhaul and access links and leads to the half-duplexing con-
straint. The time-domain coordination is required to avoid the
full-duplex problem, where transmissions to be received by the
MT are severely interfered by DU transmissions. It implies that
the IAB-node cannot transmit and receive simultaneously. One
of the approaches to avoid intra-node interference is to ensure
that the DU and MT transmissions or receptions are separated
in the spatial domain, where they operate simultaneously on
the same frequency band but within different antenna panels
pointing in opposite directions. In this case, one can envision
simultaneous DU/MT operation, where the DU and MT are
working in different transmission directions. Therefore, an
IAB TDM network needs to be configured with a pattern for
the time-domain allocation of DL and UL resources [9].

2) Propagation Models: To capture mmWave propagation,
we utilize the 3GPP Urban Macro (UMa) channel model for
IAB-donor-to-UE and IAB-donor-to-IAB-node interfaces, and
Urban Micro (UMi) street canyon channel model for IAB-
node-to-UE and IAB-node-to-IAB-node interfaces [10]. The
height of UEs carried by pedestrians is assumed to be hU ,
while the height of IAB-donor is hD and the height of IAB-
nodes is hN .

3) Antenna Model: To model antenna array systems for the
IAB-donor, IAB-nodes, and UEs, we employ planar uniform
rectangular antenna arrays by following the evaluation as-
sumptions in [1]. We consider single- and multi-beam antenna
operations at IAB-donor, where the latter is enabled by the
use of hybrid/digital beamforming [11]. When the multi-beam
regime is considered, the emitted power is assumed to be split
equally between the available beams.

4) Metric of Interest: Our main metric of interest is per-
UE throughput. Note that this metric heavily depends on the
fairness criteria utilized for optimization. In our study, we use
a max-min objective function. However, similarly to [12], one
may extend it to the case of α-fairness formulation capable of
capturing a wide range of fairness criteria, including max-min,
proportional fairness, and resource usage maximization.

III. JOINT PATH SELECTION AND RESOURCE ALLOCATION

In this section, we first formulate the optimization problem.
Then, we provide an algorithm for path identification in multi-
hop IAB systems under the half-duplex limitation.



A. Problem Formulation

Let M be the number of IAB-nodes in the system having
the index m = 1, 2, . . . ,M . Also, denote by N the number
of UEs in the system. We label the UEs with the indices
n = 1, 2, . . . , N . Each UE n is characterized by the achievable
user data rate. These data rates are expressed in bits per
second (bps) and denoted as

dn, n = 1, 2, . . . , N, (1)

which can be determined such that a certain fairness criterion
is satisfied.

Each UE n is assigned a set of all the available paths
(also named routes) that can carry data traffic. For UE n, the
total number of assigned paths is denoted by Pn and they are
labeled with index p from the first path to the total number
of paths, i.e., p = 1, 2, . . . , Pn. To tie them to a generic UE
n, we define paths Pnp, n = 1, 2, . . . , N, p = 1, 2, . . . , Pn.
Here, each path is characterized by the links of which the
path is composed. We define access links as sets of links for
each of the IAB-nodes and the IAB-donor. Specifically, let
A0 = {1, 2, .., U0} be a set of access links at the IAB-donor
that connect to UEs, Am = {Um−1 + 1, Um−1 + 2, . . . , Um}
is a set of access links at the IAB-node m, m = 1, 2, . . . ,M .
Then, let AM+1 = {UM + 1, UM + 2, . . . , UM+1} be a set
of backhaul links. Each path Pnp is then defined as a set that
includes one access link from a certain set Am and certain
links from the set AM+1 if UE is connected to IAB-node.
Alternatively, the path Pnp consists of a single link from A0

if UE is connected to IAB-donor. It is important to note that
each path Pnp connects the end nodes, i.e., UE and IAB-donor.

In the multi-beam operational mode, separate directional
beams are employed for the backhaul links at both IAB-
donor and IAB-nodes. In this mode, each backhaul link has
a fixed capacity with limited resources. Overall, there are
E = |AM+1| backhaul links, including both IAB-node-to-
IAB-donor and IAB-node-to-IAB-node backhaul links, which
are indexed as e = 1, 2, . . . , E. We further introduce link-path-
incidence variables δenp, which indicate the link-path relation.
Formally, coefficient δenp is defined for each triple (e, n, p),
where e = 1, 2, . . . , E, n = 1, 2, . . . , N , and p = 1, 2, . . . , Pn,
which leads to

δenp =

{
1, if link e belongs to path p of UE n,

0, otherwise.
(2)

In our optimization problem, there are two types of vari-
ables. First, let

xnp, n = 1, 2, . . . , N, p = 1, . . . , Pn, (3)

be continuous variables realizing a part of the demand of
the UE n over the path p. These terms, measured in Hz·s,
represent the UE resource allocation. Second, we introduce
binary variables unp ∈ {0, 1} associated with each of the
variables xnp. These integer variables are decision binary
variables that receive value 1 if the path is selected, or 0 if
not.
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Fig. 2. Illustration of path subsets selection.

First, we determine the achievable UE data rates, which
ensure that all the demands are fully realized by using the
variables xnp and unp. They are defined as

dn =
1

∆

Pn∑
p=1

snpxnpunp, n = 1, 2, . . . , N, (4)

where ∆ is the time slot duration, snp is the spectral efficiency
of the access link in the path p. The latter can be calculated
as follows

snp = log2(1 + Snp), (5)

where Snp is the signal-to-interference-plus-noise ratio (SINR)
of the access link. The interference component, including
inter-cell and self-interference, is approximated by an inter-
ference margin [13].

Further, the multi-connectivity constraint is defined as

Pn∑
p=1

unp ≤ k, n = 1, 2, . . . , N, (6)

where k is a predetermined maximum number of paths si-
multaneously supported by the UEs. This inequality limits the
number of access links connecting to the UE n. Note that the
constraint (6) assures that only k binary variables associated
with a given UE n are equal to 1 and, together with (4), implies
that the paths corresponding to the non-zero binary variables
carry all the demand volume.

Each IAB-node and IAB-donor has limited time-frequency
resources at the access interface. This fact is reflected in the
following capacity constraints

N∑
n=1

Pn∑
p=1

1Pnp∩Am 6=∅xnpunp ≤ B∆, m = 0, 1, . . . ,M, (7)



Algorithm 1 Solving the Path Selection and Resource Allo-
cation Problem in a Multi-Hop IAB System
Input: System parameters
Output: Path selection, resource allocation

Initialization: Enumerate IAB-nodes, UEs, and IAB-donor
1: Construct a graph G connecting the end nodes, i.e., UE

and IAB-donor
2: Find all the paths from the given graph G by using, e.g.,

the depth-first search algorithm and form a list of paths L
3: Assign directions for the links in each path
4: Form S subsets of paths from the list of paths L
5: for s = 1 to S do
6: Perform optimization procedure for the subset s
7: end for
8: Compare S subsets according to the metric of interest
9: Select the best subset of paths

10: return Path selection, resource allocation

where 1 is an indicator function that is defined as

1 =

{
1, if ∀n : Pnp ∩ Am 6= ∅,
0, otherwise,

(8)

where B is the system bandwidth. It is assumed that within
each time slot, the scheduler can allocate radio resources to
meet the needs of all paths, as long as these inequalities are
satisfied.

Finally, we introduce the backhaul constraints, which deter-
mine link load on e as per the following expression

N∑
n=1

Pn∑
p=1

δenpsnpxnpunp ≤ seB∆, e = 1, 2, . . . , E, (9)

where se is the spectral efficiency of backhaul link e.
Let us now define the objective function. To derive a

solution for max-min fairness, it takes the following form

maximize min{dn : n = 1, 2, . . . , N}. (10)

This objective function can be alternatively expressed by
maximizing an additional variable z that is a lower bound
for each of the individual variables as

maximize: z (11)

subject to: z ≤ 1

∆

Pn∑
p=1

snpxnpunp, n = 1, 2, . . . , N. (12)

The aforementioned problem is classified as a mixed-integer
nonlinear programming (MINLP) problem, known to be NP-
complete [14], which can be solved using exact algorithms,
such as branch-and-cut or branch-and-bound. Further perfor-
mance improvements can be achieved by utilizing various
relaxation techniques, e.g., local branching or neighborhood
search. Approximation approaches, such as simulated an-
nealing or evolutionary algorithms, are also applicable [14].
Note that by assuming predetermined paths, i.e., by avoiding
multiplication of xnpunp, we arrive at a linear programming

problem that can be solved in polynomial time. Also, the range
extension technique applied to spectral efficiencies can be used
to enforce generic α-fairness objective function, while keeping
the problem to be of linear programming type [12].

B. Path Identification

The half-duplex constraint does not allow for the utilization
of all the available paths simultaneously. Specifically, it limits
the number of paths that may be chosen for concurrent
transmissions. We now proceed with determining the paths
that satisfy the half-duplex constraint. These paths are used
as the sets of available paths in the optimization problem that
selects the optimal paths for each UE and provides the UE
radio resource allocations in the IAB network.

First, we define the set of available routes that can carry data
traffic. Initially, each IAB-node can be connected to any IAB-
node and IAB-donor (Fig. 2). It is worth noting that each path
connects the end nodes, i.e., UE and IAB-donor. Therefore, we
utilize single directional access and IAB-donor links, whereas
all other links are bidirectional. Note that one has to avoid
cycles when counting all the available paths, i.e., a path must
comprise a link only once. To perform this procedure, we
utilize the depth-first search algorithm and avoid cycles by
storing the visited vertices. The output of the algorithm is all
possible paths between UE and IAB-donor.

Further, we assign directions, UL or DL, for each of the
links in each path. After that, to satisfy the half-duplex con-
straint, we select the paths, which contain the same receiving
and transmitting nodes (i.e., the radio interface at each node
should either receive or transmit). Therefore, we divide the set
of paths into subsets of paths satisfying half-duplex constraint.
This is shown in Fig. 2, where three subsets are identified.
Note that 3GPP only specifies either tree or directed acyclic
graph (DAG) topology for IAB networks. A DAG topology
requires an ancestor-descendant relation between any two
IAB-nodes. Hence, an IAB-node cannot be both an ancestor
and a descendant of another IAB-node, which further limits
the possible routes. The rest of paths in a single subset
can be leveraged by the optimization problem. Additionally,
UEs can utilize paths in multi-connectivity transmission mode
without violating the half-duplex constraint, according to each
transmission direction.

The proposed solution algorithm is offered in Algorithm 1.
After the overall identification of the subsets, we optimize the
system specifically by using each subset of paths. Since the
optimization procedure is run individually for a subset of all
the available paths, we repeat the optimization process for each
subset. In the end, according to the target metric of interest, we
compare the subsets and choose the best UE path selections
and resource allocations. Once paths are determined, further
solution is of polynomial complexity, while the path search
itself isNP-hard problem. However, considering that the IAB-
donor supports a limited number of IAB-nodes, the overall
complexity is low.



TABLE I
DEFAULT SYSTEM PARAMETERS FOR NUMERICAL ASSESSMENT.

Parameter Value
Cell radius 100 m
Carrier frequency 30 GHz
System bandwidth, B 400 MHz
IAB-donor height, hD 25 m
IAB-node height, hN 15 m
UE height, hU 1.5 m
IAB-donor Tx power 40 dBm
IAB-node Tx power 33 dBm
IAB-donor/IAB-node receiver noise figure 7 dB
UE Tx power 23 dBm
UE receiver noise figure 13 dB
IAB-donor antenna size 16 × 16
IAB-node antenna size 8 × 8
UE antenna size 4 × 4
Number of UEs, N 30 units
Number of IAB-nodes, M 6 units
Interference margin 3 dB
Maximum number of paths for UEs, k 2

IV. NUMERICAL RESULTS

In this section, we apply the developed framework to
provide illustrative results. Particularly, we concentrate on the
effects of system parameters and advanced IAB functionalities.
To solve the MINLP problem, we utilize the advanced pro-
cess optimizer (APOPT) algorithm in the GEKKO optimiza-
tion suite [15]. APOPT is an active-set sequential quadratic
programming solver that uses the branch-and-bound method
and a warm-start approach to speed up successive nonlinear
programming solutions. The default system parameters are
provided in Table I.

We start by addressing the effect of cell size. To this aim,
Fig. 3 shows end-to-end UE throughput as a function of
the cell radius for 30 UEs and 3 IAB-nodes under different
configurations of the IAB system. As one may observe, for
all the considered configurations, an increase in the cell size
leads to UE throughput drop. This behavior is explained by
degrading channel conditions. Further, an exceptional capacity
boost is observed by utilizing multi-beam functionality at IAB-
donor, which results in more than 90% improvement in the
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Fig. 3. UE throughput as a function of the cell radius.
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Fig. 4. UE throughput as a function of the number of IAB-nodes.

UE throughput. Contrarily, the use of multi-hop functionality
leads to an insignificant increase in the UE throughput across
the entire considered range of the cell radii. Finally, the effect
of multi-connectivity on throughput is practically marginal.
However, multi-connectivity is known to improve reliability
and latency [16], [17].

We now proceed by considering the effect of network
densification. Fig. 4 reports end-to-end UE throughput as a
function of the number of IAB-nodes for 30 UEs randomly
and uniformly distributed in the cell area of 100 m. In addition
to different IAB system configurations, we demonstrate UE
throughput for RSRP-based operation, where UEs connect to
the nearest IAB-node or IAB-donor. First, as one may observe,
network densification does not affect the UE throughput in a
single-beam regime. The rationale is that the considered sys-
tem is heavily backhaul-limited. The multi-beam operational
mode, however, leads to increased backhaul bandwidth, thus
resulting in drastically enhanced UE throughput. Analyzing the
presented data, one may notice that multi-hop operation allows
for an increase in the UE throughput. However, the associated
growth is limited to approximately 5− 10%. The increase of
the cell radii can further improve the gains of multi-hop IAB
topology.
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In Fig. 5, we illustrate the end-to-end UE throughput as
a function of the number of UEs for 3 IAB-nodes inside
the cell of radius 100 m for all the considered IAB system
configurations. Similar to the previous results, the single-
beam regime yields the poorest performance. Full utilization
of backhaul resources is enabled by the multi-beam, multi-hop
operational regime.

Finally, Fig. 6 shows UE throughput as a function of system
bandwidth for single- and multi-hop deployments, with and
without multi-beam operation. These data further confirm that
the use of multi-beam antennas at IAB-donor allows for drastic
improvements in UE throughput. On top of this, when multi-
hop topology is employed, the gains increase linearly with the
available bandwidth. Starting from approximately 200 MHz,
the difference between multi-beam and single-beam operation
is maintained on a constant level, but still shows more than two
times improvement. On the other hand, the gain of utilizing
the multi-hop topology is on the order of 5−10% and remains
constant for all the considered system bandwidth options.

V. CONCLUSION

In this paper, the UE throughput optimization problem is
investigated by jointly considering path selection and resource
allocation in mmWave-based multi-hop IAB systems. The
developed approach explicitly accounts for inherent half-
duplexing constraints and technological features of IAB se-
tups. The presented numerical results highlight the effects of
advanced IAB configurations on the UE throughput.

In particular, we demonstrate that multi-beam functionality
is beneficial for capacity boosting in IAB systems, which helps
better exploit the radio resources in self-backhauled systems.
On the other hand, multi-connectivity is mainly useful for
blockage mitigation, but its impact on capacity boosting is

limited and thus remains more applicable for latency and
reliability enhancements.
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