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Abstract

This paper presents an efficient symmetry-agnostic and
correspondence-free framework, referred to as SC6D, for
6D object pose estimation from a single monocular RGB
image. SC6D requires neither the 3D CAD model of the ob-
ject nor any prior knowledge of the symmetries. The pose
estimation is decomposed into three sub-tasks: a) object 3D
rotation representation learning and matching; b) estima-
tion of the 2D location of the object center; and c) scale-
invariant distance estimation (the translation along the z-
axis) via classification. SC6D is evaluated on three bench-
mark datasets, T-LESS, YCB-V, and ITODD, and results in
state-of-the-art performance on the T-LESS dataset. More-
over, SC6D is computationally much more efficient than
the previous state-of-the-art method SurfEmb. The imple-
mentation and pre-trained models are publicly available at
https://github.com/dingdingcai/SC6D-pose.

1. Introduction

Estimating the 6D pose of an object from an RGB image
is one of the long-standing problems in computer vision. In
this task, the objective is to infer the geometric transforma-
tion, i.e., a 3D rotation and a 3D translation, from the object
coordinate system to the camera coordinate system [15, 18].
Object 6D pose estimation is one of the core components
in many applications, such as robotic manipulation [6, 46],
augmented reality [27], and autonomous driving [51].

Recent learning-based approaches [13, 7, 39] have uti-
lized one-to-one 2D-3D correspondences to obtain excel-
lent pose estimation results, given ambiguity-free image of
the object. However, the performance of these correspon-
dence based methods deteriorates quickly if the object ex-
hibits visual ambiguities due to, for example, symmetries,
challenging or missing textures, and occlusions.

Instead of using one-to-one correspondences, Haugaard
and Buch proposed a method called SurfEmb [11] which
handled the visual ambiguities implicitly by learning one-

Figure 1. Comparison between the proposed SC6D, the
correspondence-based SurfEmb [11], and the correspondence-free
CosyPose [21]. Unlike SurfEmb, SC6D can directly infer the 6D
pose to ensure the efficiency (much faster than SurfEmb). Com-
pared to CosyPose, SC6D does not require the object 3D model or
prior knowledge of the object symmetries.

to-many 2D-3D correspondence distribution. SurfEmb re-
sulted in the state-of-the-art performance on the challeng-
ing T-LESS dataset [17], which consists of texture-less and
symmetric industrial objects with heavy occlusion. How-
ever, SurfEmb is computationally heavy due to the time-
consuming PnP-RANSAC [9] procedure (see Fig.1).

Alternatively, Labbé et al. proposed a method called
CosyPose [21], where the 6D pose is inferred directly with-
out explicitly established correspondences. CosyPose pro-
vided competitive accuracy, but with substantially reduced
computational load. However, the method requires the
object 3D CAD model and prior knowledge of the ob-
ject ambiguities, such as symmetries, to choose appropriate
ambiguity-aware training loss. At the inference time, the
object CAD model is also needed for rendering a synthetic
image that is concatenated with the input image to refine the
6D pose estimate. These requirements may be inconvenient
for many use cases.

The main challenge for training an ambiguity-agnostic
6D pose estimator comes from the fact that objects with
symmetries have the same appearance from multiple dif-
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ferent poses, and the mapping between the image and the
pose is no longer bijective without prior information. Re-
cently, Murphy et al. proposed a method called Implicit-
PDF [28] to represent the distributions on the rotation man-
ifold. Their method concatenates the object representation
vector with each 3D rotation sampled from SO(3) space and
feeds the combined vector to an MLP network to compute
a log probability. Implicit-PDF can estimate the 3D rota-
tion distribution of the object from an RGB image without
knowing any prior information about ambiguities. How-
ever, their approach concatenates millions of rotation sam-
ples to each object representation vector and feeds them to
the MLP to compute the distribution online, which leads to
inferior computing efficiency.

This paper presents a correspondence-free approach,
called SC6D, for symmetry-agnostic 6D object pose estima-
tion using SO(3) embedding. Different from Implicit-PDF,
SC6D aims to learn a latent representation for each 3D ro-
tation sample in SO(3) space and associate the rotation with
the object visual representation in the latent space based on
the cosine similarity. Moreover, SC6D can simultaneously
estimate the 3D translation from the object coordinate sys-
tem to the camera reference frame.

To speed up the inference, SC6D constructs a 3D rotation
representation library for each object in an offline manner.
The object 3D rotation is predicted by matching the object
representation with the rotation embeddings stored in the
library. Meanwhile, the 3D translation is recovered by re-
gressing the offset from the object projection center to the
object bounding box center and classifying the object trans-
lation along the z-axis into the pre-defined distance bins.

We evaluate SC6D on three benchmark datasets, T-LESS
[17], YCB-V [52], and ITODD [8], and compare it with sev-
eral recent baselines. SC6D achieves state-of-the-art perfor-
mance (78.0% average recall) on the challenging T-LESS
dataset and is comparable to the baselines on the YCB-V
and ITODD datasets.

In summary, the main contributions are: 1) a method
for learning the latent 3D rotation representation to im-
plicitly handle the object symmetries; 2) an efficient and
effective correspondence-free framework for symmetry-
agnostic object 6D pose estimation; and 3) a scale-aware
and classification-based (z-axis) translation estimation so-
lution.

2. Related Work

Object 6D pose estimation is a wide field of research
with numerous previous works. This section focuses on
recent learning based monocular RGB(-D) based methods,
which are most relevant to the proposed approach.

2.1. Correspondence-based 6D pose estimation

The correspondence-based methods [4, 45, 31, 33, 34,
29, 54, 16, 49, 40] are the dominating approach for the 6D
object pose estimation. These methods attempt to estab-
lish 2D-3D (3D-3D) correspondences between the 2D RGB
(Depth) image pixel coordinates and the 3D coordinates on
the object 3D model surface, followed by solving for the
6D pose using a variant of Perspective-n-Point(PnP) [22]
algorithm (or a least-squares fitting [1] algorithm for 3D-
3D correspondences). Two types of strategies are mainly
applied among these methods, i.e., sparse correspondence-
based and dense correspondence-based.

Sparse correspondence-based methods. These methods
[34, 32, 40, 33, 45, 13, 14] are also called keypoint-based
approaches which detect the predefined keypoints (known
3D coordinates on the object 3D model) from the input
data. BB8 [34] was proposed by Rad et al. to detect the
2D projection coordinates of the object 3D bounding box
corners (keypoints) in the RGB image. The object 6D pose
is then recovered from the established spare 2D-3D corre-
spondences using PnP [22]. Another approach [45] called
YOLO6D also attempts to detect the object 3D bounding
box corner projections but with a more efficient detector
[35] and thus is able to run in real-time. However, both
BB8 and YOLO6D are incapable of handling the object oc-
clusion. Peng et al. proposed an occlusion-robust approach
PVNet [32], which predicts the pixel-wise voting vectors
to localize the keypoints defined based on the object 3D
model instead of on the 3D bounding box. The following
works [14, 13] further extended the vote-based idea to build
the spare 3D-3D correspondences from the depth data and
have achieved a saturated performance (>=99.4%) on the
LineMOD [15] dataset by solving the pose with the least-
square fitting algorithm [1]. Nevertheless, these keypoint-
based methods quickly fail to handle the symmetric objects,
especially when the symmetries are unknown.

Dense correspondence-based methods. Many recent
works [29, 24, 16, 54, 39, 49, 11] focus on learning the
dense pixel-wise correspondences to improve the accu-
racy of the estimated 6D pose. Park et al. [29] propose
a regression-based method, Pix2Pose, for predicting the
pixel-wise 2D-3D correspondences from a single RGB im-
age. Knowing the dense correspondences, Pix2Pose com-
putes the pose using the EPnP [22] with the RANSAC [9]
algorithm. CDPN [24] is also regression-based method for
dense 2D-3D correspondence prediction. Instead of us-
ing PnP for recovering both 3D rotation and 3D transla-
tion, CDPN directly regresses the 3D translation param-
eters and solves PnP for 3D rotation based on the pre-
dicted correspondences. In contrast, DPOD [54] presented a



classification-based correspondence estimation framework,
which turned be a more effective strategy than regression.
However, these approaches are incapable of handling var-
ious object symmetries, especially when the symmetries
are unknown. To better handle the object ambiguities,
EPOS [16] proposes to learn a probability distribution of
the 2D-3D correspondences over the object surface frag-
ments. EPOS first categorizes an object pixel into a prede-
fined object surface fragment and then regresses the coordi-
nate offset within the fragment it belongs to. An efficient
GC-RANSAC [2] algorithm is employed to estimate the
pose from the correspondences. Another latest distribution-
based method SurfEmb [3] is presented by Haugaard and
Buch to learn a dense and continuous correspondence distri-
bution without knowing any prior information about object
visual ambiguities. SurfEmb associates the 2D pixel coor-
dinates of the object with the 3D surface coordinates on the
object CAD model in the feature embedding space to estab-
lish the pixel-wise one-to-many correspondences, based on
which the object pose is later estimated and refined using
PnP-RANSAC [9]. State-of-the-art results are achieved by
SurfEmb on several benchmark datasets in the BOP chal-
lenge [18] but with a significant runtime cost.

2.2. Correspondence-free 6D pose estimation

There are also many attempts [52, 19, 48, 23, 21, 43, 42,
5, 50, 53] to use the neural networks to estimate the object
pose without manually solving the PnP problem based on
the intermediate 2D-3D correspondence representation.

Regression-based methods. These learning-based meth-
ods [52, 48, 49, 7, 23, 21] regress the 6D pose parameters
based on the success of deep neural networks. Xiang et al.
[52] proposed an early well-known work, called PoseCNN,
for object 6D pose estimation from RGB images by decou-
pling the task into several regression-based sub-tasks. In
addition, GDR-Net [49] and SO-Pose [7] benefit from the
geometry-guided information and have achieved impressive
performance on the monocular RGB image-based pose esti-
mation task by using regression. When the object 3D model
is available, DeepIM [23] proposes to regress a relative pose
between the input image and the rendered synthetic object
image to refine the 6D pose. The follow-up work CosyPose
[21] further improved the pose accuracy by using a new con-
tinuous rotation representation [55] and achieved impres-
sive performance on several benchmark datasets from BOP
[18]. The main advantage of the regression-based method
is its high efficiency at the inference time. The object trans-
lation parameters are estimated in a regression-based (and
classification-based) manner in this work.

Template-based methods. Benefiting from the powerful
representation learning capability of modern neural works,

these approaches [43, 42, 44, 5, 50] attempt to learn the ob-
ject pose-aware representations from the input data using
the backbone networks, like ResNet [12]. This type of ap-
proach aims at constructing a pose-aware template library
for the target object. Each template is a representation vec-
tor extracted from the image of the object associated with a
specific pose. At the inference time, the object pose can be
recovered by matching the representation extracted from the
input image with templates in the library. Sundermeyer et
al. proposed an augmented auto-encoder (AAE) [43] for ob-
ject pose-aware representation encoding from the RGB im-
ages. A separate AAE model was trained per object, which
is a cumbersome task for multiple objects. Their follow-
up work MP-Encoder [42] is thus proposed to mitigate the
problem, and a single MP-Encoder accounts for multiple
objects in a dataset. However, a large number of templates
(>90,000) are needed for both AAE and MP-Encoder to
cover all possible views of the object. In contrast, Cai et
al. [5] proposed a depth-based approach called OVE6D for
encoding the object viewpoint only, which can significant
reduce the number of templates (e.g. 4000) by ignoring the
object in-plane rotation. These template-based methods can
inherently handle object symmetries due to the similarity-
based matching strategy. To this end, we attempt to learn
an SO(3) encoder for extracting the rotation representation
and constructing the 3D rotation templates. Different from
the above methods, the rotation representation vector is ex-
tracted from the corresponding 3D rotation matrix (instead
of from RGB(D) images) by the SO(3) encoder.

3. Method

3.1. Overview

The goal is to estimate the 6D pose P = [R|t] of an ob-
ject, where R ∈ SO(3) is the 3D orientation and t ∈ R3 is
the 3D location, from an RGB image X ∈ RH×W×3. In-
stead of predicting the object egocentric orientation R (i.e.
orientation w.r.t the camera) from an RGB image, we esti-
mate the object allocentric orientation Rallo [20], i.e. orien-
tation w.r.t the object, because objects with similar allocen-
tric orientation have similar appearance, which is important
for learning the object representation. The rotation is esti-
mated from the cropped (and rescaled) object-centric RGB
image region B ∈ Rszoom×szoom×3 (see Fig.2) based on
the object bounding box predicted by off-the-shelf detectors
such as YOLO [36] or Faster-RCNN [37]. The egocentric
orientation can be recovered by R = RcRallo, where Rc

is the 3D rotation between the ray through the object center
and the camera optical axis.

SC6D estimates the object 3D orientation distribution
and the object 3D location from an RGB image crop with-
out using the object 3D model. The method is comprised of
three modules: 1) an RGB Encoder, 2) a Pose Decoder, and



Figure 2. Illustration of cropping the object-centric region B from
the original RGB image X. The red inner bounding box (centered
at (bx, by)) is predicted by off-the-shelf detectors such as YOLO
[36] or Faster-RCNN [37]. Following [49], the object is cropped
using an enlarged bounding box (outer blue box) with the size
sb = fp · max(b

′
w, b

′
h), where (b

′
w, b

′
h) is the predicted bound-

ing box size and fp is the padding factor (fp = 1.5 in our experi-
ments), and then rescaled to the desired size szoom. By doing so,
we keep the object aspect unchanged.

3) an SO(3) Encoder. The overall architecture of SC6D is
illustrated in Figure 3. The following subsections provide a
detailed description of the model components and the loss
functions used in model training.

3.2. Learning 3D Orientation Distribution

It is non-trivial to estimate the 3D orientation for sym-
metric objects even if the prior knowledge of object symme-
try is known. In this work, we propose to learn an SO(3) en-
coder for 3D orientation estimation to avoid explicitly han-
dling object symmetries.

Given the object-centric image crop B, we aim to learn
the object 3D orientation distribution based on its visual
representation, i.e.,

p(Rallo|B) =
p(Rallo,B)∫

R∈SO(3)
p(R,B) dR

(1)

We approximate Equation 1 by

p(Rallo|B) ≈ exp(Φ(B) ·Ψ(Rallo))∑Q
i exp(Φ(B) ·Ψ(Ri))

, (2)

where Rallo ∈ R3×3 is the object allocentric orientation,
{Ri}Qi=1 ∈ SO(3) are the rotation samples, Φ represents
the object feature extractor network, and Ψ is the SO(3)
encoder network, as shown in Figure 3.

3.3. Scale-Invariant Location Estimation

We denote P̄B ∈ R3 and P̄X ∈ R3 as the projection
coordinates 1 of the object 3D origin point in the crop B
and the original image X, respectively. To associate P̄B

with P̄X , we formulate the equation as

P̄B = TB
XP̄X =

szoomδx
szoomδy

1

 , (3)

1The 2D coordinates are represented in the homogeneous form.

where TB
X ∈ R3×3 represents the transformation from the

original image coordinate system X to the object-centric
coordinate system B of the image crop 2. Similar to
the Scale-Invariant Translation Estimation (SITE) proposed
in [49], (δx, δy) represents the proportional offsets from
the projection of the object origin to the crop (B) center
(szoom/2, szoom/2) and is invariant to the coordinate trans-
formation TB

X . In this work, the offset (δx, δy) is directly
regressed from the crop B (see the top-right picture in Fig.
3).

The transformation TB
X can be viewed as a 2D transla-

tion and scaling operation,

TB
X =

r 0 −rbx
0 r −rby
0 0 1

 , (4)

where r = szoom/sb is the scaling factor of the object-
centric crop B from the original object bounding box scale
sb to the target scale szoom, and (bx, by) is the object bound-
ing box center in the original image. Thereby, we can obtain
a new calibrated (virtual) camera intrinsic matrix KB asso-
ciated with each object-centric crop B,

KB = TB
XKX =

rfx 0 r(cx − bx)
0 rfy r(cy − by)
0 0 1

 , (5)

where KX is the original camera intrinsic matrix, (fx, fy)
and (cx, cy) are the original camera focal length and prin-
cipal point. Thus, the 2D positional encoding (PE) map for
the input crop B can be obtained by MB

kuv = K−1
B Guv ,

where Guv ∈ Rszoom×szoom×3 is the 2D grid of (homoge-
neous) coordinates of the crop B.

We transform (project) the object origin point to the im-
age coordinate system B by leveraging the new intrinsic
matrix KB , i.e., KB(RPo + t) = tzP̄

B , where Po is the
object origin point ([0, 0, 0]T ) in the object coordinate sys-
tem, tz is the object translation (location) along the z-axis.
Intuitively, tz is directly associated with the object scale in
RGB images. However, the object scale (appearance) is
changed when we rescale the object crop from the origi-
nal scale sb to the target scale szoom. To this end, we es-
timate the scale-invariant parameter δz = tz/r, where r is
the rescaling factor, for the object z-axis translation as in
[49] from the rescaled object-centric crop B. Thus, the 3D
translation from the object coordinate system to the camera
coordinate system can be recovered as t = rδzK

−1
B P̄B .

Instead of directly regressing the δz , we formulate the
z-axis translation estimation as a classification task that has
been proved to be more effective and successful in depth
estimation [10]. To this end, we uniformly discretize the

2For simplicity, we abuse the notations for RGB images and the corre-
sponding coordinate systems.



Figure 3. The overview of SC6D. The RGB Encoder takes an RGB crop B concatenated with a 2D positional encoding (PE) map MB
kuv

as input and outputs a feature map accompanying with a segmentation mask. The feature map is concatenated with the object segmentation
mask and is fed into the Pose Decoder Φ. The Pose Decoder outputs an object projection offset [δx, δy], a location distribution δz along
the z-axis, and a representation vector Bemb. The SO(3) Encoder Ψ takes the 3D rotation matrices ∈ SO(3) (sampled from SO(3) space)
as input and outputs the rotation embeddings for the object 3D orientation estimation. The rotation with the highest probability is directly
selected as the object orientation estimation. Note that the top-N rotations with the highest probabilities are shown as red points on the
sphere for visualisation only.

object location along the z-axis into K bins, i.e. di =
dl + (du − dl) ∗ i/K , where i is the bin index ranging
from 0 to K − 1, dl and du are the lower bound and the up-
per bound of δz (δz ∈ (du, dl)) in the training data, respec-
tively. Alternatively, we can also calculate the expectation
and obtain a continuous δz by weighting the class labels,
i.e., δz =

∑K−1
i=0 pidi, where pi is the classification proba-

bility for the class label di (see the middle right picture in
Fig.3).

3.4. Recovering the Egocentric Orientation

In this work, the allocentric orientation (Rallo w.r.t the
object) is estimated from the object-centric RGB crop B.
However, the 6D object pose is represented conventionally
in an egocentric form (R w.r.t the camera). Therefore, we
need to estimate the rotation matrix Rc to recover the ego-
centric orientation [20], i.e., R = RcRallo.

The rotation matrix Rc can be obtained by estimating
the 3D rotation from the ray oray = K−1

B P̄B through the
object origin to the camera optical axis cray = [0, 0, 1]T in
the original image X,

Rc = I +Rr +
R2

r

1 + cray · ōray
(6)

where I ∈ R3×3 is the identity matrix, ōray = oray/|oray|
is the normalized unit vector, and Rr is the skew-symmetric
matrix of the vector r = cray × oray.

3.5. Loss functions

We adapt the InfoNCE loss [47] to learn the 3D orienta-
tion representation and distribution:

LR = −log(p(Rallo|B))

= −log
exp(Bemb ·Remb

allo /τ)∑Q
i exp(Bemb ·Remb

i /τ)
,

(7)

where Bemb is the normalized representation vector ex-
tracted from the object-centric crop B, Remb

allo is the nor-
malized embedding representation of the ground truth al-
locentric orientation Rallo, {Remb

i }Qi=1 are the normalized
embedding vectors for the orientations sampled from SO(3)
space, and τ is the temperature parameter.

We employ the L1 loss for training the object projection
offset (δx, δy) prediction task and the focal loss [25] for
training the object z-axis location (δz) classification task.
Thereby,{

Lxy = ||δx − δ̂x||1 + ||δy − δ̂y||1
Lz = −α(1− pz · p̂z)

γ log(pz · p̂z)
, (8)



where (δ̂x, δ̂y) are the ground truth offsets, pz ∈ RK is the
network output probability, p̂z ∈ RK is the one-hot vector
for the ground truth label δ̂z , α and γ are the hyperparame-
ters for the focal loss.

In addition, we use the average binary cross entropy loss
LM for training to predict the object segmentation mask.
The total loss is hence written as

L = λRLR + λMLM + λxyLxy + λzLz, (9)

where λ{R,M,xy,z} are the loss balancing parameters.

4. Experiments
We conduct extensive experiments on three datasets, i.e.,

T-LESS [17], YCB-V [52], and ITODD [8], to demonstrate
the effectiveness of SC6D. In addition, the ablation studies
on T-LESS are carried out to verify the effectiveness of each
individual component.

Datasets. The T-LESS dataset [17] provides 30 texture-
less industrial objects accompanying with the object 3D
models. Each image contains multiple texture-less objects
with heavy occlusion and various symmetries. YCB-V con-
tains 21 objects with richer textures and fewer symmetries
compared to T-LESS. ITODD includes 28 realistic indus-
trial objects which are captured by gray-scale images. The
evaluations are conducted on the testing subsets following
the BOP challenge protocol [18], and the prediction results
are submitted to the public BOP challenge platform 3 for
evaluation to ensure a fair comparison to other methods.

Architecture details. The entire architecture consists of
an RGB encoder, a pose decoder, and an SO(3) encoder.
The RGB encoder is an asymmetric UNet [38] comprised
of a pretrained ResNet34 [12] backbone with a separate de-
coding head per object. The pose decoder is shared by all
objects and is comprised of the shared Conv2D layers fol-
lowed by three parallel MLP headers with the output dimen-
sions Cxy = 2 for the projection offset, Cz = K for the
z-axis location classification and CR = 32 for the object
representation vector. The SO(3) encoder is a lightweight
MLP network and has three fully-connected layers includ-
ing an input layer (Ci = 256), a hidden layer (Ch = 256),
and a separate output layer (Co = 32) per object. More ar-
chitecture details are shown in the supplementary materials.

Implementation details. We implement SC6D using Py-
torch [30] framework and train the model using AdamW
solver [26] with the cosine annealing learning rate starting
from 5× 10−4 to 1× 10−5 and weight decay 1× 10−4 for
75 epochs on 16 Nvidia GPUs. In all our experiments, we

3https://bop.felk.cvut.cz/challenges

set the hyper-parameters K = 1000, τ = 0.1, λR = 1.0,
λM = 1.0, λxy = 10.0, λz = 1.0, α = 0.5, and γ = 2
to ensure comparable magnitudes among all training loss
terms. Moreover, we set Q = 5000 rotation samples for
training the SO(3) encoder and use Q = 480, 000 rota-
tion samples (uniform sampling) for constructing the ro-
tation representation library. We train a single model for
each dataset using the synthetic Physically-Based Render-
ing (PBR) images provided by the BOP challenge [18].
Note that we also apply strong image augmentation strate-
gies as in [49] during training. Since both T-LESS and
YCB-V provide real training images, we also fine-tune the
model for additional 30 epochs on a mixture of synthetic
and real training images. During inference, we follow Sur-
fEmb [11] and utilize the predicted object bounding boxes
provided by CosyPose [21] for a fair comparison 4. We also
report the results using the simple test-time augmentation
(similar to SurfEmb), i.e., rotating the input image by 0◦,
90◦, 180◦, and 270◦ to obtain the predictions, then rotat-
ing the predictions back. In this case, we select the rotation
sample with the highest probability along with the mean of
the 3D location prediction as the object 6D pose estimate.

Evaluation metrics. We follow the BOP challenge [18]
and adopt the standard 6D pose estimation metric to evalu-
ate the pose accuracy based on three pose errors, i.e., Vis-
ible Surface Distance (VSD), Maximum Symmetry-aware
Surface Distance (MSSD), and Maximum Symmetry-aware
Projection Distance (MSPD). We compute an average re-
call for each of the pose errors, i.e., ARVSD, ARMSSD, and
ARMSPD, based on the standard error thresholds. We aver-
age these three recalls to obtain an overall (mean) Average
Recall (AR). The detailed definitions of these metrics can
be found in the paper [18].

4.1. Comparison to the state-of-the-art

Quantitative evaluation. The evaluation results are re-
ported in Table 1 in terms of the AR metric. Overall, SC6D
achieves comparable performance using neither the object
3D model nor prior knowledge of object symmetries. In
particular, when trained using only synthetic PBR images,
SC6D obtains 73.9% AR on T-LESS, 30.3% on ITODD
and 61.1% on YCB-V, and outperforms all baselines except
SurfEmb [11]. After fine-tuning using the mixed synthetic
and real training images, SC6D improves the performance
to 78.0% on T-LESS and 78.8% on YCB-V and surpasses
SurfEmb by 1.0% and 7.0%, respectively. It is worth noting
that, given a single object crop, SC6D takes approximately
30ms for inference, while SurfEmb costs around 2200ms
due to the time-consuming PnP-RANSAC [9] procedure.

In addition, SC6D obtains substantially better re-
sults compared with another correspondence-free approach

4The default detection results also used for BOP Challenge 2022.



Category Method
Object

3D model SymPrior Synt Real T-LESS ITODD YCB-V Avg (AR)

Correspondence
based methods

CDPNv2 [24] ✓ ✓ 0.407 0.102 0.390 0.300
EPOS [16] ✓ ✓ 0.467 0.186 0.499 0.384

ZebraPose [41] ✓ ✓ 0.603 - - -
DPODv2 [39] ✓ ✓ ✓ 0.636 - - -
SurfEmb [11] ✓ ✓ 0.741 0.387 0.653 0.594
CDPNv2 [24] ✓ ✓ ✓ 0.478 0.102 0.532 0.371

EPOS [16] ✓ ✓ ✓ 0.476 0.186 0.696 0.453
SurfEmb [11] ✓ ✓ ✓ 0.770 0.387 0.718 0.625

Correspondence
free methods

CosyPose [21]† ✓ ✓ ✓ 0.520 0.131 0.334 0.328
CosyPose [21] ✓ ✓ ✓ 0.640 0.216 0.574 0.477
SC6D (Ours)* ✓ 0.729 0.295 0.594 0.540
SC6D (Ours) ✓ 0.739 0.303 0.610 0.551

CosyPose [21]† ✓ ✓ ✓ ✓ 0.616 0.131 0.655 0.467
CosyPose [21] ✓ ✓ ✓ ✓ 0.728 0.216 0.821 0.588
SC6D (Ours)* ✓ ✓ 0.771 0.295 0.781 0.616
SC6D (Ours) ✓ ✓ 0.780 0.303 0.788 0.624

Table 1. Evaluations on T-LESS, ITODD, and YCB-V in terms of the Average Recall (AR) [18]. SymPrior: the prior knowledge of
object symmetries. Synt: Synthetic training images. Real: Real training images. No real training images available for ITODD. † denotes
the direct regression results of CosyPose (without using the pose refinement). * denotes the results of SC6D without using the test-time
augmentation. We highlight the best results in bold and underline the second best results.

CosyPose [21]. Specifically, CosyPose includes an initial
pose regression network (CosyPose-coarse) and a pose re-
finement network (CosyPose-refiner). Without using the
test-time augmentation, the plain SC6D outperforms the di-
rect regression-based CosyPose-coarse by a large margin,
e.g., 77.1% vs. 61.6% on T-LESS, 29.5% vs. 13.1% on
ITODD, and 78.1% vs. 65.5% on YCB-V. Furthermore,
even equipped with the additional pose refinement network,
CosyPose is still inferior to SC6D on all evaluations except
on YCB-V with real images available.

Qualitative examples. Some examples for qualitative
evaluation on T-LESS are shown in Figure 4. We transform
the object point clouds from the object coordinate system to
the camera coordinate system using the estimated object 6D
pose with the known camera intrinsic KX and overlay the
transformed point clouds on the RGB images.

4.2. Ablation Studies

We conduct extensive experiments on T-LESS to investi-
gate the effect of each individual component of SC6D using
only synthetic PBR [18] images for training. The evaluation
results are presented in Table 2.

Regression vs. classification. The classification-based
object location estimation (δz) along the z-axis can obtain
around 5% improvement over the regression-based coun-
terpart (row A1 vs. row A0). This shows the effectiveness

of the proposed classification based strategy. In addition,
using the focal loss to train the δz classification task can im-
prove the performance by around 1% (A2 vs. A1). Further,
a slightly better performance (A3 vs. A2) can be obtained
using the continuous z-axis translation estimates (i.e., the
expectation value of δz).

2D positional encoding map. Comparing A4 with A3,
1.1% benefit can be obtained with the 2D positional en-
coding map (MB

kuv PE Map) back-projected using the cal-
ibrated object-centric camera intrinsic KB . In particular,
we can observe that the benefit (1.4% for ARVSD, 1.7% for
ARMSSD, and 0.4% for ARMSPD) mainly results from the (z-
axis) distance-aware pose metrics, i.e., ARVSD and ARMSSD.
We hypothesize that the calibrated 2D PE map MB

kuv can
provide helpful scale (distance) information consistent with
the re-scaled object-centric crop B.

Runtime analysis. On a desktop with an AMD 835
Ryzen 3970X CPU and an NVIDIA RTX3090 GPU, SC6D
takes approximately 30ms (20ms without using the test-
time augmentation) to infer the object 6D pose given an
RGB image and an object bounding box.

5. Discussion and Limitation
We have evaluated SC6D on three benchmark datasets,

especially on T-LESS, regarding object ambiguities, like



Row
δz

Regression
δz

Classification
δz

Expectation
Focal
Loss

MB
kuv

PE Map
Test-time

Augmentation ARVSD ARMSSD ARMSPD AR

A0 ✓ 0.552 0.598 0.825 0.658
A1 ✓ 0.621 0.672 0.828 0.707
A2 ✓ ✓ 0.632 0.681 0.835 0.716
A3 ✓ ✓ 0.635 0.683 0.835 0.718
A4 ✓ ✓ ✓ 0.649 0.700 0.839 0.729

Ours ✓ ✓ ✓ ✓ 0.662 0.712 0.844 0.739
Table 2. Ablation studies on T-LESS using only synthetic PBR images for training. The 2D positional encoding (PE) map ( MB

kuv) is
obtained by back-projecting the 2D pixel coordinates with the calibrated object-centric intrinsic KB . The object location estimate along
the z-axis can be obtained by either directly regressing the δz , classifying the δz into the predefined labels, or computing the expected value
of δz based on the estimated label probabilities.

Figure 4. Examples of qualitative evaluation on T-LESS. The object point clouds are transformed from the object coordinate system to the
camera coordinate system using the estimated object 6D poses and overlaid on the RGB images with different colors. The original RGB
images are shown on the right side of each group for reference. A failure case is presented on the right bottom and highlighted with a white
circle.

symmetries caused by poor texture, occlusion, etc. SC6D
achieves an impressive trade-off between efficiency and ac-
curacy. However, SC6D predicts the object 6D pose estima-
tion from the global object appearance presented in an RGB
image. As a holistic approach, SC6D may be inherently
inferior to the correspondence-based methods in handling
heavy occlusion, especially for ambiguity-free objects. In
our future work, we attempt to explore the possibility of
performing dense pose estimation based on the local ap-
pearance of the target object to mitigate this problem.

6. Conclusion

This work presents a symmetry-agnostic framework
named SC6D for object 6D pose estimation from a single

RGB image. An SO(3) encoder is proposed to encode the
3D rotation samples from SO(3) space and account for the
object 3D orientation estimation. Thanks to the proposed
SO(3) encoder, neither the prior knowledge of symmetries
nor the 3D CAD model of an object is required for train-
ing and inference. In addition, we revisited the transfor-
mation from the original RGB image coordinate system to
the object-centric crop coordinate system, based on which
we can further improve the accuracy of the object location
estimation along the z-axis.
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Object viewpoint encoding for depth-based 6d object pose
estimation. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 6803–
6813, 2022. 3

[6] Alvaro Collet, Manuel Martinez, and Siddhartha S Srinivasa.
The moped framework: Object recognition and pose estima-
tion for manipulation. The international journal of robotics
research, 30(10):1284–1306, 2011. 1

[7] Yan Di, Fabian Manhardt, Gu Wang, Xiangyang Ji, Nassir
Navab, and Federico Tombari. So-pose: Exploiting self-
occlusion for direct 6d pose estimation. In Proceedings of
the IEEE/CVF International Conference on Computer Vi-
sion, pages 12396–12405, 2021. 1, 3

[8] Bertram Drost, Markus Ulrich, Paul Bergmann, Philipp
Hartinger, and Carsten Steger. Introducing mvtec itodd-a
dataset for 3d object recognition in industry. In Proceed-
ings of the IEEE international conference on computer vision
workshops, pages 2200–2208, 2017. 2, 6

[9] Martin A Fischler and Robert C Bolles. Random sample
consensus: a paradigm for model fitting with applications to
image analysis and automated cartography. Communications
of the ACM, 24(6):381–395, 1981. 1, 2, 3, 6

[10] Huan Fu, Mingming Gong, Chaohui Wang, Kayhan Bat-
manghelich, and Dacheng Tao. Deep ordinal regression net-
work for monocular depth estimation. In Proceedings of the
IEEE conference on computer vision and pattern recogni-
tion, pages 2002–2011, 2018. 4

[11] Rasmus Laurvig Haugaard and Anders Glent Buch. Sur-
femb: Dense and continuous correspondence distributions
for object pose estimation with learnt surface embeddings.
arXiv preprint arXiv:2111.13489, 2021. 1, 2, 6, 7

[12] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun.
Deep residual learning for image recognition. In Proceed-
ings of the IEEE conference on computer vision and pattern
recognition, pages 770–778, 2016. 3, 6

[13] Yisheng He, Haibin Huang, Haoqiang Fan, Qifeng Chen, and
Jian Sun. Ffb6d: A full flow bidirectional fusion network for
6d pose estimation. In Proceedings of the IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition, pages
3003–3013, 2021. 1, 2

[14] Yisheng He, Wei Sun, Haibin Huang, Jianran Liu, Haoqiang
Fan, and Jian Sun. Pvn3d: A deep point-wise 3d keypoints
voting network for 6dof pose estimation. In IEEE/CVF
Conference on Computer Vision and Pattern Recognition
(CVPR), June 2020. 2

[15] Stefan Hinterstoisser, Stefan Holzer, Cedric Cagniart, Slobo-
dan Ilic, Kurt Konolige, Nassir Navab, and Vincent Lepetit.
Multimodal templates for real-time detection of texture-less
objects in heavily cluttered scenes. In 2011 international
conference on computer vision, pages 858–865. IEEE, 2011.
1, 2

[16] Tomas Hodan, Daniel Barath, and Jiri Matas. Epos: Esti-
mating 6d pose of objects with symmetries. In Proceedings
of the IEEE/CVF conference on computer vision and pattern
recognition, pages 11703–11712, 2020. 2, 3, 7
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[21] Yann Labbé, Justin Carpentier, Mathieu Aubry, and Josef
Sivic. Cosypose: Consistent multi-view multi-object 6d pose
estimation. In European Conference on Computer Vision,
pages 574–591. Springer, 2020. 1, 3, 6, 7

[22] Vincent Lepetit, Francesc Moreno-Noguer, and Pascal Fua.
Epnp: An accurate o (n) solution to the pnp problem. Inter-
national journal of computer vision, 81(2):155, 2009. 2

[23] Yi Li, Gu Wang, Xiangyang Ji, Yu Xiang, and Dieter Fox.
Deepim: Deep iterative matching for 6d pose estimation. In
Proceedings of the European Conference on Computer Vi-
sion (ECCV), pages 683–698, 2018. 3

[24] Zhigang Li, Gu Wang, and Xiangyang Ji. Cdpn:
Coordinates-based disentangled pose network for real-time
rgb-based 6-dof object pose estimation. In Proceedings of
the IEEE/CVF International Conference on Computer Vi-
sion, pages 7678–7687, 2019. 2, 7

[25] Tsung-Yi Lin, Priya Goyal, Ross Girshick, Kaiming He, and
Piotr Dollár. Focal loss for dense object detection. In Pro-
ceedings of the IEEE international conference on computer
vision, pages 2980–2988, 2017. 5

[26] Ilya Loshchilov and Frank Hutter. Decoupled weight decay
regularization. arXiv preprint arXiv:1711.05101, 2017. 6



[27] Eric Marchand, Hideaki Uchiyama, and Fabien Spindler.
Pose estimation for augmented reality: a hands-on survey.
IEEE transactions on visualization and computer graphics,
22(12):2633–2651, 2015. 1

[28] Kieran Murphy, Carlos Esteves, Varun Jampani, Srikumar
Ramalingam, and Ameesh Makadia. Implicit-pdf: Non-
parametric representation of probability distributions on the
rotation manifold. arXiv preprint arXiv:2106.05965, 2021.
2

[29] Kiru Park, Timothy Patten, and Markus Vincze. Pix2pose:
Pix2pose: Pixel-wise coordinate regression of objects for 6d
pose estimation. In The IEEE International Conference on
Computer Vision (ICCV), Oct 2019. 2

[30] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer,
James Bradbury, Gregory Chanan, Trevor Killeen, Zeming
Lin, Natalia Gimelshein, Luca Antiga, et al. Pytorch: An im-
perative style, high-performance deep learning library. Ad-
vances in neural information processing systems, 32:8026–
8037, 2019. 6

[31] Georgios Pavlakos, Xiaowei Zhou, Aaron Chan, Konstanti-
nos G Derpanis, and Kostas Daniilidis. 6-dof object pose
from semantic keypoints. In 2017 IEEE international confer-
ence on robotics and automation (ICRA), pages 2011–2018.
IEEE, 2017. 2

[32] Sida Peng, Yuan Liu, Qixing Huang, Xiaowei Zhou, and Hu-
jun Bao. Pvnet: Pixel-wise voting network for 6dof pose
estimation. In CVPR, 2019. 2

[33] Sida Peng, Xiaowei Zhou, Yuan Liu, Haotong Lin, Qixing
Huang, and Hujun Bao. Pvnet: pixel-wise voting network for
6dof object pose estimation. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 2020. 2

[34] Mahdi Rad and Vincent Lepetit. Bb8: A scalable, accurate,
robust to partial occlusion method for predicting the 3d poses
of challenging objects without using depth. In Proceedings
of the IEEE International Conference on Computer Vision,
pages 3828–3836, 2017. 2

[35] Joseph Redmon, Santosh Divvala, Ross Girshick, and Ali
Farhadi. You only look once: Unified, real-time object de-
tection. In Proceedings of the IEEE conference on computer
vision and pattern recognition, pages 779–788, 2016. 2

[36] Joseph Redmon and Ali Farhadi. Yolov3: An incremental
improvement. arXiv preprint arXiv:1804.02767, 2018. 3, 4

[37] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun.
Faster r-cnn: Towards real-time object detection with region
proposal networks. Advances in neural information process-
ing systems, 28:91–99, 2015. 3, 4

[38] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-
net: Convolutional networks for biomedical image segmen-
tation. In International Conference on Medical image com-
puting and computer-assisted intervention, pages 234–241.
Springer, 2015. 6

[39] Ivan Shugurov, Sergey Zakharov, and Slobodan Ilic.
Dpodv2: Dense correspondence-based 6 dof pose estima-
tion. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 2021. 1, 2, 7

[40] Chen Song, Jiaru Song, and Qixing Huang. Hybridpose: 6d
object pose estimation under hybrid representations. In Pro-

ceedings of the IEEE/CVF conference on computer vision
and pattern recognition, pages 431–440, 2020. 2

[41] Yongzhi Su, Mahdi Saleh, Torben Fetzer, Jason Rambach,
Nassir Navab, Benjamin Busam, Didier Stricker, and Fed-
erico Tombari. Zebrapose: Coarse to fine surface en-
coding for 6dof object pose estimation. arXiv preprint
arXiv:2203.09418, 2022. 7

[42] Martin Sundermeyer, Maximilian Durner, En Yen Puang,
Zoltan-Csaba Marton, Narunas Vaskevicius, Kai O Arras,
and Rudolph Triebel. Multi-path learning for object pose
estimation across domains. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition,
pages 13916–13925, 2020. 3

[43] Martin Sundermeyer, Zoltan-Csaba Marton, Maximilian
Durner, Manuel Brucker, and Rudolph Triebel. Implicit 3d
orientation learning for 6d object detection from rgb images.
In The European Conference on Computer Vision (ECCV),
September 2018. 3

[44] Martin Sundermeyer, Zoltan-Csaba Marton, Maximilian
Durner, and Rudolph Triebel. Augmented autoencoders: Im-
plicit 3d orientation learning for 6d object detection. Inter-
national Journal of Computer Vision, 128(3):714–729, 2020.
3

[45] Bugra Tekin, Sudipta N Sinha, and Pascal Fua. Real-time
seamless single shot 6d object pose prediction. In Proceed-
ings of the IEEE Conference on Computer Vision and Pattern
Recognition, pages 292–301, 2018. 2

[46] Jonathan Tremblay, Thang To, Balakumar Sundaralingam,
Yu Xiang, Dieter Fox, and Stan Birchfield. Deep object pose
estimation for semantic robotic grasping of household ob-
jects. arXiv preprint arXiv:1809.10790, 2018. 1

[47] Aaron Van den Oord, Yazhe Li, and Oriol Vinyals. Repre-
sentation learning with contrastive predictive coding. arXiv
e-prints, pages arXiv–1807, 2018. 5

[48] Chen Wang, Danfei Xu, Yuke Zhu, Roberto Martı́n-Martı́n,
Cewu Lu, Li Fei-Fei, and Silvio Savarese. Densefusion: 6d
object pose estimation by iterative dense fusion. In Proceed-
ings of the IEEE/CVF conference on computer vision and
pattern recognition, pages 3343–3352, 2019. 3

[49] Gu Wang, Fabian Manhardt, Federico Tombari, and Xi-
angyang Ji. GDR-Net: Geometry-guided direct regres-
sion network for monocular 6d object pose estimation. In
IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR), pages 16611–16621, June 2021. 2, 3,
4, 6

[50] Paul Wohlhart and Vincent Lepetit. Learning descriptors for
object recognition and 3d pose estimation. In Proceedings of
the IEEE conference on computer vision and pattern recog-
nition, pages 3109–3118, 2015. 3

[51] Di Wu, Zhaoyong Zhuang, Canqun Xiang, Wenbin Zou,
and Xia Li. 6d-vnet: End-to-end 6-dof vehicle pose es-
timation from monocular rgb images. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition Workshops, pages 0–0, 2019. 1

[52] Yu Xiang, Tanner Schmidt, Venkatraman Narayanan, and
Dieter Fox. Posecnn: A convolutional neural network for 6d
object pose estimation in cluttered scenes. In Proceedings of
Robotics: Science and Systems (RSS), 2018. 2, 3, 6



[53] Sergey Zakharov, Wadim Kehl, Benjamin Planche, Andreas
Hutter, and Slobodan Ilic. 3d object instance recognition
and pose estimation using triplet loss with dynamic margin.
In 2017 IEEE/RSJ International Conference on Intelligent
Robots and Systems (IROS), pages 552–559. IEEE, 2017. 3

[54] Sergey Zakharov, Ivan Shugurov, and Slobodan Ilic. Dpod:
6d pose object detector and refiner. In Proceedings of the
IEEE/CVF International Conference on Computer Vision,
pages 1941–1950, 2019. 2

[55] Yi Zhou, Connelly Barnes, Jingwan Lu, Jimei Yang, and
Hao Li. On the continuity of rotation representations in neu-
ral networks. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 5745–
5753, 2019. 3


	. Introduction
	. Related Work
	. Correspondence-based 6D pose estimation
	. Correspondence-free 6D pose estimation

	. Method
	. Overview
	. Learning 3D Orientation Distribution
	. Scale-Invariant Location Estimation
	. Recovering the Egocentric Orientation
	. Loss functions

	. Experiments
	. Comparison to the state-of-the-art
	. Ablation Studies

	. Discussion and Limitation
	. Conclusion
	. Acknowledgement

