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RESEARCH CASE ARTICLE

Reasons for customizing packaged enterprise systems: 
a case study on an enterprise asset management system
Chandan Singh and Samuli Pekkola

Tampere University, Tampere, Finland

ABSTRACT
Companies acquire information systems as software products 
developed by software vendors. These products, usually 
referred to as packaged enterprise systems (PESs), are custo
mized to fit a customer company’s business needs and pro
cesses. Despite its practical relevance, the literature discusses 
customization sporadically and primarily focuses on the imple
mentation, adoption, and critical success factors of enterprise 
resource planning systems. Another type of PES, enterprise 
asset management (EAM), is even more greatly overlooked, 
although it has a very large user base and a significant market 
share. In this paper, we explore why PESs are customized. We 
conduct a case study on the customization of a commercial EAM 
system in the Nordic region, which involves interviewing 16 
business representatives and consultants involved in imple
menting and operating the EAM system in their respective 
organizations. We describe four categories of reasons for custo
mizing EAM: the product lacks some features, business process 
needs necessitate customization, project management issues, 
and the relationship between the consultants and the business 
units leads to customization. We also show when they emerge 
in relation to the EAM project’s phases. Identifying and under
standing these reasons can help product vendors and their 
customers assign their resources appropriately and tailor their 
activities toward achieving efficiency and feasibility

Introduction

An enterprise system (ES) is a software system designed to fulfil a broad range 
of organizational information processing needs on an organization-wide level 
(Singh & Pekkola, 2021). The term ES refers to a wide variety of systems, such 
as those used for enterprise resource planning (ERP), customer relations 
management (CRM), supply chain management (SCM), enterprise asset man
agement (EAM), and manufacturing execution (MES) (Rashvanlouei et al., 
2015). They are often provided as software products developed by an external 
vendor that customers customize according to their needs. These kinds of 
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packaged enterprise systems (PESs) are a dedicated and currently dominating 
type of ES (Mabert et al., 2000). Each ES has its own objectives. For example, 
ERP manages core business processes, such as finance, human resources, and 
supply chains; SCM handles the flow of goods and services from procurement 
to their delivery to customers; CRM governs interactions with customers, 
including sales, marketing, and support activities; and EAM focuses on mana
ging physical assets, maintenance, and repairs.

In this paper, we focus on EAM systems; they have not been thoroughly 
studied in the literature. Instead, they have been treated as generic ERP 
systems. This follows the approach that ERP is an umbrella term for a set of 
applications or modules put together (Rashvanlouei et al., 2015). However, as 
is the case with the differences between ERP, SCM, and CRM, EAM systems 
are also unique. They deal with an asset-intensive organization’s physical 
assets (industrial infrastructure, industrial plant, and equipment) and their 
life cycles, from investment planning, installation and commissioning, and 
operation to maintenance and decommissioning. Thus, EAM is primarily 
a transactional workflow system designed for the management and execution 
of capital asset maintenance. It provides maintenance history data and a linear 
or hierarchical asset register and supports the creation of a schedule for 
maintenance tasks by using historical records, vendor guidance, and product 
manuals or by predicting failures based on predictive artificial intelligence (AI) 
models. The EAM data generated during an asset’s life cycle are also used for 
monitoring performance, improving operational efficiency, and making 
informed decisions about decommissioning activities and new investments 
(Sinha et al., 2007). Therefore, EAM systems are business-critical systems for 
asset-intensive organizations. They help improve the efficiency of mainte
nance processes, ensure that assets are monitored and maintained appropri
ately for uninterrupted production, and optimize stock levels to avoid over- or 
understocking. Using EAM systems, organizations can predict asset failures 
and repair them before breakdowns occur. This saves money and minimizes 
the risks of production interruptions while balancing between over- and 
underdoing maintenance tasks. For these benefits, organizations have 
annually invested up to 5 billion USD worldwide in EAM systems.1

EAMs and other ESs are often purchased as packaged software systems. 
These “out of the box” solutions do not usually meet organizations’ needs 
and must be somehow configured or customized (Markus & Tanis, 2000). 
This customization may take place either through adjusting and tailoring 
business processes or through modifying technology (Davenport, 2000). 
Customizing the software product is emphasized in any kind of process- 
intensive ES (Lucas et al., 1988). There are several reasons for this. First, 
there are usually myriads of other ESs and tightly interwoven business 
processes. Any mismatch between organizational requirements and these 
systems can be highly disruptive to an organization’s operations. Poor 
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system-to-business fit can lead to negative business outcomes (Gattiker & 
Goodhue, 2002). Second, because of the numerous participants and inte
grations involved, ES customizations are especially intricate and are, con
sequently, difficult and expensive (Hitt et al., 2002). Third, although initial 
customizations may be very expensive, the cost implications associated with 
systems’ future maintenance and upgrades are often significantly larger (Ng 
et al., 2003).

Customization issues are emphasized from the information infrastructure 
viewpoint. ESs range from financing and accounting to manufacturing, stocks 
and supplies, and human resource management. Each area has its own systems 
(Davenport & Brooks, 2004). Despite the extensive amount of research on 
systems integrations (Da Xu, 2011; Kähkönen, Smolander, et al., 2017; Shang 
& Seddon, 2002; Volkoff et al., 2005), these systems remain disintegrated. The 
out- of-the-box systems consequently serve their own business silos and 
processes (Davenport & Brooks, 2004). To facilitate fluent data flows between 
business processes, a PES and/or its integrations are modified.

These challenges make it difficult to balance organizational needs and PES 
customization. Ideally, the system would meet the requirements completely, 
but this is very rare (Balint, 2011). As system customization has significant 
long-term impacts (Hitt et al., 2002; Ng et al., 2003), pursuing it represents an 
important business decision. Thus, one of the fundamental considerations is 
the reasons for opting for customization.

Current PES research does not focus on customization and, instead, 
revolves around several ERP-related issues (Singh & Pekkola, 2021). For 
example, ERP’s implementation, adoption, and critical success factors and 
cultural influence on the implementation of ERP have been previously studied 
(Clemons, 1998; Jayaraman & Bhatti, 2007; Markus & Tanis, 2000; Remus, 
2006; Sheu et al., 2010; Svejvig, 2011). While some studies have touched upon 
ERP customization (Brehm et al., 2001; Haines, 2009), they have not provided 
an in-depth understanding of it or of the associated reasons or factors (Haines, 
2009) and have not sufficiently addressed other ES types. In fact, there is very 
little mention in the literature about customization in general and EAM in 
particular (Singh & Pekkola, 2021; Davenport, 2000; Haines, 2009).

The practical importance of the EAM and the absence of EAM-related 
research motivate our study. We seek an answer to the following research 
question: “What are the reasons that drive EAM customization?” Therefore, 
we aim to establish an understanding of why and when organizations end up 
customizing their EAMs. We conduct a qualitative case study in which we 
interviewed 16 informants from 10 organizations located in Finland and 
Sweden that customized the same packaged EAM system: IBM Maximo. It is 
a widely used asset management system and is regarded as a world leader 
among EAM systems.2,3 All the included organizations have extensive experi
ence (some of more than 10 years) with the system.
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The next section presents the related research. After that, we present the 
research methods, our findings, and an overall discussion. Finally, we con
clude the paper with the conclusions and contributions sections.

Related research and theoretical background

Nowadays, all industries strive for efficiency, better insights into their 
data, and improved competitiveness (Sebastian et al., 2020). Regardless 
of system integration, different business functions and areas have dif
ferent objectives and purposes. This signifies that it is very difficult to 
build just one system for all (Smolander et al., 2017). This also means 
that the reasons for customizing systems might be different. Although 
Haines (2009) argued that customization and its factors need to be 
understood in general, varying ES uses call for understanding different 
ES types, such as ERP, CRM, SCM, and EAM, and their different 
factors. Understanding the customization of individual systems is cru
cial, as the associated contexts, stakeholders, supported business pro
cesses and logics, and reasons vary. For example, while ERPs usually 
involve dealing with finances or supporting similar “standardized prac
tices” (Davenport, 2000), EAMs support company-specific machine 
maintenance procedures, which vary across companies, machines, and 
vendors. This disparity emerges in the form of issues such as varying 
cultures, training needs, and safety criticality, with each requiring sepa
rate attention.

Organizations customize PES products according to their business needs. 
Although customizations play an important role in ES implementations and 
can be a significant cost factor (Zastrocky & Harris, 2008), research on PES 
customization is scarce (Singh & Pekkola, 2021). The literature mainly 
focuses on PES implementation in different enterprises (Ali & Miller, 2017; 
Haddara & Zach, 2011; Osnes et al., 2018; Tsai et al., 2010), the evolution of 
PES (Zhang, 2013), and its success factors (Haines, 2009) but not on PES 
customization per se. Even closely related studies focusing on, for example, 
requirement engineering in PES development (Alves et al., 2010) or PES 
development costs (Jorgensen & Shepperd, 2006) do not address customiza
tion. These observations are supported by a recent literature review (Singh & 
Pekkola, 2021). This indicates that PES customization is usually seen in the 
context of ERP systems’ modification during their implementation phase, 
and the studies provide examples of ERP successes and failures. In fact, 58 (of 
67) papers examined PES customization through ERP customization in 
different contexts. Other systems include CRM and SCM. Furthermore, 
not a single study has specifically investigated EAMs or their customizations 
(Singh & Pekkola, 2021).
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Enterprise asset management systems

In the early 1930s, machine maintenance was not done until the machines 
broke down or was done sporadically to prevent failures. Currently, organiza
tions aim to repair their machines just before they are about to break down. 
The intention is to minimize production breaks and machine downtime and to 
optimize maintenance costs. EAM systems support these activities by collect
ing information from the machines and their historical records, vendor gui
dance, and product manuals and helping organizations make informed 
decisions according to their business demands and risk assessments.

The annual EAM investment market is about five billion USD worldwide 
(see footnotes 1 and 2 earlier). This is divided by industry as follows: transmis
sion and distribution (26%), manufacturing (18%), process industries (16%), 
and power generation (14%). In addition, it is distributed globally as follows: 
North America (34%), Europe and Africa (31%), and Asia (27%). The com
panies that use EAM systems have a turnover of about 0.5–1 billion USD 
(42%) or 1–10 billion USD (24%). While many ESs are provided as cloud- 
based services, about 73% of EAM systems are still offered as packaged systems 
and deployed locally. This means that they are often customized according to 
local needs. This also means that they are adequate for realizing our objective 
of better understanding the reasons behind PES customization.

Consequently, there is a need to obtain an in-depth understanding of PES 
customization and the different types of PESs because of their significant 
business impacts. Specifically, EAM has been neglected in past research. 
Next, we review different customization characteristics and rationales.

Customization and its reasons

Customization has been defined in an inconsistent manner in the literature. 
Rothenberger and Srite (2009) define customization as “building custom 
features by using standard programming languages or the ERP system’s 
language, changing the ERP system code, and/or including third-party 
packages that require some degree of programming to implement” (p. 664). 
Haines (2009) defines customization as the “best of breed” module or enter
prise system module designed to provide a better match with existing or 
desired organizational processes and data. In contrast, Luo and Strong 
(2004) state that customization is about modifying an ERP software package 
to match an organization’s existing processes, while Klein (2007) defines 
customization as an asset-specific information technology (IT) investment 
made by clients during the course of a strategic business relationship. 
Parthasarathy and Sharma (2016a) emphasize differences from a standard 
version and define “customization as the modifications made to the chosen 
ERP package to meet the client organization’s requirements that are not 
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supported by the vendor as a standard feature” (p. 20). Nevertheless, custo
mization can be classified into three types: configuration, extending the exist
ing code, or modifying it (Haines, 2003). The main difference between 
configuration and modification is that, first, the former is mostly supported 
by the vendor and does not create any problem during upgrades, while the 
latter is not supported by the vendor and might lead to feature breakdowns 
after a version upgrade. Second, PESs often focus on dedicated business 
processes in which the customer expects a plug-and-play type of integration 
regardless of how it is achieved. Here, we consider configuration and custo
mization synonymous because they are both implemented due to customiza
tion needs and result in significant lifetime costs. From this perspective, 
customization can be viewed as a dedicated business asset. From a business 
strategy perspective, only strategically important business assets should be 
specialized (Schoemaker & Amit, 1993). This implies that PES customizations 
should be linked to the business strategy employed.

The reasons for customization go beyond such strategy and vary across 
organizations and their products and supported processes (Rothenberger & 
Srite, 2009). An intricate network of interrelated factors that influence custo
mization, categorized as strategy, system, project, and institution, has been 
identified (Haines, 2009). They all seem to contribute to customization, 
although product features, business process maturity, and project manage
ment have been highlighted in the literature (Rothenberger & Srite, 2009).

Customization and its consequences

The variety of reasons for customization results in versatile problems. The 
most frequently mentioned issue is “misfits.” Misfits are the gaps between the 
functionality offered by the package and that required by the adopting orga
nization. Soh et al. (2000) identify three types of misfits: data, process, and 
output. Data misfits arise either from incompatibilities between organizational 
requirements and the ERP package in terms of data formats or from the 
relationships among entities, as represented in the data model. Functional 
misfits arise from incompatibilities between organizational requirements and 
ERP packages in terms of processing procedures. Finally, output misfits arise 
from incompatibilities between organizational requirements and the ERP 
package in terms of the presentation format and the content of the output. 
When a misfit occurs, an organization needs to either adapt to the new 
functionality (e.g. by changing its business processes) or customize the soft
ware package. A widely accepted practice is to limit customization, as it 
increases the system’s lifetime costs (Fryling, 2015) and makes change man
agement more difficult. Consequently, it is argued that customization is one of 
the reasons why ES projects fail (Rothenberger & Srite, 2009).
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In conventional software projects, customers specify their requirements 
during the requirements elicitation phase (Parthasarathy & Sharma, 2016b). 
The software product is then developed accordingly. In contrast, in the case of 
ES projects, a product is designed and developed not for one organization but 
for many so that it encapsulates the assumed best practices of the industry 
(Luo & Strong, 2004). This generic product is then modified according to 
customers’ needs. ES vendors often participate in this process to match 
a customer’s requirements with the ES solution. The customer organization 
may change its business processes – as promoted by the ES product due to its 
supported “best practices”—or the customer may request that the vendor 
modify the system. The former is referred to as business process customiza
tion, while the latter is referred to as ES customization (Luo & Strong, 2004). 
In business process customization, the vendor faces fewer technical con
straints and problems, most of which can be treated as trivial, while system 
customization is accompanied by a greater risk of moving away from best 
practices and processes (Light, 2005). Although the degree of customization 
can be reduced and controlled by the vendor, it practically remains unavoid
able (Parthasarathy & Sharma, 2016b).

Business process modifications align the processes with the PES’s “best 
practices” (Scheer & Habermann, 2000). The organization adopting the ES 
has several options in this regard (Brehm et al., 2001). For example, the vendor 
may configure the system according to the organization’s business needs by 
selecting appropriate components and setting parameters that allow the cus
tomer to modify it within certain boundaries. While this may address many 
customization needs, it may not accommodate all existing business processes. 
Alternatively, organizations can implement third-party packages designed to 
work with the PES and supplement its functionality. Vendors can also build 
dedicated features to address a customer’s unique needs on top of their ES 
platform. These approaches require additional system development but do not 
modify the existing system code. Consequently, when the PES is subsequently 
upgraded during its lifetime, the functionality can be retained if the new 
module adheres to the vendor’s interface standards and naming conventions. 
With respect to future system releases, ES vendors usually do not change 
certain standards that specify how one can connect to other applications. 
Finally, the ES source code itself can be modified to fit an organization’s 
needs. This requires substantial development effort and specialized expertise 
and easily splits the product versions into two developed paths. This, in turn, 
may necessitate code re-modifications when the system is upgraded 
(Rothenberger & Srite, 2009).

PES customization is expected to be linked to an organization’s strategic 
goals. This connection may be weak or even contradictory. The gaps between 
the goal and the PES can be costly and have severe business implications. 
Customizations may also have negative impacts on PES quality and may lower 
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the system’s acceptance level among its users (Parthasarathy & Sharma, 
2016b). However, associating the changes with strategic objectives tends to 
minimize the amount of customization (Haines, 2009). As customization has 
long-term implications for an organization and its finances, IT infrastructure, 
and processes, among other things, understanding the reasons why organiza
tions customize their PES becomes evident.

Research settings and methods

A qualitative case study approach helps researchers gain an understanding of 
a particular phenomenon and its underlying issues in a certain context (Darke 
et al., 1998; Walsham, 1995). In the words of Klein and Myers (1999), “inter
pretive research can help IS researchers to understand human thought and 
action in social and organizational contexts. It has the potential to produce 
deep insights into information systems phenomena including the manage
ment of information systems and information systems development” (p. 67). 
This goal aligns with our aim of understanding EAM customization. 
Therefore, we follow the traditions and practices of interpretive case studies 
(Walsham, 1995, 2006). Next, we describe our research settings and methods 
in detail.

We conducted an interpretive and qualitative case study to understand why 
organizations customize their EAM systems. We studied a specific EAM called 
IBM Maximo. IBM Maximo (later referred to as “the Product”) is a market 
leader among EAM systems and has been globally used in numerous organi
zations for almost 40 years. Hence, it can be considered a mature and high- 
quality ES. As it is sold as a product, operates at an enterprise-wide level, and is 
customized to fulfil customers’ needs, it serves our needs for understanding 
the reasons for pursuing EAM customization. The focus on a certain EAM and 
product reduces the potential bias caused by different technologies and sys
tems and helps us understand the reasons for customization beyond technol
ogies, as the differences between the products do not hamper the findings.

We derived data for our study from 10 organizations located in Finland and 
Sweden. The Product is used in their enterprise-wide day-to-day operations, 
such as for work management, stock management, purchasing, and plant 
operations. Some organizations have upgraded the Product from an earlier 
version to make use of new features, while others use fresh implementations 
after having phased out another legacy system. Every organization customized 
the Product for implementation or upgrading purposes, for maintenance and 
support, or due to business-scenario changes. This variety provides us with 
a rich set of data to understand EAM customization.

The interviewees and their organizations operate in diverse business 
domains and have a broad range of processes. They were selected based on 
their extensive experience with the Product – some had been using it for 
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a decade – and our interpretations of their processes’ high level of maturity. 
For example, these well-known companies have continuously improved their 
maintenance processes and kept their personnel safety at a high level, so their 
maintenance practices are considered when opting for an EAM system. We 
selected our interviewees based on their involvement with either the imple
mentation or upgrading of the Product or with its day-to-day operations. We 
also had a practical reason: the first author had worked with the organizations 
for years as a consultant, so he was familiar with them and their employees and 
was able to identify and contact the appropriate people for the interviews. 
Table 1 lists the participants and their organizations.

We conducted a set of semi-structured interviews. The questions were 
developed based on the first author’s 10+ years of experience in the imple
mentation and customization projects of the Product and prior research 
literature. Using open-ended questions allowed us to learn the reasons behind 
customization and what the organization could have done to avoid it. The 
questions, listed in the Appendix, also focused on the roles of consultants and 
management with regard to customization and on the factors influencing 
customization. The interviewees were asked to refer to some examples, as 
this helped us ask “why” and “how” questions, gain insights regarding the big 
picture, and concretize the conversation.

Table 1. The list of interviewees and their organization’s business domain.

Organization Business Domain Est.
Interviewee 

code Country Role

Org A Power grid operation (Annual Revenue 
2020: 682.5 million EUR)

1996 I1 Finland System Specialist
I2 Finland Project Manager
I3 Finland Consultant

Org B Power plant (Annual Revenue 2020: 
115 million EUR)

1998 I4 Finland Business 
Representative

I5 Finland Consultant
Org C Traffic authority (Annual Revenue 2020: 

809 million EUR)
2010 I6 Sweden Consultant

I7 Sweden Business  
Representative

Org D Mining (Annual Revenue 2020: 
758.6 million EUR)

2006 I8 Finland Business 
Representative

I9 Finland Business 
Representative

I10 Finland Product Owner
Org E Power generation (Annual Revenue 2020: 

115.5 million EUR)
1977 I11 Finland and 

Sweden
Business 

Representative
Org F Mining (Annual Revenue 2020: 

307.3 million EUR)
1920 I12 Finland Maximo 

Administrator
Org G Power plant building and operation 

(Annual Revenue 2020: 1.7 billion EUR)
1834 I13 Finland Maintenance 

Manager
Org H Manufacturing (Annual Revenue 2020: 

508.9 million EUR)
1988 I14 Finland Business 

Representative
Org I Hospital and municipality services 

(Annual Revenue 2020: 415.99 million 
EUR)

1863 I15 Sweden Business 
Representative

Org J Construction (Annual Revenue 2020: 
109.5 million EUR)

1988 I16 Sweden Business 
Representative
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All interviews were conducted remotely due to the ongoing pandemic in 
autumn 2020. Before the interviews, we informed the interviewees about the 
topic and type of questions but did not disclose the exact verbatim. The 
interviews lasted about 55 minutes on average, were audio-recorded, and 
were supplemented with written notes.

Following the interpretive research guidelines (Walsham, 2006), the first 
author inductively analyzed the data to form a list of customization reasons. 
The inductive analysis, exemplified in Table 2, consisted of going through the 
meeting notes and recorded interview sessions, identifying and summarizing 
the reasons for customization (open coding), collecting and combining the 
reasons from each interview into a single list, analyzing the list to remove 
duplicates, identifying the themes behind the reasons, and, finally, categoriz
ing the themes and their relationships (selective coding). These findings were 

Table 2. An example of the analysis.

Customization reason (Examples from the 
data) 
(Reason, as quoted by the interviewee)

Categorizationreason 
(open coding) 

(Key point from the 
reason for 

customization)

Category (selective coding) 
(Grouping customization reasons into 

a broader category)

Org A: Our goal was to change the process 
and do less customization, but there 
was too much resistance from the 
business people.

Resistance to change Business process: 
Business representatives had different 
reasons that justified their current ways 
of working. Changing the business 
processes was not worth it.Org B: The IT department wanted to keep 

the customizations low and change the 
business processes. However, the 
business

Cost and risks outweigh 
the benefits of 
change

units hesitated because of the risks and 
training needs.

Org E: The business units wanted to 
explore new ways of working.

Resistance to change

Org H: A legacy system had been used for 
more than 20 years. There was thus 
a comfort zone around the way of 
working. This was perceived as the only 
right way of working.

Resistance to change

Org A: Our processes are developed and 
operated locally. They do not follow any 
global best practice or the “way of 
working” recommendation. No system 
in the market would fulfil our needs. We 
went for a product that has higher 
potential for customization.

Localization Product features: 
A PES is built on an understanding of an 
industry’s best practices. These practices 
are not valid in every context. This may 
result from the vendor’s geographical 
origin, which influences the supported 
processes, local regulations, and 
exceptional business needs, among 
other reasons. The product lacked many 
local features that had to be 
customized.

Org E: The Product lacked essential 
functionality. A new application and 
some features were added on top of 
out-of-the- box application. These 
include, for example, a customized 
permits- management application for 
regulatory needs.

Regulatory needs

Org G: The product lacked some features 
that are relevant to our business 
processes. The vendor had no plan to 
implement those in the near future. We 
were forced to customize.

Slowenhancement 
implementation
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then collaboratively discussed and iterated with the other author to reduce 
potential single-researcher bias. The final list of reasons consists of 20 reasons 
for customization. Finally, we analyzed the reasons to see when specific 
reasons emerged in relation to the EAM project phases and whether any 
relationship existed between them.

Findings

Our findings regarding the reasons for customization are summarized in 
Table 3 and explained in detail in the subsequent section.

Business process

The business process category includes the reasons that originate from busi
ness development, business expansion, or changes in business processes.

Resistance to change. Often, organizations feel comfortable with fixed 
processes and their marginal improvements. A new EAM system, however, 
aims to markedly improve efficiency, reporting, and operational synergies. 
This may require significant changes to business processes. As this creates 
considerable resistance to change, the technology must be adapted to the 
situation. The need to cope with resistance to change was the single most 
frequently mentioned reason for customization. A project manager (I2) 
articulated this as follows: “We are a power grid operating company in 
Finland. Our maintenance and operation processes are homegrown and 
have been practiced for decades. The senior foremen think our processes 

Table 3. Summary of customization reasons.
Category Customization Reasons

Business Process Resistance to change
Brainstorming the process and too many disciplines
Costs and risks outweigh the benefits of change
Missing the big picture
Business expansion

Product Features Missing features
Localization
Licensing model issues
Slow enhancement implementation
Too easy to customize
Regulatory needs

Project Management Ineffective or absent change management
Creeping requirements
Lack of management support and vision
Lack of resource availability for project work
Requirement-related clarity issue
Lack of IT development skills
Time constraint

Stakeholder Relationship Communication gap between customers and consultants
Bad design decisions
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are the best and there is no need to change them. It could be a cultural issue 
but that’s how it is.”

Brainstorming the process and too many disciplines. One organization 
(Org D) planned to expand its business to another area. A team of experts 
from different domains was summoned to define new business operations 
and processes. They brainstormed and built a process according to their 
previous experiences. The outcome was very different from the product 
capabilities, meaning that the system had to be customized. “We had too 
many experts for a simple process. Perhaps it would’ve been better to start 
with a simple process instead of discovering the best of breed at the begin
ning” (product owner, I10).

Costs and risks outweigh the benefits of change. The business represen
tatives also experienced some problems with their current processes. When 
they assessed the process redesign work and the associated risks, they identi
fied a need for training thousands of personnel and managing significant 
business continuation risks in association with process development. Hence, 
they decided to continue with their current processes and customize the 
product instead. “Benefits from the change were much less than the work needed 
to implement the change and manage the associated risk. Risks were especially 
high during the annual outage” (business representative, I4).

Missing the big picture. In Org G, the decision of whether to change the 
business process or customize the product was left to the business representa
tives at the shop floor level. They considered all the information they found 
feasible and made the best guess. Unfortunately, they missed the big picture 
and lacked an understanding of the strategic objectives behind the product, the 
long-term implications of customization, and the benefits of harmonizing the 
processes. This resulted in extensive customization. In the future, these small 
changes will cause severe problems, as managing them will be very difficult. 
A maintenance manager (I13) described this as follows: “Contract managers 
and work planners were free to decide how the system should work. The result 
was a process the consultants were asked to make. We ended up having a heavily 
customized system, which is not yet stable enough even after several years in 
production.”

Business expansion. The Product rollouts are governed by requirements 
defined earlier. After the Product rollout, Org H acquired a new factory, where 
the ways of working differed from those configured in the Product. As a result, 
Org H was in a difficult situation, with three competing sets of requirements: 
current practices, defined requirements from the pre-acquisition era, and new 
requirements from the acquired organization. This led to additional customi
zation that had to be built on top of the existing processes: “Our original goal 
was to roll [the system] out for three factories. However, later we acquired a new 
business which was not big enough to have a dedicated system. We plan to 
extend [the system] there but it needs to be little modified” [I14].
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Product feature

Missing product features are a large category of customization reasons.
Missing features. Most of the organizations had experienced missing pro

duct features. Although the Product has evolved and improved over time, it 
still lacked features that were desired by the businesses. Thus, they analyzed 
the Product and requested customizations: “The latest release of the industry 
solution lacked many features related to equipment groups, clearances, radia
tion permits handling, etc. We had to customize the product to get the missing 
features [I4].

Localization. Often, the work processes and practices were homegrown and 
did not follow any standards. The customers considered that there was no 
product in the market that could fulfil their needs. They felt that they had to 
either build one from scratch or modify an existing software product exten
sively. For example, a customer opted for a product that was easy to customize: 
“Our needs were unique. We knew no system in the market would meet them 
100% and we have to anyway customize it a lot, so we focused on a system that 
offered a robust product base and was easy to customize” [I1].

Licensing model. There was a problem with the licensing model: “We 
needed one application for a root-cause-failure analysis. This application was 
not included in the product’s basic version. If we wanted to get it as an out-of-the 
-box solution, we had to buy an extra license for an add-on Health Safety and 
Environment. That was expensive compared to customizing and building one 
feature on top of the base solution. So we went for customization” [I8]. 
Organizations may have budget constraints or a need to strike a balance 
between costs and features. They may need only a few applications or features 
that are part of a larger package with many unnecessary items. With a product, 
the customer may have to buy a bigger and more expensive add-on. When the 
expenditure cannot be justified, customizing the base product becomes the 
evident choice.

Slow enhancement implementation. Organizations constantly monitor 
their environments and react quickly to different incidents and pressures. 
They also expect their vendors to be responsive and to provide enhancements 
quickly. If enhancements are requested by several customers, they may be 
implemented in the next product release. From the customers’ perspective, 
this could be very slow. It may also happen that the request is not considered at 
all. As customers cannot wait for potential future enhancements, they custo
mize the product. A maintenance manager (I13) articulated this as follows: 
“We met a product manager at a conference and mentioned that [a certain 
feature] is not relevant because the machine loads might not be the same in the 
coming months and the machine might run on different types of fuel like petrol 
or gas, so following a fixed interval or meter-based maintenance strategy is not 
good enough for us. He responded that they know this is a valid requirement but 
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since they do not have other customers bringing it up, it might take time to get it 
implemented in the out-of-the-box solution. We are now customizing it in the 
product ourselves.”

Too easy to customize. The Product has a lot of capabilities and is easy to 
customize. This encourages customization instead of compromising product 
features and changing business processes. “We customized it because it didn’t 
take a lot of effort” [I14].

Regulatory needs. Sometimes, geography-related or region-specific regula
tory compliance needs to be implemented through customization. There 
might be a need for extra reporting, for example, to customs or tax authorities, 
or there might be specific safety- or legislation-related needs that are not 
supported by the standard product. “The Product is from the US. It lacked 
the local [Finnish] regulatory compliance features related to radiation permits 
handling and clearances. We had to customize those” [I4].

Project management

System renewal projects and project management issues are also possible 
sources of customization.

Ineffective or absent change management process. Many organizations 
lacked or had ineffective change management teams. This translated into 
change needs being analyzed superficially, potential implications not being 
discussed, or workarounds or alternate possibilities for the product not being 
explored. “Decision making related to customization was left to the personnel at 
the factory floor level. [Business representatives] gave the requirements to the 
consultant and asked them to configure the system accordingly. This was not the 
right way to do this. Unfortunately, this was how we did it. We should’ve been 
done it better” [I13].

Creeping requirements. Ideally, all business units participate in the 
systems requirement specification phase. In our organizations, this was 
often not the case. The business participants were not available or did 
not volunteer to participate in the requirements specification, or some
one else designed the process. This resulted in new requirements emer
ging after the business process was implemented, as it was changing 
current practices. “During the requirements specification, only the head
quarter people participated. Later, a new factory joined the project and 
started following what was already built. The product was then rolled out 
to another business site. They had completely new set of requirements, 
a few that even contradicted earlier designs” [I14]. The system was 
customized.

Lack of management support and vision. Management plays an important 
role with respect to setting a vision and guiding expectations and teamwork. 
When managers’ participation in scheduling or budgeting a project was 
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inadequate, project teams acted independently, implementing and customiz
ing features without prioritizing business needs or thinking about the big 
picture. “The implementation project lasted for approximately 2 years. 
Decisions on processes and customization were mostly done at the business 
level. Had we had an active senior management involvement beyond the time
line and budget, maybe we could have evaluated to customization needs before 
implementing them. Unfortunately that didn’t happen and, here we are” [I2].

Lack of resources for project work. Although the business representatives 
devoted time to a certain project, they also had day-to-day commitments. 
They had limited time to analyze the processes and test the system. This, in 
turn, resulted in a superficial analysis of certain details and changes and caused 
costly changes and additional customization. “The process planners had to do 
a lot of day-to-day work. They had very little time for the project. We could have 
done much more testing to avoid some surprises after the system went 
alive” [I13].

Requirement-related clarity issue. Consultants and business representa
tives could hail from and be located in different countries and cultures, and 
there could be gaps in their mutual understanding. Some customers indicated 
that the agreed-upon and documented requirements were understood differ
ently by the consultants and then implemented according to their interpreta
tions. For example, “the lead consultant and our business team had difficulties 
to understand each other, maybe the consultant was from a different country or 
culture” [I13]. This gap in understanding led to inappropriate designs and 
implementations, requiring additional customization later to fix issues and 
improve the system.

Lack of IT development skills. Some organizations did not have a proper 
way to manage their requirements and the system development process. This 
resulted in the project losing its focus. The system was developed and deployed 
in an unstructured manner. For example, problematic design issues and bugs 
were ignored, and the customized product was pushed to production. Extra 
changes and customizations had to be made to make the system stable and 
usable. A business representative articulated this as follows: “We had an issue 
with the document management. The features were derived from an old version 
of requirements. We realized this quite late in the project. The solution was 
already working but had some minor bugs. Due to the time constraints we had to 
push it for production and live with those bugs for sometime” [I11].

Time constraint. Time represents another constraint and is a reason for 
customization. Usually, software products evolve with each release when 
new features become available. For example, if a customer has an older 
version of the Product, they may have customized some operations that are 
now available as standard features. The time constraint limits the chances 
of investigating earlier customizations and comparing them to the new 
release. Therefore, customers end up re-customizing the new version, 
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even though the functionality they need is now provided as a standard 
feature.

“There were some customizations that could have been phased out if we 
had time to go through the possibilities of the out-of-the-box product. Because 
of time constraints, we could not do this. The existing customizations con
tinued after the product upgrade”. [I15]

Relationship between consultants and business representatives

Our final category focuses on the relationship between consultants and busi
ness representatives.

Communication gap between customers and consultants. Consultants 
and business representatives have different cultural backgrounds, educa
tion, and experiences. This often creates misunderstandings and commu
nication problems (Kähkönen, Alanne, et al., 2017). In our organizations, 
explicitly articulated requirements resulted in a system that differed sig
nificantly from the business representatives’ expectations, which were not 
properly communicated to the consultants. Testing revealed some of these 
issues, but all the problems surfaced only after the system was put into use. 
The later the problems are found, the more costly they become and the 
more customization was needed. This emphasizes continuous communica
tion to reduce the communication gap. A maintenance manager said, “The 
consultant’s interpretation of the requirement led to some bad design deci
sions, like creating a work order for every individual part of the engine. That 
caused many unnecessary work orders, which had to be dealt monthly by 
already overloaded planners” [I13].

Bad design decisions. Bad design decisions are made by business repre
sentatives and consultants. As consultants have limited business knowledge 
and representatives have limited product knowledge, they can easily make bad 
design decisions early in a project. This usually causes further customization 
later on when implementing the system. The business representative com
plained that “the consultant made customization decisions. Later it was found 
that the product already had that feature. The consultant was sold to us as an 
expert in the nuclear industry processes. It turned out that he didn’t have any 
experience of nuclear industry and learned it on our project” [I5].

Discussion

In this paper, we explored the reasons behind EAM customization. In 
total, we identified 20 customization reasons (as listed in Table 3), which 
were categorized into four themes: the absence of essential features, 
business – process gaps, poor project management, and complicated 
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relationships between the parties. We also explored when customization 
takes place.

Reasons for customization

The categories illustrate that different problems with system implementation 
projects are solved by customizing the system. Poor project management, 
limited understanding of the business in general, and the relationships 
between different parties and stakeholders are well known in the systems 
implementation literature (Dwivedi et al., 2015; Luftman et al., 2017; Pan 
et al., 2008). In the context of EAM and PESs, however, the problems are 
managed by customizing the system, which makes the problems visible or 
even creates new problems. Interestingly, this issue has not been explicitly 
discussed earlier. The fourth category of customization, the absence of needed 
product features, touches upon business – IT alignment issues, where product 
deficits are solved by system add-ons or business process changes (De Haes & 
Van Grembergen, 2005). Again, customization as a means for coping with 
business – IT alignment problems has not been explicitly considered pre
viously. Consequently, our categories of customization reasons are parallel 
with the earlier literature, but as the topic has not been considered explicitly 
(Singh & Pekkola, 2021), this research provides the first exploratory results 
and calls for more research.

Resistance to change has been well documented and discussed in the 
information system (IS) context (Jiang et al., 2000; Ross, 1999). This resistance 
reflects the organizational culture and its aversion to change, which can affect 
PES implementation outcomes (Stewart, 2000). From this perspective, our 
findings are not surprising. However, it has not been discussed earlier that 
organizations customize their ES to avoid changing their business processes.

On the other hand, organizations may unintentionally customize their PESs 
in the course of developing processes. Not understanding the benefits of ESs, 
missing the big picture, or having different business development objectives 
may result in changes and customizations that are not good in the long run. 
This kind of unintentional development indicates a poor business – IT rela
tionship (Haines, 2009) and a lack of strategic business development 
(Rothenberger & Srite, 2009). Evidently, as with any ES implementation, as 
well as with PESs and their customization, no matter how small the changes 
are, they should be treated as strategic decisions.

Product maturity seems to be an important factor in PES customization. 
The more mature the technology, the less customized it is. For instance, 
optimistic expectations regarding the future functionalities of an incomplete 
packaged solution can result in it being favored over a custom-developed 
system. If a new software package with new features is delayed, the need for 
customization increases (Haines, 2009).
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A PES and its deficits represent an evident reason for customization. If the 
Product is missing an essential feature, the feature needs to be implemented 
somehow, and this is usually achieved by customizing the PES. Customization 
may also take place due to the need to integrate PES with other systems in the 
organizational IT landscape (Haines, 2009). Similarly, local needs, such as 
regulatory or safety needs, localization, or dedicated processes may lead to 
customization.

Over the years, the Product has evolved in terms of technical archi
tecture and features in response to the demands of the changing busi
ness environment. Despite this, the speed and certainty of the delivery 
of a feature may still be too slow for businesses, so they choose to 
customize their EAM. From this perspective, easy customization is an 
advantage, as new features can be implemented quickly. However, this 
ease may become a double-edged sword if the EAM is customized 
carelessly. The benefits of an ES, such as the integration of processes 
and data flows across an organization, may be lost, or maintenance and 
replacement costs could skyrocket.

Interestingly, the licensing model may also lead to customization. Large 
software packages with many unnecessary features result in a poor cost – 
benefit ratio, making customization a financially tempting alternative despite 
this increasing lifetime costs.

Top management support and project leadership have been identified 
as the key success factors in ES implementations (Beath, 1991; Brown & 
Vessey, 2008). We show that top management support influences not 
only projects but also customization decisions. In our organizations, 
many managers did not understand the constraints or long-term 
impacts of PES customization (Smolander et al., 2017). They focused 
more on project-related issues, such as schedule and budget, and not on 
thoroughly understanding the content and whether and how the Product 
should be customized. For example, change management was unstruc
tured, customization-related decisions were made at the factory floor 
level, the big picture of the long-term effects was missing, and long-term 
objectives were either omitted or not communicated properly. All these 
reasons lead to system customization despite foreseeable future 
problems.

The structure and relationships within and among the ES project team 
members, including the consultants and business representatives, have been 
identified as important success factors for ES implementations (Brown & 
Vessey, 2008). Our findings demonstrate that poor relationships between 
these parties result in unnecessary customizations. Our findings also suggest 
that a well-performing project team has the potential to reduce customizations 
(Haines, 2009).
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Customization in relation to the EAM project phases

Next, we analyzed the EAM project phases: product evaluation and selection, 
project planning, system design, and development and rollout (i.e. organiza
tional implementation).

Organizations have compelling reasons to adopt EAM, which could be 
technical, functional, or both (Markus & Tanis, 2000). For example, organiza
tions may consolidate a number of legacy systems into one ES to reduce the 
overhead costs of managing different systems and suppliers or implement 
a cutting-edge technology platform to help acquire competitive advantages. 
Furthermore, with a new ES, it might simply be easier to integrate the systems 
and support better information flows (Markus & Tanis, 2000). Usually, the 
rationale behind acquiring an ES is to solve one of the bigger organizational 
problems. This stance is considered one of the strategic success factors of PES 
implementation (Holland & Light, 1999).

We found that unless the project’s strategic objective and vision are com
municated or top management support is continuous, the amount of custo
mization easily becomes extensive. The vision, for example, guides contract 
and licensing negotiations with vendors and helps avoid unnecessary costs 
that stem from having a superficial understanding of long-term requirements. 
Similarly, clear objectives help business representatives define system require
ments and weigh alternative change, benefit, and risk scenarios that seem 
costly in the short term, thus motivating customization, but provide reasons 
for fundamental process changes in the long term. This issue emerges early on 
in the project, resulting in customization later.

The next phase is project planning. This includes planning change manage
ment, how and when to communicate, and what kinds of resources are needed 
and when. Insufficient change management – any task in this phase – may lead 
to unwanted customizations later (see Figure 1). Hence, these factors indir
ectly influence customization.

We mapped the customization reasons in relation to an EAM project’s 
phases (Figure 1). In addition to the product evaluation and selection phase, 
as well as the project planning phase, subsequent phases may initiate EAM 
customization. This seems to occur especially during the system design phase, 
when different design decisions are made in collaboration with business and 
IT representatives and consultants. An effortless short-term decision to cus
tomize the system can be made rather easily at this time. Furthermore, local 
needs may be considered easily – even if they are not really needed – if the 
system is known to be easily customizable or if its vendor is known for slow 
response times. However, it should be noted that the reasons are independent 
and that subsequent reasons may appear even if their predecessors have been 
sufficiently managed.

JOURNAL OF INFORMATION TECHNOLOGY CASE AND APPLICATION RESEARCH 177



Fi
gu

re
 1

. R
ea

so
ns

 fo
r 

EA
M

 c
us

to
m

iz
at

io
n 

in
 r

el
at

io
n 

to
 a

 P
ES

 p
ro

je
ct

’s 
ph

as
es

.

178 C. SINGH AND S. PEKKOLA



Conclusion and contributions

This paper illustrates myriad reasons for opting for customization. ES 
customization is not done only because of poor support for business 
processes or because of poor IT – business alignment. We found that 
EAM can be customized for 20 different reasons, which are listed in 
Table 3. Although this list was composed of a case study, these findings 
largely align with the literature – although only on a general level and not 
in the context of PES customization. Therefore, Table 3 can be seen as 
a framework for understanding, analyzing, and managing the reasons for 
customization.

Our findings also highlight the needs for customization that may emerge 
throughout the implementation of a project and throughout the Product’s 
lifecycle (see Table 3). However, the absence of essential features is only one 
category of customization reasons. In addition, business activities and pro
cesses and the reluctance to change them may initiate customization. 
Furthermore, when an implementation project is ongoing, project manage
ment issues and the relationship between consultants and business represen
tatives may result in unintended and unexpected customization initiatives (see 
Figure 1). This means that seemingly simple EAM customization, and PES 
customization in general, may actually stem from several interconnected 
factors (Brehm et al., 2001). This emphasizes

the strategic nature of PES customization and the fact that customization is 
not only about “modifying the software” but also about understanding its 
relationship in a broader business context with the business processes and 
long-term business goals. For example, if business representatives are more 
knowledgeable about new product possibilities and the benefits of a less 
customized system, the level of customization may be reduced. This is prefer
able because the system’s maintenance costs increase rapidly with customiza
tion (Haines, 2009).

Our study considers earlier findings regarding IS development issues in the 
context of PES customization. Our findings are supported by earlier studies 
(Haines, 2009; Rothenberger & Srite, 2009), but we expand their focus and 
deepen our understanding about the reasons for PES customization, especially 
EAM customization. Thus, we contribute to the existing customization litera
ture in several ways:

● Our findings show that customization may be initiated not only during 
the EAM implementation project but also anytime during the system 
renewal project. In addition, inadequately planned customization results 
in small-scale improvements and the deterioration of enterprise-wide 
scope. These insights underline the strategic nature of customization 
and active top management participation.
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● Top management participation is not sufficient if its understanding of the 
product’s capabilities, features, and business processes is limited. This, in 
turn, emphasizes the need to obtain a comprehensive understanding of 
the possibilities and limitations of the PES, its related processes, and the 
organizational culture, operations, strategy, and stakeholders.

● As customization is an understudied topic, our study builds the founda
tion for further research on customization and its reasons and impacts. 
For example, different types of PESs, business domains, geographies, and 
the relationships between different customization reasons need to be 
studied to understand the differences between the contexts and to gain 
an in-depth understanding of these concepts. Similarly, more research is 
needed to understand the relationships between different customization 
reasons. In this regard, Figure 1 acts as a starting point. Moreover, under
standing the reasons behind customizations helps to reduce the amount 
of customization.

Our contributions to practice are as follows: Our findings help organizations 
implementing EAM (and PESs) manage possible blind spots where unin
tended and inappropriate customization may take place. This will allow 
them to achieve less customized systems whose lifetime costs are smaller 
and, at the same time, enable the PES to better fulfil their business objectives. 
When planning a PES implementation and during the implementation pro
ject, profoundly understood customization reasons increase the chances of 
achieving successful PES implementation. In addition, vendors benefit the 
study, as they can identify areas of improvement to make the product more 
adaptable to varying business needs.

There are some limitations. This is a single case study of an EAM 
system: IBM Maximo. Therefore, it is justifiable to ask whether the 
customization reasons are narrow and product- and organization- 
specific. We argue that our findings are generalizable to other PESs, as 
no product-specific items were identified. Our customization reasons 
focus more on the organizations and their business environments and 
not on the Product, EAM in general, or technologies per se. From this 
perspective, it can be said that focusing only on a certain PES reduces the 
potential influence of different technologies or of their varying maturity 
levels. It is also feasible to ask whether our consideration of Scandinavian 
organizations affects our findings. Again, we argue that this is a minor 
issue, as our findings align with the literature on different IS implementa
tion contexts. Furthermore, the EAM markets of Western countries with 
a population of over 18 million are significant. Third, the choice of 
qualitative and exploratory research approach does not provide a basis 
for prioritizing customization reasons or understanding their interrela
tionships. Instead, our findings should be interpreted as a set of examples 

180 C. SINGH AND S. PEKKOLA



of the possible reasons for customizing PESs. Hence, more research is 
needed, as argued earlier.

Notes

1. SELECTHUB. 2020. Insights into the Enterprise Asset Management Software Market. 
Available: https://www.selecthub.com/cmms/eam/eam-market GLOBENEWSWIRE. 
2022. Enterprise Asset Management Global Market to Reach $21.47 Billion by 2030 at 
a CAGR of 14.2%. Available: https://www.globenewswire.com/en/news-release/2022/08/ 
01/2489182/28124/en/En- terprise-Asset-Management-Global-Market-to-Reach-21-47- 
Billion-by-2030-at-a-CAGR-of-14-2.html

2. GARTNER. 2019. https://www.ibm.com/blogs/internet-of-things/iot-gartner-magic- 
quadrant-2019/

3. GARTNER. 2020. Market Guide for Enterprise Asset Management Software 2020, 
https://www.gartner.com/docu- ment/3994833?ref=XMLDELV

Disclosure statement

No potential conflict of interest was reported by the authors.

Notes on contributors

Chandan Singh, Masters in Computer Application (MCA) is doctoral researcher at Tampere 
University, Finland. He studies packaged enterprise system customization and its managerial 
practices. He has more than 14 years of IT industry experience on implementing and custo
mizing EAM systems. He is currently working as Business Transformation Consultant at IBM, 
Finland.

Samuli Pekkola, Ph.D., is professor of information systems at Tampere University, Finland. 
His research focuses on users in different manifestations of information systems, information 
systems management and acquisition, and enterprise architectures. His research articles have 
appeared in journals such as Information & Management, Government Information Quarterly, 
Information Systems Journal, Decision Support Systems¸ Business and Information Systems 
Engineering, International Journal of Information Management, and The DATA BASE, among 
other journals and conferences. He is past editor in chief of Scandinavian Journal of 
Information Systems, and past president of the Scandinavian Chapter of the AIS.

ORCID

Chandan Singh http://orcid.org/0000-0002-8486-0061

References

Ali, M., & Miller, L. (2017). ERP system implementation in large enterprises – a systematic 
literature review. Journal of Enterprise Information Management, 30(4), 666–692. https://doi. 
org/10.1108/JEIM-07-2014-0071 

JOURNAL OF INFORMATION TECHNOLOGY CASE AND APPLICATION RESEARCH 181

https://www.selecthub.com/cmms/eam/eam-market
https://www.globenewswire.com/en/news-release/2022/08/01/2489182/28124/en/En-%20terprise-Asset-Management-Global-Market-to-Reach-21-47-Billion-by-2030-at-a-CAGR-of-14-2.html
https://www.globenewswire.com/en/news-release/2022/08/01/2489182/28124/en/En-%20terprise-Asset-Management-Global-Market-to-Reach-21-47-Billion-by-2030-at-a-CAGR-of-14-2.html
https://www.globenewswire.com/en/news-release/2022/08/01/2489182/28124/en/En-%20terprise-Asset-Management-Global-Market-to-Reach-21-47-Billion-by-2030-at-a-CAGR-of-14-2.html
https://www.ibm.com/blogs/internet-of-things/iot-gartner-magic-quadrant-2019/
https://www.ibm.com/blogs/internet-of-things/iot-gartner-magic-quadrant-2019/
https://www.gartner.com/docu-%20ment/3994833?ref=XMLDELV
https://doi.org/10.1108/JEIM-07-2014-0071
https://doi.org/10.1108/JEIM-07-2014-0071


Alves, V., Niu, N., Alves, C., & Valença, G. (2010). Requirements engineering for software 
product lines: A systematic literature review. Information and Software Technology, 52(8), 
806–820. https://doi.org/10.1016/j.infsof.2010.03.014 

Balint, B. (2011). Difficulties in enterprise system implementation: The case of Millicent 
homesbfdgfd. Journal of Information Technology Case & Application Research, 13(3), 
72–84. https://doi.org/10.1080/15228053.2011.10856213 

Beath, C. M. (1991). Supporting the information technology champion. MIS Quarterly, 15(3), 
355–372. https://doi.org/10.2307/249647 

Brehm, L., Heinzl, A., & Markus, M. L. (2001). Tailoring ERP systems: A spectrum of choices 
and their implications (Ed.),^. (Eds.). Proceedings of the 34th Annual Hawaii International 
Conference On System Sciences, Maui, Hawaii, USA.

Brown, C., & Vessey, I. (2008). Managing the next wave of enterprise systems: Leveraging 
lessons from ERP. MIS Quarterly Executive, 2(1), 45–57. https://aisel.aisnet.org/misqe/vol2/ 
iss1/6/ 

Clemons, C. (1998). Successful implementation of an enterprise system: A case study. 
Proceedings of the American Conference on Information Systems, Baltimore, Maryland, 
USA, AIS digital library, paper 39. https://aisel.aisnet.org/amcis1998/39/ 

Darke, P., Shanks, G., & Broadbent, M. (1998). Successfully completing case study research: 
Combining rigour, relevance and pragmatism. Information Systems Journal, 8(4), 273–289. 
https://doi.org/10.1046/j.1365-2575.1998.00040.x 

Davenport, T. H. (2000). Mission critical: Realizing the promise of enterprise systems. Business 
Press.

Davenport, T. H., & Brooks, J. D. (2004). Enterprise systems and the supply chain. Journal of 
Enterprise Information Management, 17(1), 8–19. https://doi.org/10.1108/09576050410510917 

Da Xu, L. (2011). Enterprise systems: State-of-the-art and future trends. IEEE Transactions on 
Industrial Informatics, 7(4), 630–640. https://doi.org/10.1109/TII.2011.2167156 

De Haes, S., & Van Grembergen, W. (2005). IT governance structures, processes and relational 
mechanisms: Achieving IT/business alignment in a major Belgian financial group (Ed.),^. 
Proceedings of the 38th Annual Hawaii International Conference on System Sciences, Big 
Island, HI, USA. IEEE.

Dwivedi, Y. K., Wastell, D., Laumer, S., Henriksen, H. Z., Myers, M. D., Bunker, D., 
Elbanna, A., Ravishankar, M., & Srivastava, S. C. (2015). Research on information systems 
failures and successes: Status update and future directions. Information Systems Frontiers, 17 
(1), 143–157. https://doi.org/10.1007/s10796-014-9500-y 

Fryling, M. (2015). Investigating the effect of customization on rework in a higher education 
enterprise resource planning (ERP) post-implementation environment: A system dynamics 
approach. Journal of Information Technology Case & Application Research, 17(1), 8–40. 
https://doi.org/10.1080/15228053.2015.1014750 

Gattiker, T. F., & Goodhue, D. L. (2002). Software-driven changes to business processes: An 
empirical study of impacts of enterprise resource planning (ERP) systems at the local level. 
International Journal of Production Research, 40(18), 4799–4814. https://doi.org/10.1080/ 
0020754021000033913 

Haddara, M., & Zach, O. (2011). ERP systems in SMEs: A literature review (Ed.),^. (Eds.). 2011 
44th Hawaii International Conference on System Sciences, Kauai, HI, USA.

Haines, M. (2003). Customization, configuration, or modification? A taxonomy for informa
tion system specialization. In Mehdi Khosrow-Pour (Ed.), Information Technology and 
Organizations: Trends, ıssues, Challenges and Solutions (pp. 899–900). Idea Group 
Publisher. https://doi.org/10.1080/10580530902797581 

Haines, M. (2009). Understanding enterprise system customization: An exploration of imple
mentation realities and the key influence factors. Information Systems Management, 26(2), 

182 C. SINGH AND S. PEKKOLA

https://doi.org/10.1016/j.infsof.2010.03.014
https://doi.org/10.1080/15228053.2011.10856213
https://doi.org/10.2307/249647
https://aisel.aisnet.org/misqe/vol2/iss1/6/
https://aisel.aisnet.org/misqe/vol2/iss1/6/
https://aisel.aisnet.org/amcis1998/39/
https://doi.org/10.1046/j.1365-2575.1998.00040.x
https://doi.org/10.1108/09576050410510917
https://doi.org/10.1109/TII.2011.2167156
https://doi.org/10.1007/s10796-014-9500-y
https://doi.org/10.1080/15228053.2015.1014750
https://doi.org/10.1080/0020754021000033913
https://doi.org/10.1080/0020754021000033913
https://doi.org/10.1080/10580530902797581


182–198. https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&ved= 
2ahUKEwiKstzui7j_AhXtlYsKHQMDDvkQFnoECA0QAQ&url=https%3A%2F%2Fwww. 
irma-international.org%2Fviewtitle%2F32177%2F%3Fisxn%3D9781616921248&usg= 
AOvVaw1mZG7daJ-_R4XfS23A897ZThe book at: https://books.google.fi/books?hl=fi&lr= 
&id=RGXEoPkZVacC&oi=fnd&pg=IA2&dq=Information+Technology+and 
+Organizations:+Trends,+Issues,+Challenges+and+Solutions&ots=gzxDlFZwna&sig= 
FKmo6wMwABSITtr3X68ndolyUWM&redir_esc=y#v=onepage&q=Information% 
20Technology%20and%20Organizations%3A%20Trends%2C%20Issues%2C% 
20Challenges%20and%20Solutions&f=false 

Hitt, L. M., Wu, D., & Zhou, X. (2002). Investment in enterprise resource planning: Business 
impact and productivity measures. Journal of Management Information Systems, 19(1), 
71–98. https://doi.org/10.1080/07421222.2002.11045716 

Holland, C., & Light, B. (1999). A critical success factors model for ERP implementation. IEEE 
Software, 16(3), 30–36. https://doi.org/10.1109/52.765784 

Jayaraman, V., & Bhatti, T. (2007). The critical success factors for the acquisition and 
implementation of ERP systems. Proceedings of Asia-Pacific Decision Sciences Institute 
Conference, Bangkok, Thailand, July 11-15 2007. (pp. 14). Asia Pacific Decision Sciences 
Institute, Thailand.

Jiang, J. J., Muhanna, W. A., & Klein, G. (2000). User resistance and strategies for promoting 
acceptance across system types. Information & Management, 37(1), 25–36. https://doi.org/ 
10.1016/S0378-7206(99)00032-4 

Jorgensen, M., & Shepperd, M. (2006). A systematic review of software development cost 
estimation studies. IEEE Transactions on Software Engineering, 33(1), 33–53. https://doi.org/ 
10.1109/TSE.2007.256943 

Kähkönen, T., Alanne, A., Pekkola, S., & Smolander, K. (2017). Explaining the challenges in 
ERP development networks with triggers, root causes, and consequences. Communications 
of the Association for Information Systems, 40(1), 11. https://doi.org/10.17705/1CAIS.04011 

Kähkönen, T., Smolander, K., & Maglyas, A. (2017). Lack of integration governance in ERP 
development: A case study on causes and effects. Enterprise Information Systems, 11(8), 
1173–1206. https://doi.org/10.1080/17517575.2016.1179347 

Klein, R. (2007). Customization and real time information access in integrated eBusiness 
supply chain relationships. Journal of Operations Management, 25(6), 1366–1381. https:// 
doi.org/10.1016/j.jom.2007.03.001 

Klein, H. K., & Myers, M. D. (1999). A set of principles for conducting and evaluating 
interpretive field studies in information systems. MIS quarterly, 67–93. https://doi.org/10. 
2307/249410 

Light, B. (2005). Potential pitfalls in packaged software adoption. Communications of the ACM, 
48(5), 119–121. https://doi.org/10.1145/1060710.1060742 

Lucas, H. C., Jr., Walton, E. J., & Ginzberg, M. J. (1988). Implementing packaged software. MIS 
Quarterly, 12(4), 537–549. https://doi.org/10.2307/249129 

Luftman, J., Lyytinen, K., & Zvi, T. B. (2017). Enhancing the measurement of information 
technology (IT) business alignment and its influence on company performance. Journal of 
Information Technology, 32(1), 26–46. https://doi.org/10.1057/jit.2015.23 

Luo, W., & Strong, D. M. (2004). A framework for evaluating ERP implementation choices. 
IEEE Transactions on Engineering Management, 51(3), 322–333. https://doi.org/10.1109/ 
TEM.2004.830862 

Mabert, V. A., Soni, A., & Venkataramanan, M. (2000). Enterprise resource planning survey of 
US manufacturing firms. Production and Inventory Management Journal, 41(2), 52. https:// 
www.proquest.com/docview/199883683?pq-origsite=gscholar&fromopenview=true 

JOURNAL OF INFORMATION TECHNOLOGY CASE AND APPLICATION RESEARCH 183

https://www.google.com/url?sa=t%26rct=j%26q=%26esrc=s%26source=web%26cd=%26ved=2ahUKEwiKstzui7j_AhXtlYsKHQMDDvkQFnoECA0QAQ%26url=https%3A%2F%2Fwww.irma-international.org%2Fviewtitle%2F32177%2F%3Fisxn%3D9781616921248%26usg=AOvVaw1mZG7daJ-R4XfS23A897ZThebookat
https://www.google.com/url?sa=t%26rct=j%26q=%26esrc=s%26source=web%26cd=%26ved=2ahUKEwiKstzui7j_AhXtlYsKHQMDDvkQFnoECA0QAQ%26url=https%3A%2F%2Fwww.irma-international.org%2Fviewtitle%2F32177%2F%3Fisxn%3D9781616921248%26usg=AOvVaw1mZG7daJ-R4XfS23A897ZThebookat
https://www.google.com/url?sa=t%26rct=j%26q=%26esrc=s%26source=web%26cd=%26ved=2ahUKEwiKstzui7j_AhXtlYsKHQMDDvkQFnoECA0QAQ%26url=https%3A%2F%2Fwww.irma-international.org%2Fviewtitle%2F32177%2F%3Fisxn%3D9781616921248%26usg=AOvVaw1mZG7daJ-R4XfS23A897ZThebookat
https://www.google.com/url?sa=t%26rct=j%26q=%26esrc=s%26source=web%26cd=%26ved=2ahUKEwiKstzui7j_AhXtlYsKHQMDDvkQFnoECA0QAQ%26url=https%3A%2F%2Fwww.irma-international.org%2Fviewtitle%2F32177%2F%3Fisxn%3D9781616921248%26usg=AOvVaw1mZG7daJ-R4XfS23A897ZThebookat
https://books.google.fi/books?hl=fi%26lr=%26id=RGXEoPkZVacC%26oi=fnd%26pg=IA2%26dq=Information+Technology+and+Organizations:+Trends,+Issues,+Challenges+and+Solutions%26ots=gzxDlFZwna%26sig=FKmo6wMwABSITtr3X68ndolyUWM%26rediresc=y#v=onepage%26q=Information%20Technology%20and%20Organizations%3A%20Trends%2C%20Issues%2C%20Challenges%20and%20Solutions%26f=false
https://books.google.fi/books?hl=fi%26lr=%26id=RGXEoPkZVacC%26oi=fnd%26pg=IA2%26dq=Information+Technology+and+Organizations:+Trends,+Issues,+Challenges+and+Solutions%26ots=gzxDlFZwna%26sig=FKmo6wMwABSITtr3X68ndolyUWM%26rediresc=y#v=onepage%26q=Information%20Technology%20and%20Organizations%3A%20Trends%2C%20Issues%2C%20Challenges%20and%20Solutions%26f=false
https://books.google.fi/books?hl=fi%26lr=%26id=RGXEoPkZVacC%26oi=fnd%26pg=IA2%26dq=Information+Technology+and+Organizations:+Trends,+Issues,+Challenges+and+Solutions%26ots=gzxDlFZwna%26sig=FKmo6wMwABSITtr3X68ndolyUWM%26rediresc=y#v=onepage%26q=Information%20Technology%20and%20Organizations%3A%20Trends%2C%20Issues%2C%20Challenges%20and%20Solutions%26f=false
https://books.google.fi/books?hl=fi%26lr=%26id=RGXEoPkZVacC%26oi=fnd%26pg=IA2%26dq=Information+Technology+and+Organizations:+Trends,+Issues,+Challenges+and+Solutions%26ots=gzxDlFZwna%26sig=FKmo6wMwABSITtr3X68ndolyUWM%26rediresc=y#v=onepage%26q=Information%20Technology%20and%20Organizations%3A%20Trends%2C%20Issues%2C%20Challenges%20and%20Solutions%26f=false
https://books.google.fi/books?hl=fi%26lr=%26id=RGXEoPkZVacC%26oi=fnd%26pg=IA2%26dq=Information+Technology+and+Organizations:+Trends,+Issues,+Challenges+and+Solutions%26ots=gzxDlFZwna%26sig=FKmo6wMwABSITtr3X68ndolyUWM%26rediresc=y#v=onepage%26q=Information%20Technology%20and%20Organizations%3A%20Trends%2C%20Issues%2C%20Challenges%20and%20Solutions%26f=false
https://books.google.fi/books?hl=fi%26lr=%26id=RGXEoPkZVacC%26oi=fnd%26pg=IA2%26dq=Information+Technology+and+Organizations:+Trends,+Issues,+Challenges+and+Solutions%26ots=gzxDlFZwna%26sig=FKmo6wMwABSITtr3X68ndolyUWM%26rediresc=y#v=onepage%26q=Information%20Technology%20and%20Organizations%3A%20Trends%2C%20Issues%2C%20Challenges%20and%20Solutions%26f=false
https://doi.org/10.1080/07421222.2002.11045716
https://doi.org/10.1109/52.765784
https://doi.org/10.1016/S0378-7206(99)00032-4
https://doi.org/10.1016/S0378-7206(99)00032-4
https://doi.org/10.1109/TSE.2007.256943
https://doi.org/10.1109/TSE.2007.256943
https://doi.org/10.17705/1CAIS.04011
https://doi.org/10.1080/17517575.2016.1179347
https://doi.org/10.1016/j.jom.2007.03.001
https://doi.org/10.1016/j.jom.2007.03.001
https://doi.org/10.2307/249410
https://doi.org/10.2307/249410
https://doi.org/10.1145/1060710.1060742
https://doi.org/10.2307/249129
https://doi.org/10.1057/jit.2015.23
https://doi.org/10.1109/TEM.2004.830862
https://doi.org/10.1109/TEM.2004.830862
https://www.proquest.com/docview/199883683?pq-origsite=gscholar%26fromopenview=true
https://www.proquest.com/docview/199883683?pq-origsite=gscholar%26fromopenview=true


Markus, M. L., & Tanis, C. (2000). The enterprise systems experience-from adoption to success. 
In In Robert W. Zmud (Ed.), FRAMING THE DOMAINS OF IT MANAGEMENT: 
Projecting the Future. Through the Past. Pinnaflex Educational Resources, Inc. ISBN: 978- 
1893673069.

Ng, C. S. P., Gable, G., & Chan, T. (2003). An ERP maintenance model (Ed.),^. (Eds.). 
Proceedings of the 36th Annual Hawaii International Conference on System Sciences, Big 
Island, HI, USA.

Osnes, K. B., Olsen, J. R., Vassilakopoulou, P., & Hustad, E. (2018). ERP systems in multi
national enterprises: A literature review of post-implementation challenges. Procedia 
Computer Science, 138, 541–548. https://doi.org/10.1016/j.procs.2018.10.074 

Pan, G., Hackney, R., & Pan, S. L. (2008). Information Systems implementation failure: Insights 
from prism. International Journal of Information Management, 28(4), 259–269. https://doi. 
org/10.1016/j.ijinfomgt.2007.07.001 

Parthasarathy, S., & Sharma, S. (2016a). Efficiency analysis of ERP packages—A customization 
perspective. Computers in Industry, 82, 19–27. https://doi.org/10.1016/j.compind.2016.05.004 

Parthasarathy, S., & Sharma, S. (2016b). Impact of customization over software quality in ERP 
projects: An empirical study. Software Quality Journal, 25(2), 581–598. https://doi.org/10. 
1007/s11219-016-9314-x 

Rashvanlouei, K. Y., Thome, R., & Yazdani, K. (2015). Functional and technological evolution of 
enterprise systems: An overview (Ed.),^. (Eds.). 2015 IEEE International Conference on 
Industrial Engineering and Engineering Management (IEEM), Singapore, 2015, December 6-9.

Remus, U. (2006). Critical success factors of implementing enterprise portals. (Ed.),^(Eds.). 
Hawaii International Conference On System Sciences, Kauai, HI, USA.

Ross, J. W. (1999). The ERP path to integration: Surviving vs. thriving. eAI Journal, 1(5), 58–63.
Rothenberger, M. A., & Srite, M. (2009). An Investigation of Customization in ERP System 

Implementations. IEEE Transactions on Engineering Management, 56(4), 663–676. https:// 
doi.org/10.1109/TEM.2009.2028319 

Scheer, A.-W., & Habermann, F. (2000). Enterprise resource planning: Making ERP a success. 
Communications of the ACM, 43(4), 57–61. https://doi.org/10.1145/332051.332073 

Schoemaker, P. J., & Amit, R. (1993). Investment in strategic assets: Industry and firm-level 
perspectives. SEI Center for Advanced Studies in Management.

Sebastian, I. M., Ross, J. W., Beath, C., Mocker, M., Moloney, K. G., & Fonstad, N. O. (2020). 
How big old companies navigate digital transformation (Strategic information management. 
Routledge.

Shang, S., & Seddon, P. B. (2002). Assessing and managing the benefits of enterprise systems: 
The business manager’s perspective. Information Systems Journal, 12(4), 271–299. https:// 
doi.org/10.1046/j.1365-2575.2002.00132.x 

Sheu, C., Yen, H. R., & Krumwiede, D. (2010). The effect of national differences on multi
national ERP implementation: An exploratory study. Total Quality Management & Business 
Excellence, 14(6), 641–657. https://doi.org/10.1080/1478336032000053807 

Singh, C., & Pekkola, S. (2021). Packaged enterprise system customization–a systematic 
literature review (Ed.),^. (Eds.). Proceedings of the 54th Hawaii International Conference 
on System Sciences, Kauai, HI, USA.

Sinha, A., Lahiri, R., Chowdhury, S., Chowdhury, S., & Song, Y. (2007). Complete it solution 
for enterprise asset management (EAM) in Indian power Utility business (Ed.),^. (Eds.). 
42nd International Universities Power Engineering Conference, Brighton, UK, 2007, 
September 4-6. IEEE.

Smolander, K., Rossi, M., & Pekkola, S. (2017). Infrastructures, integration and architecting 
during and after digital transformation (Ed.),^. (Eds.). 2017 IEEE/ACM Joint 5th 
International Workshop on Software Engineering for Systems-of-Systems and 11th 

184 C. SINGH AND S. PEKKOLA

https://doi.org/10.1016/j.procs.2018.10.074
https://doi.org/10.1016/j.ijinfomgt.2007.07.001
https://doi.org/10.1016/j.ijinfomgt.2007.07.001
https://doi.org/10.1016/j.compind.2016.05.004
https://doi.org/10.1007/s11219-016-9314-x
https://doi.org/10.1007/s11219-016-9314-x
https://doi.org/10.1109/TEM.2009.2028319
https://doi.org/10.1109/TEM.2009.2028319
https://doi.org/10.1145/332051.332073
https://doi.org/10.1046/j.1365-2575.2002.00132.x
https://doi.org/10.1046/j.1365-2575.2002.00132.x
https://doi.org/10.1080/1478336032000053807


Workshop on Distributed Software Development, Software Ecosystems and Systems-of- 
Systems (JSOS), Buenos Aires, Argentina, 2017, May 23.

Soh, C., Kien, S. S., & Tay-Yap, J. (2000). Enterprise resource planning: Cultural fits and misfits: 
Is ERP a universal solution? Communications of the ACM, 43(4), 47–51. https://doi.org/10. 
1145/332051.332070 

Stewart, G. (2000). Organisational readiness for ERP implementation. Proceedings of the 2000 
Americas Conference on Information Systems: AMCIS 2000 : August 10-13, 2000, Long 
Beach, California. Paper 291.

Svejvig, P. (2011). A successful enterprise system re-implementation against all 
odds-a multisourcing case study. Journal of Information Technology Case & Application 
Research, 13(4), 3–31. https://doi.org/10.1080/15228053.2011.10856215 

Tsai, W.-H., Chen, S.-P., Hwang, E. T., & Hsu, J.-L. (2010). A study of the impact of business 
process on the ERP system effectiveness. International Journal of Business & Management, 5 
(9), 26. https://doi.org/10.5539/ijbm.v5n9p26 

Volkoff, O., Strong, D. M., & Elmes, M. B. (2005). Understanding enterprise systems-enabled 
integration. European Journal of Information Systems, 14(2), 110–120. https://doi.org/10. 
1057/palgrave.ejis.3000528 

Walsham, G. (1995). Interpretive case studies in is research: Nature and method. European 
Journal of Information Systems, 4(2), 74–81. https://doi.org/10.1057/ejis.1995.9 

Walsham, G. (2006). Doing interpretive research. European Journal of Information Systems, 15 
(3), 320–330. https://doi.org/10.1057/palgrave.ejis.3000589 

Zastrocky, M., & Harris, M. (2008). Steady-state ERP costs for higher education.
Zhang, X. J. (2013). The evolution of management information systems: A literature review. 

Journal of Integrated Design and Process Science, 17(2), 59–88. https://doi.org/10.3233/jid- 
2013-0009

JOURNAL OF INFORMATION TECHNOLOGY CASE AND APPLICATION RESEARCH 185

https://doi.org/10.1145/332051.332070
https://doi.org/10.1145/332051.332070
https://doi.org/10.1080/15228053.2011.10856215
https://doi.org/10.5539/ijbm.v5n9p26
https://doi.org/10.1057/palgrave.ejis.3000528
https://doi.org/10.1057/palgrave.ejis.3000528
https://doi.org/10.1057/ejis.1995.9
https://doi.org/10.1057/palgrave.ejis.3000589
https://doi.org/10.3233/jid-2013-0009
https://doi.org/10.3233/jid-2013-0009


Appendix

Appendix: Interview questions

(1) What was the strategic objective behind implementing Maximo?
(2) Which is the most customized module in Maximo?
(3) What were the reasons that the system got customized according to you?
(4) Do you think there was a possibility to have a less customized system?
(5) Was the product customized more during the implementation phase or the operation 

phase?
(6) Did the project team (internal/external) have any influence on the level of customization?
(7) Did you carry out a product evaluation before finalizing Maximo?
(8) Did the project follow a particular budget and timeline?
(9) How was the overall project experience?
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