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Abstract—With the miniaturization of electronics, Global
Navigation Satellite Systems (GNSS) receivers are getting more
and more embedded into devices with harsh energy constraints.
This process has led to new signal processing challenges due to
the limited processing power on battery-operated devices and to
challenging wireless environments, such as deep urban canyons,
tunnels and bridges, forest canopies, increased jamming and
spoofing. The latter is typically tackled via new GNSS constel-
lations and modernization of the GNSS signals. However, the
increase in signal complexity leads to higher computation require-
ments to recover the signals; thus, the trade-off between precision
and energy should be evaluated for each application. This paper
dives into low-power GNSS, focusing on the energy consumption
of satellite-based positioning receivers used in battery-operated
consumer devices and Internet of Things (IoT) sensors. We briefly
overview the GNSS basics and the differences between legacy and
modernized signals. Factors dominating the energy consumption
of GNSS receivers are then reviewed, with special attention given
to the complexity of the processing algorithms. Onboard and
offloaded (Cloud/Edge) processing strategies are explored and
compared. Finally, we highlight the current challenges of today’s
research in low-power GNSS.

Index Terms—Global navigation satellite system, global posi-
tioning system, low-power electronics, digital signal processing,
approximate computing.

I. INTRODUCTION

SATELLITE positioning applications have changed greatly
over the last 30 years. Once mostly used for military,

research, or surveying purposes, their democratization has led
to the integration in almost every modern embedded device,
for both positioning and timing purposes. The evident rea-
son is the miniaturization of electronics, which was pushing
towards cost, size, and power consumption reductions, thus,
new usages of receivers have emerged, followed by new
challenges.

Embedded receivers are bound to be used in more challeng-
ing environments, with interference, multipath and/or partial
sky-view. Jamming and spoofing, once only applicable to mil-
itary scenarios, are now reaching the general public [1], [2],
with possible substantial consequences on crucial applications,
e.g., automated driving [3]. Consequently, additional resources
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are needed to be spent to counter interference and still provide
a positioning solution in line with the application require-
ments. Figure 1 illustrates the challenges linked to the new
GNSS usages with low-power constraints. In this scenario, the
devices are placed in an urban canyon environment, which typ-
ically implies multipath propagation. Possible intentional (e.g.,
jamming) and non-intentional (e.g., Radio Detection and
Ranging (RADAR)) interference sources might be found in
such environment. Users can be multiple: a pedestrian with a
connected wearable requiring positioning capacities or a deliv-
ery vehicle with geo-tagged packages and possible automated
driving capacities.

All these use cases, while placed in the same signal environ-
ment, have different constraints in terms of receiver hardware
and targeted precision of location. Both need to be designed
conjointly, yet assessing these constraints quantitatively for
a perfect optimization is not trivial. Moreover, the questions
of multi-frequency reception, multi-constellation capabilities,
access to assisted data, or best algorithms for the application
case might not have straightforward answers.

Power consumption has been a challenge for electronics
from the very beginning of the computer age [4]. Nowadays,
embedded devices with finite energy resources push back the
requirements on energy consumption even further. The grow-
ing interest in the Internet of Things (IoT) is leading to a
never-ending increase in their numbers, and it is predicted
that by 2024 more than 20 billion of all the connected devices
will be related to IoT [5]. They include a variety of sensors
onboard but only have access to limited energy resources.
In the case of GNSS, it is known to be one of the most
power-consuming sensors in embedded devices [6]. Research
in energy-constrained platforms is referred to as “low-power
GNSS”. The key difference with “traditional” GNSS is the
attention given to energy consumption to compute a position.
The range of applications for GNSS receivers are various (e.g.,
positioning, timing, monitoring) and interests might be given
on different performance indicators (e.g., integrity, reliability,
rapidity, accuracy). Thus, energy efficiency might not be part
of the parameter set to optimise. Yet, in energy-constrained
platforms, it will impact the battery life and consequently
the device operations and should be put at the centre of the
developments.

In this paper, we focus on understanding the origins of
power consumption in GNSS receivers. We hypothesise that
algorithm complexity is a driving factor in the energy budget,
especially in the early stages of the processing chain such as the
Digital Signal Processing (DSP). Improvements in hardware
technology should lead to a decrease in energy consumption,
as seen in the last decade of research in this area [7], [8],
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Fig. 1. Examples of low-power GNSS scenarios and their challenges. Necessary accuracies (1 versus 10 m in our examples) are application-dependent.

TABLE I
SUMMARY OF REVIEWED SURVEYS ON TRACKING TECHNIQUES AND GNSS RECEIVERS ENERGY CONSUMPTION

[9], [10]. While both hardware and software design will drive
energy consumption, our review focuses on the software side.

II. RELATED WORK AND OPEN RESEARCH QUESTIONS

Several surveys on GNSS algorithms have presented sum-
maries for GNSS signal processing techniques. In [11], [12],
algorithms for modern signal processing were classified and
compared over their performances. Studies defining the causes
of power consumption are, however, quite scarce. In [13], the
author reviewed several factors that might influence power
consumption, e.g., sampling rate, quantization, number of
tracked satellites, etc. Yet, the research focuses on duty cycling
for tracking, and the study of power consumption factors was
mainly limited to this angle.

In a recent white paper [14], factors influencing power con-
sumption by a GNSS receiver were listed, primarily focusing
on the user requirements. Various solutions to address the
rising questions were proposed, but no details on the data,

processing and results cited were provided. Nevertheless, the
paper introduced the concept of offloaded processing, where a
part of the processing is performed by a remote server. Such
infrastructure is quite novel, as traditionally all processing is
performed onboard the receiver. Yet, the solution is claimed
to be more energy efficient for specific applications that only
require a few positions per day than for applications requiring
continuous or frequent positions.

In [15] the power consumption of different GNSS processes
was reviewed, by measuring it on a Field-Programmable Gate
Array (FPGA) board. Unfortunately, many details on the algo-
rithms and data used for each process were lacking in the paper
to understand the results comprehensively. A clear highlight
of the study was that most of the energy was consumed by
the DSP side of the algorithms (i.e., acquisition and track-
ing of the signals). A summary of the surveys reviewed is
given in Table I.

In this survey, we approach the problem of reducing the
energy consumption of a GNSS receiver. The first step is to
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Fig. 2. Overview of the paper’s sections.

identify what influence the energy consumption of a receiver
and the driving factors (Q1). Since the scope of our review
is on the software side, the main objective is to find the
processing algorithms requiring the smallest computational
complexity, to reduce energy consumption. Based on [15],
the DSP algorithms are of prime interest, as they seem to
account for most of the energy budget. Thus, a review of the
acquisition and tracking algorithms should be performed to
highlight the most efficient ones (Q2). Additionally, the impact
of the GNSS signal modernization and increased complexity
should be also taken into account (Q3). Finally, the grow-
ing interest in offloaded architecture makes it quite interesting
as another processing approach. This architecture should be
reviewed and compared against traditional onboard process-
ing (Q4). Our four research questions can be summarized
below:

Q1 What are the factors driving energy consumption in a
GNSS receiver?

Q2 What are the lowest complexity algorithms for signal
acquisition and tracking?

Q3 What is the cost of tracking modernized GNSS signals?
Q4 How much more energy-efficient offloaded processing

is compared to onboard processing?
To the authors’ best knowledge, no comprehensive review

of the factors influencing the power and energy consump-
tion in GNSS receivers has been published before. This paper
assesses the current state-of-the-art research about low-power
GNSS positioning. We review the whole positioning chain,
focusing on algorithm complexity in the DSP side. As it is
often viewed as the highest complexity phase of the chain,
it can be assumed to be responsible for the highest energy
consumption [15].

Hardware selection also has a significant effect on power
consumption. Yet, the design of processing hardware is more
a consequence of other factors, such as algorithmic com-
plexity. Therefore, the rest of this study will not look into
optimizations at the hardware level but will focus instead
on the DSP to understand the consequences of algorithm
complexity on energy consumption. More specifically, we
focus on the research made over the last decade on low-
complexity methods for modern GNSS signal processing and
how they might impact energy consumption compared to
legacy signal acquisition. Most of the papers reviewed have
been retrieved from searches in several databases (i.e., Scopus,
Google Scholar, and Andor) and filtered under the terms “low
energy/complexity/consumption”.

First, we start with several tutorial sections, to provide an
overview of what is GNSS. In Section III, we review the basics
of GNSS and positioning. In Section IV, we describe the struc-
ture of GNSS signals. In Section V, we introduce the major
differences between legacy and modernized signals. Secondly,
we seek answers to our four research questions and continue
with the survey sections. In Section VI, we provide a review
of the factors that influence energy consumption in a GNSS
receiver (Q1). In Section VII, we review the processing chain
of the onboard processing architecture while listing several
algorithms, detailing their complexity and limits (Q2 and Q3).
In Section VIII, the processing chain of the offloaded archi-
tecture is also reviewed, along with the state-of-the-art status
and pending research questions (Q4). Finally, in Section IX,
we review the lessons learned throughout the survey sec-
tions, in an attempt to find solutions to our research questions
(Q1-Q4). We highlight the current limitations in the state-of-
the-art research of low-power GNSS and identify the open
challenges. Figure 2 proposes an overview of the paper’s
sections and links to the research questions.

III. WHAT IS GNSS?

GNSS stands for all the space-borne positioning systems
disseminating radio signals to be used globally for positioning
or timing purposes. Once dominated by the two legacy systems
GPS (USA) and GLONASS (Russia), new constellations have
risen over the last two decades. This gave rise to the term
“GNSS”, which accounts for all the constellations.

A. Historical Outlook

While the name “GPS” has been used for quite some time,
today it might mislead the general public about what it rep-
resents. The Global Positioning System (GPS) was the first
satellite positioning system based on the principle of Time of
Arrival (TOA). It is constructed and maintained by the USA,
its first satellite was launched in 1978, replacing an older
satellite positioning system called “TRANSIT”. Shortly after,
GLONASS was created by the former USSR and today handled
by Russia, its first satellite was launched in 1984. For a while,
these two constellations rule the satellite positioning world.

Because of the military and economical advantages that
GNSS represent today, several countries have decided to develop
their positioning systems. Four global constellations are present
over the world: GPS, GLONASS, Galileo from the European
Union (EU) and BeiDou from China. These last two systems
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have been under development for the past two decades and
only recently achieved Full Operational Capacity (FOC).

While having all these systems might be redundant for the
general public user, it provides many advantages. Besides the
enhanced precision and functionalities offered by the mod-
ernized signals on the new constellations (see Section V),
the increasing number of in-orbit satellites already provides
enhanced accuracy. Most GNSS chips available to public
devices (e.g., smartphones) not only receive GPS signals
but signals from all the GNSS constellations, for increased
visibility, measurement redundancy and positioning reliability.

B. Basics of Navigation

While they differ in their implementations, all the GNSS
systems are built around the same positioning principle: trilat-
eration. Let us define a user with unknown coordinates and
references with known coordinates. By providing several range
measurements (i.e., at least three for a 3D position) between the
user and the references it is possible to compute the position
of the user, by using the principle of trilateration. It has been
used for centuries by land surveyors and navigators to find
their positions. While there exist other positioning principles
(e.g., triangulation), trilateration is of interest here because it
is the principle used for satellite positioning. Reference points
are replaced by satellites with known orbits and coordinates,
and range measurements are retrieved using radio signals.

Conceptually, a GNSS spacecraft can be simplified to a very
precise clock orbiting the Earth and regularly sending its cur-
rent time within a radio signal. A receiver on Earth will receive
this signal with a delay relative to the speed of light and the
time it takes to travel the several thousand kilometres sepa-
rating the satellite and the receiver. By decoding the time of
transmission, comparing it to the time of reception and multi-
plying their difference by the speed of light, the receiver can
reconstruct the range between the satellite and the receiver.
This technique is called Time of Arrival (TOA).

Several ranges from different satellites need to be con-
structed by the receiver to compute a position using the
principle of trilateration [16]. In satellite positioning, these
range measurements are called pseudoranges. Contrary to the
previous example of trilateration, which required only three
ranging measurements, the satellite case requires a minimum
of four, to account for the ambiguity in time synchronic-
ity between the satellites and receiver clocks. The interested
reader can find more details of this principle in [16].

IV. EXPLORING THE GNSS SIGNAL STRUCTURE

For a typical user, the sole purpose of GNSS satellites
is to transmit their current clock and position state within
a radio signal. Similar to a typical communication system,
the GNSS signal is composed of a signal carrier, and a mes-
sage modulated onto this carrier using a modulation process.
In this section, we introduce the structure of the GNSS sig-
nals and their more recent modernization concepts. We will
limit the definitions only to the basic notions of GNSS sig-
nals and the necessary terms needed to understand this paper.
The interested reader is invited to review these references for
a more comprehensive review [16], [17], [18].

Almost all systems today use Code Division Multiple
Access (CDMA) to share the frequency spectrum with all
the satellites. The only exception is GLONASS, which uses
Frequency Division Multiple Access (FDMA) to divide the
spectrum amongst its fleet. As CDMA is used by more con-
stellations and is easier to accommodate with the multiple
constellations compared to FDMA, we will focus on the for-
mer, explaining its concept and focus on its impact on the
signal structure. Note however that the Russian space agency
ROSCOSMOS has announced new modernized signals with
CDMA channels on its new class of satellite K1/K2/KM [19],
and the launch of such satellites and signals was announced for
the 2020s. Yet, no ICD describing these new signals has been
made publicly available, thus excluding them from this review.

To help with the review of the signal structure, we pro-
vide a summary in Table II that will be used throughout
the sections of this paper. The table provides details on the
properties of all the open signals from GPS, Galileo and
BeiDou, which are of interest for this survey. It is based on
the tables published by [20], [21] and the ICD of the constel-
lations [22], [23], [24]. It summarizes the encoding scheme
used, to enable an understanding of the differences between
systems. The table only includes signals accessible by non-
governmental agencies, usually referred to as Open Service
(OS) and Commercial Service (CS). All constellations also
include military signals under various names (e.g., M/P codes
for GPS, Public Regulated Service (PRS) for Galileo), but they
fall outside the scope of this review.

In this paper, we sometimes refer to signals as legacy or
modern. However, their exact differentiation might be unclear
in GNSS literature. We define legacy signals as the original
GPS signals (i.e., L1 C/A, L1P and L2P), with a “sim-
ple” signal structure. We define modern signals as the ones
transmitted by the newer generation of GNSS satellites, like
Galileo, BeiDou or GPS 2nd/3rd generation, as they have a
more complex signal structure with specific functionalities (see
Section V). In this section, we will use the example of the
legacy GPS L1 C/A signal, the most widely used signal in
GNSS, for illustrating purposes.

We start with the case of the legacy signal. A typical
legacy GNSS signal is often represented as composed of
three components [16], [18]:

• a signal carrier, used to propagate the message over the
dedicated frequency;

• a ranging code, used to identify the satellite and to
compute the range measurement. It can also be called
spreading, primary or Pseudo Random Noise (PRN) code;

• a navigation message, containing the necessary
information to compute a position (transmission time,
orbits, etc.)

The code and navigation message are imprinted onto the
carrier using a specific modulation process, described in the
following sections.

A. Signal Carrier

GNSS satellites transmit their radio signals over several
dedicated frequency bands. Historically, satellite positioning
systems have used the L-band (i.e., 1-2 GHz) frequencies
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TABLE II
SUMMARY TABLES OF GNSS SIGNAL CHARACTERISTICS (OPEN/COMMERCIAL SERVICES ONLY). GPS RECEIVED POWER

VALUES ARE BASED ON BLOCK III SATELLITES. DNF STANDS FOR DATA NOT FOUND. DETAILS ABOUT THE NAVIGATION

MESSAGE DATA TYPES CAN BE FOUND DIRECTLY IN THEIR RESPECTIVE ICD [22], [23], [24]

for carrier signals, thanks to their great propagation proper-
ties through the atmosphere [25]. The first ones transmitted
were L1 (1575.42 MHz) and L2 (1227.60 MHz). With the new

generation of satellites, additional frequencies have emerged:
L5 (1176.0 MHz) and L6 (1278.75). The different GNSS sig-
nals are distributed across these bands, depending on their
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usage and properties. As L1 is the legacy frequency, many sig-
nals co-exist on this band to be received by mono-frequency
antennas. The L5 frequency has been part of the recent mod-
ernization of the GNSS system and is especially adapted for
aviation purposes [26]. Multi-frequency reception allows many
positioning advantages, the most crucial being ionospheric
mitigation. However, it is outside the scope of this paper and
the interested reader can review the book [16].

B. Code

Codes are also often referred to as ranging codes in litera-
ture. Indeed, their primary purpose is the computation of the
range measurement from satellite to receiver. But as they also
serve additional purposes within the system, they can also be
named Pseudo Random Noise (PRN) codes, spreading code
or primary code, depending on the context. All these names
refer to the same code in the GNSS signal structure.

All constellations (except GLONASS) use a spectrum-
sharing technique called CDMA. This allows all the satellites
to transmit on the exactly same frequency without their signals
interfering with each other. Its main benefit is the simpli-
fied antenna design, which can be optimized for one central
frequency.

Each satellite is given a specific code, often referred to as
the PRN code. This code can be seen as the “fingerprint”
of the satellite within the signal. These “apparently random”
codes are used for their correlation properties and their Auto-
Correlation Function (ACF). The auto-correlation of a random
code will result in a single high peak when the two codes are
aligned, a well-known triangular ACF. Originally, GPS PRN
codes are based on Gold code principles [18], known for their
small cross-correlation properties similar to a randomly gener-
ated code. Yet the generation of such codes is systematic and
allows replicas to be easily re-generated within the receiver
without the need to save them in memory. In their final form,
PRN codes are binary strings of various lengths, depending on
the signal definition. While these strings are actually “bits”,
a bit from the code is usually referred to as a “chip”, to
avoid confusion with the bits from the navigation message.
In Table II, the code length for each signal is reported in their
“Primary code” row. The distinction between primary and sec-
ondary codes will be detailed in Section V-B, as it related to
modern GNSS signals.

The code can also be referred to as the spreading code,
being used to spread the energy of the signal over a larger part
of the frequency spectrum. This is done by alternating the code
at a high frequency (i.e., MHz level). A wider bandwidth helps
with interference mitigation, making the system less prone
to intentional or non-intentional jamming. For example, the
GPS L1 C/A uses a code frequency of 1.023 MChips, i.e.,
1023 code bits per millisecond. This frequency is thus often
taken as a reference for the definition of other signals.

C. Navigation Message

The navigation message, also known as the data compo-
nent of the signal, contains all the necessary information to

compute a position. The main information are: the transmis-
sion time, also known as the Time of Week (TOW); the orbits
of the satellite (i.e., satellite ephemeris); corrections on the
satellite’s clock; atmospheric corrections, etc. The protocol for
the message structure is different for each constellation and is
described in detail in their respective ICD [22], [23], [24].

The data component is transmitted at a low rate, due to
the long transmission distance that might induce errors dur-
ing its reception. Legacy signals such as the GPS L1 C/A
use a rate of 50 bits per second, while modern signals with
higher code rates and enhanced error checks have an increased
transmission rate (see Section V).

D. Modulation

Once the code and the data components are prepared, they
are assembled and modulated on top of the carrier. In GNSS
signals, the most common modulation used is the Binary Phase
Shift Keying (BPSK) modulation. BPSK is the simplest form
of Phase Shift Keying (PSK) modulations and the original
modulation used for all legacy signals. Data bits are symbol-
ized in the signal by a 180◦ phase inversion in the signal
carrier [18], as seen in Figure 3. When the BPSK modulation
is used in combination with the spreading (i.e., PRN) code, the
resulting signal is called a Direct Sequence Spread Spectrum
(DSSS) [18]. Among its many properties, such a signal has
most of its energy in a single main lobe centred on its carrier
frequency. An example of the Power Spectral Density (PSD)
of a BPSK modulated signal can be found in Figure 4.

E. Transmission and Signal Recovery

Once the code and the data have been modulated on the car-
rier, the resulting signal is transmitted by the satellite. GNSS
signals arriving on Earth have a very faint power, as they were
transmitted over more than 20 000 km from satellite to the
surface of Earth. In fact, the received signal is way below the
ambient noise floor, approaching -160 dBW. The signal recov-
ery is possible thanks to the PRN code, as it is a recognizable
structure within the noise.

Depending on the signal quality, receiver architecture, and
current state, a typical receiver might need several seconds
up to several tens of seconds to provide a first position fix.
The time taken for the first fix is called the Time To First
Fix (TTFF). It is an important comparison metric between
receivers (see Section VI).

We do not review the processes needed for successful recov-
ery of the GNSS signal by a receiver, as this will be further
detailed in Section VII.

V. MODERNIZATION OF THE GNSS SIGNALS

Modernization of GPS signals has been ongoing since the
beginning of the satellite positioning era. Today, GPS has
reached its 3rd generation (block III); the first satellite of
it launched in December 2018, with currently six in orbit.
BeiDou and Galileo have been under preparation for more
than two decades. BeiDou reached its fleet completion in June
2020 [27], with currently 44 operational satellites. Galileo
reached Full Operational Capacity in December 2021 [28] and
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Fig. 3. Structure of legacy BPSK and modern BOC signals.

currently has 23 operational satellites. Every GNSS constella-
tion transmits modern GNSS signals, which use more complex
modulation schemes compared to the legacy GPS signals.
They come with several benefits: better inter-system cross-
correlation and increased resistance to signal interference, but
also their own set of challenges. A higher sampling rate and
more complex algorithms are required to receive these signals,
leading to an increase in computation complexity [21]. Signal
modernization and its consequences on acquisition/tracking
complexity are among the most researched topics over the
last decades (see Section VII).

The number of open signals available has increased signifi-
cantly over the last decade and can be found in Table II. Some
signals (i.e., GPS L1C and Galileo E6) are still under exper-
imental usage only, thus flagged as unhealthy and carrying a
dummy message. Their operation capacity is planned for the
coming years. This signal diversity implies a revision of the
standard low-power GPS receiver with L1 C/A capacity only,
as these signals have been designed to answer the evolved
needs of the users.

In this section, we review the features of the modern sig-
nals compared to the legacy structure explained in Section IV.
We highlight the improvement in the signal properties while
pointing out the increase in the computational complexity of
the tracking algorithms. The detailed properties of the modern
signals can be found in Table II.

A. New Modulation

Early in 2000s, the number of planned GNSS constella-
tions rose, as well as the need for improved GNSS signals.
As an answer, the Binary Offset Carrier (BOC) modulation
was created by [29], specifically designed for GNSS systems
interoperability. This modulation applies a sub-carrier in the
form of a sine/cosine wave on top of the usual carrier. The
frequency of this wave is a multiple of the reference frequency
1.023 MHz. This is represented in the Figure 3. The effect
on the spectrum is the separation of the main lobe into side

Fig. 4. Comparison of BPSK and BOC(1,1) signals.

lobes located around the carrier frequency. Consequently, the
Auto-Correlation Function (ACF) of a BOC modulated signal
is different from BPSK, creating a sharper central peak and
additional side peaks, smaller in magnitude.

The code frequency can be multiplied to increase the spread-
ing further. The notation BOC(n, m) provides information on
these multiples: n represents the sub-carrier frequency multiple
and m the code frequency multiple. For example, the BOC(1,1)
modulation applies a sub-carrier of 1 · 1.023 MHz, creating
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two side lobes centred on ±1.023 MHz, while the spreading
of each lobe is left unchanged (i.e., 2.046 MHz). Figure 4 rep-
resent the effect of BPSK and BOC modulations on the signal,
with the example of BOC(1,1). The BOC(1,1) modulation is
used for L1C and the conception of the B1C signal. More
“exotic” combinations are possible, like the BOC(6,1,1/11)
modulation used for the E1 signals, where two signals in
BOC(1,1) and BOC(6,1) are generated and mixed. Details of
each signal modulation are given in Table II. The interested
reader can read these references for a more comprehensive
review of the BOC modulation [18], [30].

There are two main advantages with BOC modulated sig-
nals: (1) the signal is spread over a larger spectrum, therefore
rendering it less prone to interference; (2) a sharper ACF,
leading to better performance in tracking (i.e., more precise
measurements) and resilience to multipath [30].

B. Additional Channels and Codes

Many modernized signals are divided into two channels:
one containing the navigation data (i.e., data channel) and one
data-less, containing only the PRN code (i.e., pilot channel).
These channels could be either multiplexed (e.g., L2C, E1,
B1C) or in quadrature, with the data in-phase and the pilot in
quadrature-phase, rotated 90◦ (e.g., L1C, L5, E5a/b, B1I, etc.).
Dataless channels are interesting for acquisition and tracking
procedures, as they allow longer integration and easier tracking
without the risk of a data bit change.

Pilot channels also contain a secondary code, also known
as tiered code, on top of the usual PRN code. These codes
are designed for better cross-correlation properties and to help
with the data bit synchronization [30]. Consequently, in mod-
ernized signals, the PRN codes are renamed primary codes.

All the modernized signals target longer primary code.
Longer codes allow again better cross-correlation properties
and resistance to multipath, which are both of interest for chal-
lenging environments [30]. Moreover, some signals transmit
their navigation messages with an increased bit rate, thanks to
advanced techniques such as Cyclic Redundancy Check (CRC)
and Forward Error Correction (FEC) [30].

C. New Services

With the evolving needs of satellite positioning, new gen-
erations propose additional services in response. Given our
scope on low power, two services are of particular interest:
(1) anti-spoofing protection; (2) improved accuracy.

1) Anti-Spoofing Protection: Jamming and spoofing of
GNSS signals are other challenges related to the wireless
environment. Although they do not directly increase energy
consumption, they will delay or even prevent positioning. Both
of these techniques refer to the act of a nearby transmitter.
A jammer sends a high-power waveform on the appropriate
frequency, while a spoofer sends a signal with similar char-
acteristics as the satellite signals but with false information
inside [31]. While such techniques were first reserved for mil-
itary applications, their use by the general public for individual
applications has been growing. Today a simple jammer can
be bought for 15$ on the Internet [31]. The conception of

a jammer is straightforward and has existed since the start
of the GPS era. A spoofer requires more sophistication to
fool a receiver. Yet, recent studies [2], [32] have shown that
Do-It-Yourself projects can easily be implemented at a low
cost (< 500$) to create a basic spoofing device. With the ever-
growing usage of satellite positioning in sensitive applications
and easy access to spoofing hardware, the fight against these
attacks is getting closer to the civilian world and needs to be
considered for the new generations of receivers.

While jamming is easy to spot in signals, it is harder to
detect a spoofed signal as it is constructed to mimic a real
satellite signal and fool the receiver. Both GPS and Galileo
have included anti-spoofing techniques within their modern-
ized signals. For GPS, this service is called Chip-Message
Robust Authentication (CHIMERA) and consists of both
Navigation Message Authentication (NMA) and Spreading
Code Authentication (SCA) techniques. For Galileo, these
two authentications are separated into two services: respec-
tively, the Open Service Navigation Message Authentication
(OSNMA) located in the I/NAV message from E1 (E1-B), and
the Commercial Authentication Service (CAS) located on the
E6 pilot component (E6-C). Reference [33] have shown the
benefits of using both CHIMERA and OSNMA conjointly for
spoofing protection.

Given the vast number of critical applications relying on the
GNSS signals today, the new services are aimed to improve
positioning safety and reliability.

2) Improved Accuracy Services: Galileo will also offer the
High Accuracy Service (HAS) located in the C/NAV message
from E6 (E6-B). This service aims to enable real-time Precise
Point Positioning (PPP) by providing additional corrections to
the user (e.g., precise satellite ephemeris and clock modelling).
Using this information, the receiver can compute a position
with an accuracy of 20 cm (95%) horizontal / 40 cm (95%)
vertical in less than 300 s. The Initial Service phase should
start to be declared through 2022, with a Full Service phase
by 2024 [34]. Yet to achieve this accuracy, almost continu-
ous decoding of the navigation message will be required, as
corrections are valid only for a short time (e.g., 10s for satel-
lite clock corrections). Its applicability for low-power systems
and challenging environments will need to be further reviewed.
Note that a similar service should be provided by the BeiDou
constellation over the B3 signal, yet no details of the service
could be found.

D. Increase in Signal Complexity

All the new functionalities cited in the last sections come
with one major cost: a larger frequency bandwidth that requires
an increased sampling rate to be recovered. Compared with
the GPS L1 C/A, the GPS L1C requires four times more
bandwidth, whereas the GPS L5 requires 10 times more. It
is an important drawback to consider for the design of low-
power receivers, as sampling frequency substantially impacts
the operations and memory requirements. Additionally, fea-
tures like secondary codes and longer primary codes also lead
to an increase in algorithm complexity, further reviewed in
Section VII.
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The BOC modulation also leads to an increase in the algo-
rithm complexity. The side peaks, located around the narrow
central peak, create an ambiguity during the signal processing
phases. Algorithms originally designed for legacy signals have
difficulties differentiating the main peak from the side peaks.
Locking onto one of these side peaks will lead to a signifi-
cant bias in the measurements and the receiver position. While
the sharpness of the central peak enables a great increase
in measurement precision, modern algorithms must overcome
this ambiguity. The solutions to this issue and the consequent
increase in complexity will be detailed in Section VII.

Nevertheless, we have seen that modern signals offer numer-
ous advantages over the legacy L1 C/A signal. While the
complexity of decoding modernized signals is set to be greater
than GPS L1 C/A, the impact on the energy budget should be
reviewed and compared against the improvement in terms of
precision/accuracy, positioning reliability, etc.

The basics of GNSS have been presented in this section,
along with the definition of modern GNSS signals. They offer
higher performances in response to the new challenges of
their modern usage and additional functionalities compared to
legacy GPS signals. However, this comes with an extra price
in computational complexity to track them, which is expected
to lead to higher energy requirements.

VI. ENERGY CONSUMPTION IN GNSS RECEIVERS

As GNSS receivers get more and more integrated into
embedded devices, “low-power GNSS” has become a grow-
ing field of interest over the last decade. Understanding what
dictates the energy consumption of such a sensor is important
for devices with limited energy resources (e.g., IoT).

A. Power, Energy and Complexity

Before diving into the energy consumption of a GNSS
receiver, it seemed necessary to recall the difference between
power and energy consumption, as they are key concepts
in this analysis and are often misused in literature by non-
electronic experts. Additionally, we take the opportunity here
to explain our assumptions on energy consumption and algo-
rithmic complexity, as our review will focus on the software
side of GNSS receivers.

1) Power Versus Energy Consumption: The implementa-
tion of GNSS receivers for embedded devices is usually marked
as “low-power”, yet these words fail to represent the ideas
behind such an implementation. Electrical power is a rate unit
and defines the amount of electrical energy consumed over time.
It is usually expressed in Watt, corresponding to one Joule per
second. Energy consumption, defined in Joule, is therefore the
power consumption integrated over a certain time.

As the limiting factor in an embedded device today is
the finite amount of energy available onboard, the differ-
ence is fundamental. Comparing the energy consumption of
two processes requires that both the power consumption and
the processing time are defined. Consider the example of
a high-power consuming process and a low-power process.
Estimating which process will consume more energy also

requires knowing how long it takes to perform the process-
ing. Thus, a high-power-consuming process might consume
less energy than a low-power process, depending on the
time the process has to run. This will be of interest during
the presentation of the acquisition and tracking processes in
Section VII.

Given that we aim to reduce the amount of energy con-
sumed, as it is directly related to the battery draining on mobile
battery-operated devices, both the power and time factors
should be reviewed to minimize the final energy consumption.

2) Relating Energy-Consumption and Algorithm
Complexity: According to the trend of the last decades,
hardware technology is meant to continue evolving, leading
to an overall energy reduction in newer implementations.
However, the complexity of an algorithm is not bound to
hardware technology and can be viewed as a metric common
to any processing, as well as another angle to continue
improving processing efficiency. Studies in computer science
focusing on software benchmarking use complexity analysis
to classify an algorithm’s efficiency [35], [36]. Similarly to
our review of power and energy, would an algorithm running
twice as fast (in time complexity domain) than another
algorithm have a lower energy consumption when compared
over the same hardware technology?

The energy consumption is not only influenced by how long
an algorithm will run, but also by the type and number of arith-
metic operations, the amount of memory needed, etc. Thus
providing additional complexity metrics is important to com-
plement the algorithm analysis on a theoretical level. The most
used ones are time and space complexity, respectively the num-
ber of elementary operations or “steps” and memory used by
an algorithm [37]. Other complexity metrics can sometimes
be found in papers, such as arithmetic complexity (number of
basic operations such as addition/multiplication/etc.) and bit
complexity (number of bit operations needed).

B. Low-Power GNSS

Today GNSS receivers are derived into a large variety of
chipsets. Those designed for low-power devices are referred
to as “low-power GNSS”. They come with fewer function-
alities and reduced precision compared to the high-precision
receiver, in exchange for significant power consumption reduc-
tion. Comparing power consumption from different receivers,
it is clear they are not meant for the same range of applications.
Several examples of GNSS receiver chipsets are provided in
Table III, along with their application, capacities and power
consumption. Large differences in power consumption can be
seen depending on the receiver, showing that the power con-
sumption of GNSS receivers is essentially related to the user
requirements. They will be dictating the hardware, the number
of tracking channels, receiver frequencies, and constellations
embedded in the receiver, which will drive the device’s power
consumption.

To better review these numbers, we derived the theoreti-
cal energy consumption depending on the receiver state. Cold
start is defined when the receiver has no information of his
current state. This is usually the case when the receiver has
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TABLE III
EXAMPLES OF GNSS RECEIVER CHIPSETS AND THEIR NOMINAL POWER CONSUMPTION (G: GPS, R: GLONASS, E: GALILEO, C:BEIDOU)

been offline for a prolonged duration (e.g., several months).
The receiver needs to recover the navigation message within
the signals, increasing the TTFF. Hot start is defined when the
receiver has already precise knowledge of its location and the
satellite ephemeris. Such starts happen when the receiver is
initiated with the navigation data recovered through an exter-
nal channel (e.g., radio or LTE) or just momentary switched
off (e.g., a few seconds). In this case, the receiver does not
need to recover the navigation message, reducing the TTFF.
As discussed in Section VI-A1, shorter TTFF should mean
reduced energy consumption.

The results are represented in Figure 5, based on the param-
eters from Table III. As no TTFF numbers could be retrieved
for the BCM4778 chip, we used 25s (cold start) and 2s
(hot start), based on median values from the other receivers.
As expected, receivers defined as low-power tend to outper-
form high-precision receivers in terms of energy consumption
by several orders of magnitude. Note that those numbers
are coarse approximations of the energy consumption, only
based on theoretical values provided by the manufacturers.
The actual energy numbers will vary as influenced by several
factors (see Section VI-C).

The diversity of applications also leads to new ways of
defining a GNSS receiver. Both public research and industry
have started looking into moving the processing away from the
GNSS receiver and performing the expensive computations on
a remote server (e.g., Cloud computing). However, while being
attractive and in line with the current processing strategies in
embedded electronics, this solution leads to several challenges
and might not be suitable for all applications. Onboard com-
puting and offloaded computing are reviewed respectively in
Sections VII and VIII.

C. A Multi-Factor Energy-Consumption Problem

Energy consumption in a GNSS receiver is a problem driven
by many factors. It has been present from the beginning of the
satellite positioning era but is often viewed as an unavoid-
able consequence of a GNSS design. While the need for
reduced energy consumption in embedded devices is rising,
few studies have looked into the factors that lead to high
energy consumption.

In [13] and [14], a review was performed and used to
draft a first picture of the energy consumption in a GNSS

Fig. 5. Theoretical energy required for a TTFF for a cold start (deep blue)
and hot start (light blue).

receiver. Three major factors were extracted: hardware com-
plexity, algorithm complexity, and activity time. Each of these
components is related to each other, and they are influenced
by four major causes: the hardware technology, the user’s
environment, the user’s requirements, and the external aiding.
Depending on the application, these causes will change, and
different receiver architectures should be considered. Figure 6
provides a diagram to represent this segmentation.

1) User Requirements: User requirements are the most
evident reason for an increase in power consumption. The
positioning precision/accuracy is often the driving factor, but
the TTFF, the position update frequency, or even the reli-
ability of the positioning might also be of interest. Those
requirements are application-specific and need to be tailored
for each case. They need to be transposed into a lower level
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Fig. 6. Factors driving the energy consumption of a GNSS receiver.

for a receiver implementation, such as the number of track-
ing channels, constellations/frequencies, and antenna design,
leading to hardware and software decisions. Consequently, the
overall energy budget will be influenced by their definition.
Therefore, establishing the test scenarios and assumptions is
mandatory for proper analysis and comparison when looking
at receiver performances.

2) Wireless Environment: The signal environment is a
major factor driving the consumption of a GNSS receiver. For
embedded and small-size devices, the effects from the envi-
ronment have an even larger impact on the positioning, as they
are more likely to be used in challenging conditions.

We define the environment as the physical and signal condi-
tions where a receiver might be placed. For example, taking the
case of a user in a city, its environment would be attributed to
an “urban canyon” case. The consequence of such an environ-
ment on the signals are possible SNR reductions, multipath,
interference, and physical blocking (e.g., buildings), with a
potential decrease in the receiver performance. Longer inte-
gration time to recover the signals and more challenging
tracking will undoubtedly lead to positioning precision reduc-
tion and longer TTFF. The consequences are not directly on
power but on energy consumption. Moreover, using a specific
interference-resistant algorithm would most probably increase
complexity and power consumption.

Additional challenges from a wireless environment are
the jamming and spoofing of GNSS signals, reviewed in
Section V-C of this paper.

3) External Aiding: External aiding refers to additional
components that can be set up along the GNSS chipset to pro-
vide further information about its environment, dynamics, the
current constellation status, etc. It can be from additional sen-
sors integrated alongside the receiver or communication links
for information exchange.

Assisted-GNSS is a type of external aiding, where the
GNSS receiver receives information via another commu-
nication link (e.g., terrestrial radio communication, mobile
network, etc.) to help with the acquisition of signals [43].

Provided with a priori knowledge, such as an approximate
position of the receiver or the almanac/ephemeris of the satel-
lites, a receiver can reduce its search space significantly,
leading to smaller TTFF and smaller energy consumption. It is
related to the application and the capacities of the embedded
devices, as it requires additional hardware besides the GNSS
chipset to receive these other signals. It is also necessary to be
in a connected environment, where reception of these assisting
data is possible.

Similarly, other sensors (inertial, camera, etc.) can also be
used to provide information about the receiver and help with
its positioning. In [13], the use of Inertial Measurement Unit
(IMU) for efficient duty cycling is reviewed along with the
possible benefits for the energy budget, showing the potential
of these additional sensors for reducing energy consumption.

4) Hardware Technology: In embedded devices, power
consumption has been highly correlated with the technology
node of electronics. Each new generation of processors has
made them more efficient over the last decades. Therefore, one
side of GNSS research is adapting new processor technology
and proposing new architectures, which has led to signifi-
cant power consumption reduction even in the last decade.
While this is not the only reason for power reduction, evi-
dence from these papers still shows a considerable correlation
[7], [8], [9], [10].

However, comparing receiver electronics to highlight the
best design/architecture is not straightforward. Research that
focuses on RF Front-End (RFFE) or GNSS receivers usu-
ally provides a comparison table. The recurrent items are the
type of Complementary Metal-Oxide Semiconductor (CMOS)
process, GNSS/frequencies receivable, the area used, the cur-
rent/voltage, and the power consumption. The components
in these tables tend to vary depending on what is neces-
sary to highlight, leading to incomplete comparison when
the item cannot be recovered from previous studies. The
first difficulty is a lack of a clear item list that should be
present in any paper that would allow a fair comparison of
each design to understand what might lead to an increase in
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Fig. 7. Overview of the standard GNSS processing chain.

power consumption. In a recent comparison, the difference in
tracked frequencies/constellations also leads to unfair compar-
ison. New papers tend to compare multi-GNSS receivers with
GPS-only receivers, justifying the excess consumption in their
work to enable more constellations. While this sounds logi-
cal and probably true, it does not allow concrete comparison
that could help to understand the benefits of their architecture
among others.

D. Summary and Lessons Learned

In this section, we have reviewed the different papers look-
ing into the factors influencing a receiver’s power/energy
consumption. The user requirements and operating environ-
ment are unalterable driving factors that will dictate the
requirements for the receiver. Specific hardware or software
will be needed to be implemented on the receiver to fit the
requirements. The complexity of the hardware and software
will dictate the power consumption. The overall implementa-
tion will have a certain activity time, finally leading to the
receiver’s energy consumption.

Finding the root cause for an increase in energy consump-
tion inside a GNSS receiver is far from straightforward. An
increase in energy consumption can be linked to many factors
rooted in the receiver architecture, the hardware technology, or
the scenario’s environment. While these impacts can be qual-
itatively seen, quantifying each would require an environment
with complete control of all the parts. Such control is typi-
cally not accessible for commercially manufactured receivers
based on the limited information provided in their datasheets.
Thus, we are restricted to the energy analysis performed in
Table III and Figure 5. To figure out the individual effect of
each factor on the energy consumed by a receiver, a fully con-
trolled environment is needed and should be reviewed in future
research.

A more abstract comparison metric is needed to escape
from hardware implementations, such as algorithmic complex-
ity estimation. When using such a metric, absolute energy
consumption derivation is impossible. However, an algorithm
can be used to estimate the relative differences between com-
pared algorithms. While it may seem impractical to use these
metrics to provide energy comparison on a theoretical level,
we will see in Section VII that all GNSS research propos-
ing new algorithms today rely on such high-level comparisons
when deriving the new generation of “low-complexity” algo-
rithms. In this review, we have assumed that algorithmic
time complexity is sufficient to understand the relative energy

consumption cost between algorithms. Thus, in the following
section, we will estimate the algorithmic complexity of the
surveyed methods.

We have presented a list of factors that impact the energy
consumption of a GNSS receiver. We will now dive into differ-
ent architectures to compute a position, divided into onboard
and offloaded processing.

VII. ONBOARD PROCESSING

By onboard GNSS, we refer to the standard way of per-
forming GNSS positioning: a fully integrated chipset with
receiving, acquisition, tracking and navigation functionalities,
all performed using the available hardware on the circuit
board. The process chain overview is represented in Figure 7.
The different processes present in the diagram will be reviewed
in this section, explaining their implication on the process-
ing chain and their requirements in terms of computational
complexity.

In this section, “algorithm” regroups the acquisition, track-
ing, and navigation computations present in a GNSS receiver.
Over the last decade, a significant part of GNSS research has
been evaluating ways of reducing their complexity to save
time and resources during the positioning. In parallel, the rise
of new signals/constellations (Galileo, BeiDou) has created
additional challenges compared to GPS signals. This section
delves deeper into the algorithms presented as low complexity,
with a specific focus on modernized signals tracking. Because
acquisition and tracking are often highlighted as the processes
leading to the highest computational requirements and are
directly impacted by the modernization of signals, they will
be reviewed extensively.

A. GNSS Signal Acquisition

The acquisition phase is the first stage of the digital pro-
cess chain. It has two objectives: (1) to find which satellites
are present in the signal; (2) to find a coarse estimation of the
Doppler frequency shift and code phase of each satellite’s sig-
nal. To perform this, an unaided receiver must generate and
test a wide range of signal replicas with different Doppler
shifts and code phases. Due to this search space, the com-
plexity of this process is high, and it is often highlighted as
the most complex and resource-consuming phase of the digital
process chain. Consequently, many publications looking into
reducing computation complexity in GNSS receivers focus on
the acquisition phase [44], [45], [46], [47], [48]. We limit the
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scope of the survey to acquisition algorithms published dur-
ing the last ten years. Moreover, we give special attention to
algorithms focusing on acquiring the modernized signals.

Note that algorithm complexity is often reviewed based on
the number of signal samples n in the papers surveyed, as
more processed samples will necessarily lead to more com-
putations. The definition is presented in [44]: for example,
a GNSS receiver acquiring an L1 C/A signal needs at least
1 millisecond of data, the length of a full PRN code. Let us
take a sampling frequency of 5 MHz, thus n = 5000 for 1 mil-
lisecond of data. In case the sampling frequency increase, the
time complexity of the algorithm increases accordingly.

1) Acquiring Legacy Signals: Based on the stated problem,
the straightforward solution is to generate the signal replica
with different Doppler and phase shifts and mix (i.e., convolve)
it with the incoming signal, performing these computations in
the time domain. The algorithm is referred to as Serial Search
(SS); it can be parallelized easily to accelerate the search
process, depending on the number of resources available on
the hardware. This solution has a complexity of O(n2) [44],
where n is the number of RF samples, as defined earlier.

An alternative method to this search was introduced by [49]
and is known today as Parallel Code Phase Search (PCPS). The
major improvement provided by this solution is the introduc-
tion of “circular cross-correlation” thanks to the shifting from
time to frequency domain. Instead of generating a different
replica for each code phase and performing an independent
mixing, the Fourier Transform of the code and the incoming
signal are computed and mixed, allowing to test the whole
code phase in one go. These operations need to be per-
formed for each frequency shift. Moreover, convolution in
the time domain is a multiplication in the frequency domain.
Therefore, the mixing operations are greatly reduced. The
overall complexity is reduced to O(n log n) [44].

This frequency-domain method is still today the one with
the most reduced complexity. Over the last decade, new algo-
rithms based on the same principle have been proposed to
reduce complexity further. In [44], the “QuickSync” algorithm
is detailed, which proposes a two-step search space based on
sparse Fast Fourier Transform (FFT). The sparse aspect is
defined by aliasing the incoming signal, leading to a coarse
correlation peak, spreading over multiple Doppler/phase val-
ues. Yet the search is reduced to only these few values, and
fine correlation can be performed only on these values. This
“divide and conquer” technique allows to reduce the complex-
ity of the acquisition algorithm to O(n

√
log n), with similar

performance as PCPS. The complexity can even be made lin-
ear by using a more aggressive aliasing parameter, reducing
the performance for low SNR but also the complexity to O(n).

Finally, in [50], the reduction of the sampling frequency
below the Nyquist rate was reviewed based on band-
pass theory. It concerns superheterodyne receivers with an
Intermediate Frequency (IF) stage, yet the study also shows
improvements in baseband signals datasets. The algorithm
used for acquisition is similar to the PCPS technique, and the
reduction in complexity comes from the lower sampling rate.
The algorithm introduces a resampling stage, where the incom-
ing signal is down-sampled to lower the sampling frequency.

By lowering the number of samples to process, the number
of operations is by definition reduced as well. The sensitiv-
ity of the acquisition was reduced, yet not significantly when
compared to the results without resampling. Unfortunately, the
complexity analysis was only provided in the number of addi-
tions/multiplications required. As this resampling strategy is
based on the IF and the original sampling frequency, compu-
tation of the complexity is more difficult. It is to be noted
that other sampling strategies such as Compressive Sensing
have also been looked into for GNSS acquisition but are more
related to offloaded computing. Thus, they will be presented
in Section VIII.

2) Acquiring Modernized Signals: The techniques
presented before can be used for both legacy and modernized
signals. Yet modernized signals being more complex in their
design, the straightforward application of these algorithms
can lead to a considerable increase in complexity compared
to legacy signals. This is due to their longer primary codes,
secondary codes, and the higher sampling rates required,
which directly increase the number of operations.

In [21], the PCPS technique is used to compare the L1/L5
and E1/E5a acquisition complexities. What is highlighted is
that modernized signals such as L5/E1/E5a lead to a great
increase in acquisition complexity if traditional methods are
used. Even if Assisted-GNSS data are used for modernized
signals, the complexity is reduced but still higher than for an
L1 C/A acquisition. Note that in a specific case, with assisted-
data and low sensitivity requirements, L5 acquisition might be
less complex than L1 as it might require less memory. Yet, for
E5a, the acquisition is always more complex than E1. In this
context, sensitivity refers to the capacity of the receiver to
successfully acquire a signal based on the signal’s SNR and
receiver environment. The paper provided the most thorough
complexity analysis, with time and memory complexity analy-
ses for each signal parameter. It also considered many different
parameters to realistically simulate the complexity, namely, the
number of coherent/non-coherent integration, the zero-padding
involved, and the latency of the FFT. Unfortunately, the anal-
ysis does not directly compare the complexities of E1 and L1
C/A. It also does not include a complexity analysis for other
modernized signals like L1C, L2C, E6, or any of the BeiDou
signals.

New techniques are used in the acquisition to deal with these
more complex signals. The first challenge is the presence of
secondary codes on pilot channels, which can happen between
any primary codes and negate the acquisition, similarly to data
bit transitions. For signals that only have a secondary code on
their pilot component (e.g., L1C, E1, B1C), the acquisition
can be realized with the data component and then switched
to the pilot component during the tracking procedure for the
secondary code lock. For the other signals (e.g., L5, E5, B1I,
etc.), the most straightforward solution is to acquire the signal
based on their secondary code instead of primary code. Yet
secondary codes are much longer, resulting in a tremendous
increase in computation requirements.

Another technique to counter this effect is based on zero-
padding [52]. Zero-padding originally refers to padding the
samples and code with zeros to increase the efficiency of the
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FFT algorithm (i.e., RADIX-2 or 4), also known as Single
Block Zero-Padding (SBZP). In our case, we refer to Double
Block Zero-Padding (DBZP), where the code is split into small
portions, and the correlation is realized on two consecutive
portions of the signal. This requires that the code replica por-
tions are padded with zero. In [51], DBZP is introduced for
acquisition of Galileo E1 signals. Simulations showed that
compared to traditional PCPS, DBZP can divide the num-
ber of operations by 2.2. Yet, the zero-padding induces a
lot of unnecessary operations. The authors also propose a
new method called Double Block Zero-Padding Transition
Insensitive (DBZPTI) to mitigate the impact of bit transition.
The complexity of this method is similar to DBZP, but its
sensitivity strongly depends on the Doppler frequency.

Yet, both of these techniques suffer from the zero-padding,
which induces a significant amount of redundant and unnec-
essary operations. A technique called “Split FFT” has been
reviewed extensively in [47], [52] to mitigate the impacts of
zero-padding with new signals. By splitting the FFT proce-
dures into smaller-size FFTs, the effects over time and memory
complexity can be mitigated and reduced compared to the
single FFT solution. Reference [47] added to its complex-
ity analysis the impact on Adaptive Logic Module (ALM),
memory usage, and multipliers usage (DSP blocks) for an
FPGA implementation. The 3-FFT algorithm leads to a 21%
reduction in the number of computations, a 50% reduction
in memory usage, and a 39% reduction in processing time.
Reference [52] even further reduced the memory consump-
tion with the 5/9/15-FFT solution, but with an increase in
multipliers usage.

However, as pointed out by [48], such DBZP techniques
are limited to non-coherent integration due to the possible
secondary code sign transition, and the acquisition sensitiv-
ity is then limited by non-coherent loss. One solution is to
go back to Serial Search, but this third dimension search is
time-consuming. In [48], a SBZP solution is proposed using
the Partial Correlation Method (PCM) introduced by [20]. The
main idea is to combine the results of multiple partial corre-
lations to increase the coherent integration process leading to
a higher acquisition sensitivity. Further details are provided
in the article and will not be explored here due to the algo-
rithm’s complexity. The paper provides a complexity analysis,
which unfortunately only compares the algorithm to other
PCM approaches. The algorithm is claimed to have a com-
plexity of O(6 ·m ·n log(n/m)), where n is the total number
of samples divided into m correlation blocks. It is higher than
the PCPS method, given the analysis from [44], yet the sensi-
tivity of acquisition can be theoretically significantly increased
thanks to the coherent integration.

Code folding, introduced in the Extended Replica Folding
Acquisition Search Technique (XFAST) algorithm for GPS P-
Code decoding [53], has also been suggested to deal with
the long codes and secondary code transitions. In [45], a
modified XFAST method is presented, with a reduced com-
plexity claimed O(n/2 log n/4). Yet, the SNR is significantly
impacted due to cross-correlation interference appearing with
code folding. Thus, its interest in difficult signal environments
is limited.

Fig. 8. Time complexity based on the number of samples.

Another challenge of modernized signal acquisition is due to
the BOC ACF shape, leading to side peaks around the central
peaks. Depending on the signal quality and user environment,
it can lead to a wrong estimation of the code phase during
acquisition and a wrong lock during tracking. A workaround
is to transform back the ACF to a single-peak shape for the
acquisition. In [46], a method is proposed by applying a seven
nonzero-tap triangular filter over the signal before perform-
ing the acquisition. The complexity is analyzed in a number
of operations and showed significant reductions compared to
the research from [54] based on the principle with a different
method. Unfortunately, it is not compared to other well-known
methods, complicating its performance analysis.

3) Complexity Analysis: All the research papers presented
provided a form of complexity analysis, as they focused on
reducing the complexity of the acquisition phase. Table IV
summarizes the different methods presented, along with their
mathematical time complexity expressions when available.
Methods providing a time complexity have been represented
in Figure 8. The SBZP is not represented as it also depends
on the number of correlation blocks m. The range of samples’
number n was chosen based on typical sampling frequency
(e.g., 5-40 MHz), as defined before. Since the PCPS method
was introduced, most research focusing on complexity reduc-
tion used FFT-based algorithms. However, high sensitivity is
necessary for acquisition in a challenging environment, and
the trade-off between complexity and performance should be
reviewed for an optimized algorithm selection.

Table IV also shows that complexity analysis can be het-
erogeneous, from mathematical time complexity analysis to a
number of elementary operations. Both metrics are valid for
the absolute analysis of algorithm complexity. Yet, for relative
comparison between algorithms, this heterogeneity leads to
difficulties highlighting the differences between two studies, as
they might not be compared over the same reference algorithm.
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TABLE IV
SUMMARY OF ACQUISITION ALGORITHMS FOR MODERNIZED SIGNAL

Additionally, differences in performance metrics (e.g., sen-
sitivity) lead to more difficult comparisons when trying to
understand the trade-off between complexity and performance
of a particular algorithm.

B. GNSS Signal Tracking

After successfully identifying a signal and estimating the
Doppler/code phase parameters by the acquisition phase, the
tracking phase refines these parameters to align the code
replica precisely. Once this is achieved, the code can be
removed from the signal only to be left with the data, and
the decoding phase can be started. Contrary to the acquisi-
tion phase, the tracking phase is essentially impacted by the
modulation used, either BPSK or BOC. Modernized signals
using a BOC modulation cannot be properly tracked using
algorithms designed for BPSK signals [11]. The BOC ACF
is different from legacy BPSK ACF, with additional peaks
located around a central one (see Sections IV-D and V-A).
It can lead to ambiguous tracking, as a false lock on a side
peak could occur, with dramatic consequences on the measure-
ment accuracy. Thus, we differentiate BPSK and BOC tracking
techniques and evaluate their respective complexity.

1) Tracking BPSK Signals: Looking further into the pro-
cess, a tracking loop will try to align the frequency and the
code of the replica. The receiver generates several versions of
the replica, shifted by a fraction of a chip. These replicas are
then correlated with the incoming signal, and the outputs are
compared to understand if the replica is too early/late. These
different versions of replicas are usually called correlators.
The ACF of the legacy Binary Phase Shift Keying (BPSK)
signal is a single-peak shape (i.e., triangular), given by the
square shape of binary PRN code. Three correlators are usu-
ally used for successful tracking, as they are sufficient to fully
capture and track the signal in an unanmbiguous manner. An

Early and Late correlator for tracking the code delay in the
Delay Lock Loop (DLL), and a Prompt correlator for tracking
the frequency in Phase Lock Loop (PLL) or Frequency Lock
Loop (FLL). Once compared, the replica is corrected from
its possible shifts in code and frequency for the next loop.
If the signal is successfully aligned, which can take several
tens of milliseconds depending on the signal quality, the code
can be completely removed from the signal, and the data can
be decoded.

While there can be different implementations of the
DLL/PLL/FLL discriminator or filter order, the concept of
tracking has stayed relatively the same over the years, unlike to
the acquisition algorithm. Additional correlators have proven
to lead to better resistance to multipath, as this phenomenon
might create distortions and additional pikes in the ACF, lead-
ing to biases. For example, the Multipath Estimating Delay
Lock Loop (MEDLL) algorithm presented by [55] uses 10 or
more correlators. Consequently, such an algorithm is much
more complex than the Early-Prompt-Late (EPL) method,
requiring more correlators.

2) Tracking BOC Signals: The BOC modulation has a ACF
which can lead to ambiguous tracking if BPSK techniques
are used. Solutions for unambiguous tracking of modernized
signal can be divided in four categories: (1) BPSK-like tech-
niques; (2) Bump-Jumping (BJ) techniques; (3) side-peaks
cancellation techniques; (4) sub-carrier tracking techniques.
The first two groups BPSK-like and BJ have limited perfor-
mances and rather high complexity. BPSK-like methods tracks
each side lobe of the BOC signal independently [56]. As a
result, the ACF is unambiguous, but the number of correla-
tors greatly increases compared to BPSK tracking. Moreover,
the sharp correlation peak of BOC is lost, and the measure-
ment precision is reverted to BPSK level. BJ methods start
by tracking a peak and identifying if this is the central peak.
If not, the tracking “jump” towards the right peak. This was
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TABLE V
SUMMARY OF TRACKING ALGORITHMS FOR MODERNIZED SIGNAL. CORRELATORS ARE CONSIDER COMPLEX.

CORRELATORS COUNT DOES NOT ACCOUNT FOR DOPPLER REMOVAL OPERATIONS

first described in [57], where two extra correlators called Very-
Early (VE) and Very-Late (VL) are added. The correlators are
used to identify if the current tracked peak is the central peak.
However, it is based on magnitude comparison, which can fail
to identify the right peak in a low SNR environment [58].

Due to these limitations, most algorithms proposed over
the last decade have looked into side-peaks cancellation
and sub-carrier tracking techniques. Many methods have
been presented over the years and reviewed by survey
papers [11], [12]. This work is meant to look further into the
complexity aspects of these methods, with a particular focus
on low-complexity methods. Table V proposes a summary of
the methods presented.

Side-peaks cancellation techniques focus on removing the
additional peaks created in the ACF while keeping the nar-
row central peak. It is achieved by creating different modified
signal replicas to be correlated with the incoming signal and
combining the correlation results. The first method using this
principle is called Auto-Correlation Side-Peak Cancellation
Technique (ASPeCT) and was proposed by [59]. It is only
applicable to sine-BOC(n, n) modulation, yet it requires
minimal changes in receiver design. Consequently, many

algorithms have been proposed during the last decade, build-
ing upon the original idea and trying to generalize it to all
BOC [58], [60], [61], [62], [63], [64], [65], [66]. Details of
each implementation are tedious and require dedicated sec-
tions for a proper description. This is outside the scope of
this paper and thus will not be reviewed. A comprehensive
comparison of the algorithms’ quality performances can be
found in [65]. Note that the more recent methods have been
looking into increased performance for high-order BOC sig-
nals, which are significantly more computationally expensive
to track than low-order BOC when using legacy methods [11].
Side-peak cancellation methods showed relatively straightfor-
ward implementations, yet most of the methods presented are
only applicable to sine-BOC signals. Moreover, only Galileo
PRS signals use a cosine-BOC modulation, thus making these
methods suitable for open and commercial signals across
constellations.

The final group are sub-carrier tracking techniques, which
process the sub-carrier component like the traditional carrier.
Thus, a dedicated loop called Sub-carrier Lock Loop (SLL)
is added, resulting in independent tracking of the code and
the sub-carrier. Two delays are recovered: an ambiguous but



1498 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. 25, NO. 3, THIRD QUARTER 2023

accurate delay from the SLL and an unambiguous but less
accurate delay from the DLL [67]. The delays are joined to
have an unambiguous and accurate delay estimation, fully
exploiting the accuracy of the BOC modulation. The first
method to introduce this concept is the Double Estimator (DE)
by [68]. An EPL loop is implemented for the SLL before the
DLL. In [67], the same principle is used for the “Astrium”
method and compared against DE. By tying the sub-carrier
and PRN code estimation together, the DLL can be removed to
keep a PLL/FLL and SLL loop. This allows to reduce the num-
ber of complex correlations. In [69], another method called
Double Phase Estimator (DPE) is introduced. The sub-carrier
is approximated as pure sinusoid and the SLL is replaced
by a PLL for the sub-carrier i.e., a Sub-carrier Phase Lock
Loop (SPLL). The results are compared to DE, with close
performances but a lower computational load. In [70], the
high sampling rate required for DE and DPE is pointed out
and new method called Decimation Double Phase Estimator
(DDPE) is proposed. The tracking process is divided into two
parts: (1) removal of the nominal carrier and sub-carrier using
constant frequencies, lowering the sampling rate; (2) track-
ing of the residual carrier and sub-carrier Doppler frequencies
and code at a decimated rate. Limited SNR degradation and
similar measurement accuracy can be observed between the
DPE and DDPE. Moreover, the paper details a computation
cost reduction of 86% for a BOC(15, 2.5) (e.g., Galileo E1-A
PRS) signal tracking using DDPE compared to DPE.

3) Complexity Analysis: Complexity comparison of track-
ing algorithms is not trivial. As seen in the work from [11],
often the comparison needs to be reduced to the relative group-
ing into classes (e.g., low/medium/high), left to the reviewer’s
discretion. Research in acquisition presented in Section VII-A
already showed flaws in algorithmic complexity analysis. Yet
from the methods reviewed for tracking, the complexity anal-
ysis is often not expressed in mathematical terms. Instead,
tracking algorithms are usually compared in complexity based
on the number of correlators used. As correlations are com-
putationally hungry tasks, it is a valid metric for complexity
comparison. However, since algorithms also perform addi-
tional processing tasks around these operations, they might
not be captured by only counting the number of correlators.

As tracking operation only requires a few correlation opera-
tions, it can be assumed to be less complex than the algorithm
reviewed for the acquisition phase. Consequently, the acqui-
sition is often highlighted as the most complex operation in
the chain, which could explain why so much research focuses
on reducing its complexity. Yet acquisition would only happen
once in an ideal case scenario, whereas tracking is a contin-
uous process after the signal has been acquired. It is similar
to the fundamental difference between power and energy con-
sumption pointed out in Section VI-A1. As the goal is to
minimize energy consumption, it could be more beneficial in
terms of absolute energy consumed to slightly reduce a tracking
algorithm complexity compared to an acquisition complexity.
However, such a hypothesis is difficult to verify from the results
of the papers reviewed.

Table V summarizes the tracking algorithms reviewed, detail-
ing the complexity analyses performed by the authors and the

number of correlators used. It can be seen that the number of
correlators is an interesting metric to differentiate techniques
and perhaps get a first idea of their complexities. Yet getting
the correlator number is not always straightforward. One has
to account for real and complex correlators, which can be
mislabeled or unspecified depending on the studies. Moreover,
some might or might not also include correlation operations
for carrier Doppler removal and PLL/FLL tracking. Therefore
for complexity comparison purposes, the method should be
carefully reviewed to extract the correct number of correlators.
In Table V, the number displayed account for complex corre-
lations and does not account for Doppler removal operations
since we are interested in the DLL tracking loop.

In [64], the authors also differentiate multi-level (e.g., bit
quantization of two and more) from binary level (e.g., bit
quantization equal to one) correlation operations. According
to [54], a reduced-complexity correlation method can be
applied if the reference code is kept at ±1 level. In this case,
complex multiplication can be replaced by additions and sign
inversions in the correlation. For PUDLL, the replica signals
are multi-level, thus leading to a higher computation complex-
ity than MCCF and BUT-EAS [65] even though their total
number of correlators are equal. Additional details are needed
for better complexity comparison.

Therefore, while the number of correlators can provide an
overview of complexity, it is insufficient for a comprehensive
review. In [66], [70], the number of operations is reviewed.
Yet, similarly to acquisition methods, the lack of homogeneity
in complexity analysis makes comparison difficult.

Reducing the complexity of tracking algorithms is challeng-
ing, given that no significant breakthrough has been published
over the last decades. In [13], the problem is attacked from
a different angle: instead of reducing the complexity, a duty
cycling strategy is implemented to allow intermittent track-
ing. Tracking requires continuous operation to align the code
replica correctly. The replica alignment can degrade quite
quickly depending on the receiver oscillator drift and the rel-
ative receiver movement. This intermittent tracking is usually
not performed for more than a few milliseconds. The duty
cycling strategy proposed by [13] is to extend this non-tracking
time up to a few seconds, using the information from inertial
sensors (i.e., IMU) to predict the alignment. The implemen-
tation provided good results, yet no in-depth complexity and
power consumption analysis is presented. Moreover, this solu-
tion was only demonstrated in software on pre-recorded data
and not implemented on hardware, which does not directly
show the improvement in energy consumption and could lead
to quite different results in real experimentation.

C. Navigation

Once tracking of the signal is ongoing, the receiver can
perform the positioning task by reconstructing the GNSS
measurements (i.e., pseudoranges, phases, etc.). Navigation
algorithms being so diverse, deriving complexity is even more
dependent on the application case than on acquisition/tracking.
Multiple techniques exist, such as Standard Point Positioning
(SPP), Differential GNSS (DGNSS), Extended Kalman Filter
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(EKF), and Precise Point Positioning (PPP), which do not
require the same measurements, precision or external data. For
example, a full PPP algorithm will require very precise orbital
products (ephemeris and clocks) to solve the phase ambigu-
ities. Moreover, the process of ambiguity searching is quite
a computationally hungry task depending on the number of
satellites tracked.

To simplify the analysis, we focus on the complexity of
SPP, the conventional way of computing a positioning from
satellite measurements. A Least Square Estimation (LSE) is
used to minimize the residual errors and the coordinates and
clock error of the receiver. It corresponds to a set of matrix
multiplications and inversions. In [72], multiplication of matrix
of size n × n is proved to have a complexity of O(n3), and
matrix inversion has a similar complexity.

Yet, contrary to the DSP phase, the frequency of the com-
putations is much lower (e.g., 1 to 10 Hz), and the size of
the matrices n is relatively small. Compared to the complexity
of acquisition/tracking, the navigation process can be almost
discarded in the computations budget.

D. Summary and Lessons Learned

This section reviewed low-complexity techniques applica-
ble to the acquisition and tracking of legacy and modern
GNSS signals, focusing on their algorithm complexity esti-
mation. These techniques can be further reviewed in the
references [11], [12], [48], [73].

Acquisition and tracking have been the most reviewed seg-
ments of the GNSS processing chain over the last decade,
as seen from this review. We showed that since navigation
computations require a much smaller number of operations
due to their lower computation frequency, they are not of
interest when exploring the complexity factors in the process-
ing chain. The complexity of tracking algorithms has been
highlighted as much lower than acquisition algorithms but
happening for a longer time and continuously, which corre-
sponds to the energy analysis found in [15]. It is an important
point for low-power GNSS, as the acquisition is often high-
lighted as the most computationally complex phase. Note that
only non-assisted processes have been reviewed for the acqui-
sition methods, meaning without any previous knowledge of
the satellite data (e.g., satellite almanacs). Providing Assisted
GNSS (A-GNSS) data would drastically reduce the search
space and, therefore, the complexity of the computations, yet
it is limited to a connected environment only.

The tracking phase showed to be the longest one, as it is
the default mode of a channel after successful acquisition.
Thus, even though the acquisition showed higher computa-
tion complexity, the energy would be mostly consumed during
the tracking phase. This is crucial for an embedded device,
which has finite energy resources. A small decrease in tracking
complexity should, thus, lead to consequent energy reduc-
tions over time. For efficient decrease of energy consumption,
future research should prioritize the reduction of computation
complexity in the tracking phase over the acquisition phase.

Yet, the efficiency of the tracking algorithms for BPSK sig-
nals seems to have reached an optimum, as no significant

improvement has been demonstrated over the last decade
besides severely lowering the tracking frequency. Instead,
research has focused on tracking modernized signals with
BOC modulation, which requires completely new tracking
methods. Given the several algorithms reviewed in this sec-
tion, they all showed a higher algorithmic complexity than
legacy signal tracking, based on the number of correlation
operations needed. It has been noted that other modernized
signals, like the ones present on the L5 frequency, do not
use the BOC modulation (recall Table II). While they can use
the same algorithms as the legacy signals, their higher code
rate requires a higher sampling rate for successful tracking and
make them more computationally complex than legacy signals.

As modern signals come with additional functionalities (see
Section III), the corresponding increase in complexity needs
to be overcome. The prime challenge today for the new gener-
ation of low-power GNSS receivers is unequivocally the way
to accommodate modern signals while keeping similar energy
consumption as for legacy signals.

Finally, we observed that complexity-based estimation
might be sufficient to review the differences between algo-
rithms and their impact on energy consumption at a theoretical
level. However, it is insufficient to clearly understand a GNSS
receiver’s power and energy consumption. While the surveyed
papers provide a mathematical assessment of the algorithms,
an energy-consumption estimations would be too dependent
on hardware variations, user requirements, and signal envi-
ronment. Recall that these were defined as the prime energy
consumption factors in Section VI. We believe that a theo-
retical assessment of the whole processing chain would be
time-consuming and inefficient. It would be based on many
assumptions and could only provide a gross insight that might
still be far from the actual energy consumption once imple-
mented in a real-life scenario. The lack of common metrics
and the heterogeneity of methods used for complexity esti-
mation create ambiguities in comparing the algorithms and
understand which is the most suitable for a specific applica-
tion case. Further research on the algorithmic complexity is
needed to successfully highlight the best methods for the best
use cases. This topic is further reviewed in Section IX.

VIII. OFFLOADED PROCESSING

In the previous section, we reviewed the case of performing
all the signal processing tasks onboard the receiver, which has
been the default way of processing for decades.

In offloaded GNSS, high-complexity tasks are outsourced
to a remote hardware, external to the one receiving the signal.
This external hardware can take multiple forms: from a server
in a data centre (i.e., Cloud computing) to a closer device (i.e.,
Edge computing) [74]. This is represented in Figure 9. Most
studies focus on a Cloud-based architecture, where a vast
number of receivers could send their data for centralized pro-
cessing. For this paper, the device receiving the RF signals will
be named receiver, and the external hardware will be referred
to as server.

As reviewed in Section VII, the tasks with a high computa-
tion complexity are acquisition and tracking. If those tasks are
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Fig. 9. Comparison between onboard (top), Cloud offloaded (middle), and Edge offloaded processing (bottom).

outsourced, the GNSS receiver simply becomes an RF logger.
Saving raw RF signals for GNSS post-processing is not a new
concept and is used for any software-defined receiver [75].
Recently, studies have demonstrated the applicability of offline
loggers (i.e., with no communication module) for certain appli-
cations like lightweight tags for wildlife monitoring [76], [77].
However, such implementations require the tag to be physi-
cally retrieved for processing the signals, as the data is saved
on a Secure Digital (SD) card. The transmission of the sig-
nals to a server can solve this issue, yet it presents challenges
and is unsuitable for every application. This section focuses
on GNSS offloading with a communication link to a remote
server for processing. We identify the necessary techniques
for performing an energy-efficient offloading and review the
challenges and application cases of the current state-of-the-art
research.

A. Processing Strategy

The major problem with offloading GNSS computations
is the amount of data to be transmitted. Focusing on a
mono-frequency dataset, this amount depends on the sampling
frequency, the quantization, and the recording length. Taking
the simple case of GPS L1 C/A, the main lobe bandwidth is
2.046 MHz [21], leading to a minimum sampling frequency
of 4.092 MHz to fulfil the Nyquist rate condition. Bit quan-
tization can be reduced to 1-bit, with a loss of 1.96 dB in an
ideal environment case [18]. Finally, in a standard positioning

scenario, 6 to 30 seconds of signals should be recorded,
depending on the start status of the receiver (cold/warm/hot),
to finally reconstruct the pseudoranges (see Section VIII-A1).
Taking the case where ephemeris is known by the receiver
and six seconds of data are recorded, then 6 · 1 · 4.092e6 =
24.552 Mbits (3.3 MBytes) needs to be transmitted to the
server. Additionally, overheads due to the communication link
protocols should be accounted for in the total number of bits
to transmit. For an IoT device, this is a substantial amount of
data to send, limiting the number of possible wireless commu-
nication links for energy-efficient data retrieval. For example,
the IEEE 802.15.4 technical standard for Low-Rate Wireless
Personal Area Network (LR-WPAN) [78] is the basis for sev-
eral low-power communication protocols used in IoT. In its
definition, transfer rates range from 20 to 250 kbit/s. Thus,
in the best case, it would require more than 100 seconds of
data transmission to retrieve just six seconds of data necessary
for the standard positioning approach. Without going into the
budget of such a link, it is clear that the energy required for
such an architecture renders it completely out of the question.

Notably, two major concepts have to be introduced to dimin-
ish the communication link requirements, namely, Coarse-Time
Navigation (CTN) and Compressive Sensing (CS).

1) Coarse-Time Navigation: In a standard positioning sce-
nario, the receiver goes into the tracking process to align its
code replica with the incoming signal to extract the data within
the signal [18]. While all the navigation data might not be
required, depending on the receiver state, it is mandatory to
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find the TOW to build the pseudorange measurements (see
Sections III and IV). The TOW is always present in every
sub-frame of the navigation message, which has a length of
six seconds. Therefore, theoretically, if a receiver wants to
compute the pseudoranges, it needs a minimum of six sec-
onds of data to be certain the TOW is present and retrieve it.
Of course, if the receiver has some previous knowledge about
the TOW position in the message, this time can technically
be reduced but may require more complex hardware and/or
communication link.

In [43], another method to compute the pseudoranges is
presented, named Coarse-Time Navigation (CTN), which pro-
vides a way of computing the pseudorange measurements
without decoding the TOW and without having a precise
knowledge of the absolute time (i.e., time uncertainty in the
receiver > 2 s). To build the pseudoranges, the time of trans-
mission is needed. Yet, in CTN, both transmitted and received
times are not precisely known, leading to a scale issue. Since
the resolution of a pseudorange measurement is based on the
C/A code length (i.e., 1 ms or 300 km), the receiver does not
know how many codes preceded its reception. It is known as
the “code ambiguity” (a.k.a. “millisecond ambiguity”). In a
standard computation, if the receiver already accurately esti-
mates its time and position, this ambiguity is solved instantly.
If the receiver does not have this knowledge, it can be esti-
mated using the transmitted time from the navigation message,
and the receiver clock error is computed in the navigation
least-square minimization process. In the CTN process [43],
the additional unknown δtc is introduced to represent the trans-
mit time error. The measurement model of a pseudorange P
can be reviewed as follows

P = ρ+ δb + ρ̇ · δtc + ε, (1)

where ρ is the geometric range, ρ̇ is the geometric range rate
(including the satellite clock error), δb is the receiver clock
bias, and ε the unmodeled errors. While δtc might seem very
similar to the receiver clock error δb , it will affect each satel-
lite’s measurements differently, as the time of transmission is
also used to compute the satellite’s positions and clock cor-
rections in the measurement model. In the end, we obtain a
model with five unknowns instead of four, namely, the posi-
tion of the receiver (x, y, z), the receiver clock bias, and the
transmit time error. A minimum of five satellites is therefore
needed to solve this problem. It is referred to as the 5-state
equation.

At this point, the code ambiguity is still present, and
minimization over this model might result in large positioning
errors. To solve this, the authors of [43] proposed a two-stage
algorithm, where the code ambiguity integer is solved first to
obtain the pseudoranges. In the second part, the 5-state equa-
tion is used to obtain an estimation of the unknowns. The
procedure is given in detail in [43].

This technique allows pseudorange reconstruction with less
than 6 seconds of data. Several studies [79], [80] have demon-
strated that it is possible to reduce the recording time to a
minimum of 1 ms, i.e., one complete C/A code. Yet, for a
better result, it is advised to record a minimum of 20ms. The
GNSS logger only needs to transmit 20ms of the signal instead

of six seconds. Returning to the previous computations for
GPS L1 C/A signal, this corresponds to 0.020 · 1 · 4.092e6 =
81.84 kbits (10.23 kBytes). This number is much more in line
with the capacity of an IoT communication network. Yet the
IEEE 802.15.4 technical standard highlights data rates as low
as 20 kbps, which would still require several seconds to extract
fully the data from the device without accounting for the com-
munication link overheads. Data compression is needed to
reduce further the amount to transmit.

2) Compressive Sensing: Quantization and sample time
length have already been reduced to their minimum possi-
ble value, respectively 1-bit quantization and 1 millisecond
sample. To further reduce the size of the data, the only fac-
tor left is the sampling frequency. Over the last two decades,
significant progress in signal reconstruction has led to a break-
through in signal compression, pushing sampling frequency to
a level lower than the Nyquist rate. This technique is called
Compressive Sensing (CS) and has been first described in [81]
and explained quite extensively in [82]. The main idea behind
CS is that any “natural” signal is compressible, meaning that
it can be represented by a sparse vector on a certain trans-
form basis. The design of the basis is an important part of
the CS theory. This basis can be viewed as a dictionary,
containing simple pieces that, added together, can represent
a complex signal. For example, the generic bases commonly
used are Fourier or Wavelet bases. Based on the CS, if a sig-
nal is represented on such a basis, only a limited number of
measurements is required to represent this signal, leading to
a sub-sampling opportunity. This sub-sampling can be much
lower than the theoretical Nyquist rate. A summary of the
mathematical definition of CS is provided in the Appendix.
An extensive explanation can be found in [82].

In summary, the only computation requirement on the logger
side is sub-sampling the received data. On the remote server
side, complex processing is needed to recover the original
signal (see the Appendix). However, such processing is not
an issue since the remote server is not limited in energy or
processing resources in this architecture.

B. Current Literature Landscape on Offloaded Processing

This section reviews the research status of GNSS offload-
ing in the literature, limiting the research scope over the
last decade. Several architecture types have been identified
that off-load processing at different measurement stages. We
review these architectures, highlighting their advantages and
disadvantages, and discuss the limits of the presented analysis.

1) Application With Coarse-Time Navigation Only: In [83],
the authors present the Low Energy-Assisted Positioning
(LEAP) algorithm. The presented architecture is based on
CTN, which only requires the code phase estimate from the
tracking process. The receiver logs a few milliseconds of data
and performs the acquisition/tracking process. The code phase
estimates for each satellite found are offloaded to the remote
computer. For 12 satellites tracked, 40 bytes (320 bits) are
assumed to be sent through the cellular network. CTN compu-
tations are then performed on the remote computer, assuming
access to satellite ephemeris (broadcast or precise). To further
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reduce energy consumption on the receiver, a duty-cycling
scheme is enforced, leading to the shutdown of the receiver
from 10 to 60 seconds, depending on the application param-
eters. At each wake-up, the receiver needs to re-perform the
acquisition and tracking process, thus, limiting shutdown peri-
ods to less than 60 seconds still allows for reducing the search
space of the acquisition process based on the user and satellite
theoretical dynamics. A position accuracy analysis has been
performed using a GPS hand-held commercial device as a
reference. Over multiple datasets, it showed an average posi-
tioning performance from 200 m to 10 m, impacted by the
number of satellites retrieved (5 to 8), the tracking length (10
to 500 ms), and the distance to the nearest “cell tower” (0.2
to 3 km).

The advantage of such an architecture is the small amount of
data that needs to be transmitted to the remote computer while
minimizing the receiver ON time. The disadvantage is that
the receiver still has many computations to perform, requir-
ing significant processing and memory capacities. Moreover,
while the duty cycling strategy drastically reduces the tracking
time, the acquisition has to be performed frequently, although
on a reduced search space. A comparison between LEAP and
a “typical” GPS receiver is provided and shows energy sav-
ings ranging from 60% and 80%. It assumes an average power
consumption of 400 mW for the receiver, which is a rather con-
servative assumption from the state-of-the-art receivers of that
time. The paper thus assumes an energy consumption based
on this power and an ON time derived from their analysis.
It might provide a coarse ballpark value, but it still fails to
include the energy used for communication with the mobile
network. This energy, most probably significant in the budget,
is needed to fairly compare onboard and offloaded processing.

In [84], the authors present a service called Cloud-Offloaded
GPS (CO-GPS). Similarly to [83], the navigation process is
based on CTN, but all the processing is offloaded from the
receiver. In their strategy, the receiver acts solely as a logger,
receiving 2 to 10 ms of data and storing it for later processing.
On the remote computer side, the processing starts with the
acquisition. The difference with [83] is that no tracking is per-
formed, and the coarse code phase estimation is used directly
in the CTN computations. On average, it produces a location
accuracy of 35 m using 10 ms of data.

The major advantage of such architecture is the number of
computations on the receiver, which is reduced to its min-
imum since it only logs RF signals and sends them to the
remote computer. However, compared to [83], the amount of
data transmitted is increased by three orders of magnitude
(40 B vs. 40 kB). Yet this aspect and impact on the trans-
mission link are not reviewed in the paper. For a comparative
analysis with onboard consumption, the communication link
to offload this amount of data should be considered, as it will
require a significant amount of energy. The energy consumption
analysis is derived from the experiment because a specific elec-
tronic board was designed for the signal reception. Yet, only the
signal reception and the memory writing phase are captured, as
no communication transceiver is implemented on the board.

In a white paper recently published [14], low-cost GNSS
positioning techniques have been reviewed. Among other

techniques for power consumption reduction, the snapshot
positioning technique is shown as viable for low-rate position-
ing. For applications requiring only a few position updates per
day and at a maximum of one per 2 hours, the communication
to cellular connection Long Term Evolution (4G), category M1
(LTE-M) is still energy efficient. It also introduces a new ser-
vice called “CloudLocate” [85]. This service claims “up to 10
times energy savings compared to standalone GNSS power
savings approaches”, with an accuracy “under 5 meters in
most cases”. The technology is directly available on multiple
System-on-Chip (SoC) receivers from the company and can be
used on a wider range of connectivity technology. No details
regarding the processing architecture are given on either the
user side or the server side. A little information is provided
in the CloudLocate datasheet [85]: only three seconds of up
time for the GNSS receiver is needed; the data packet size
sent by the receiver ranges from 12 to 50 bytes. Given these,
the architecture can be assumed to be similar to [83], mean-
ing acquisition and tracking are performed on the user side,
and only the code phase information is uploaded to the server
using a cellular LTE-M connection, where CTN is performed.
Most probably, no raw RF signal or CS compression technique
is used, as the packet sizes are too small.

Unfortunately, no precise metrics, experimental results, or
datasets were provided in [14] to further assess the service’s
quality or positioning. Yet, it is interesting to see an industrial
implementation of offloaded GNSS, as it might be a significant
proof of its energy efficiency and economical viability.

2) Application With Coarse-Time Navigation and
Compressive Sensing: In [86], the authors present the
Sparse-GPS (S-GPS) algorithm. Contrary to the previous
sections, the research focuses primarily on reducing the
amount of data sent to the remote computer. S-GPS uses
the principles of CS while associating it with the acquisition
process. As discussed previously, the dictionary definition
in CS is crucial. The strategy adopted by the author is to
consider a dictionary made from a different version of the
PRN code, each possible code phase, and the frequency shift
combination for each satellite listed. The dictionary is com-
posed of each bins from the conventional acquisition process.
The reconstruction and acquisition process is performed at the
same step, which skips the need first to reconstruct the signal
and then perform the lengthy acquisition process over the
reconstructed signal. The CS process of S-GPS is thoroughly
described as the dictionary creation process.

No tracking algorithm is reviewed by the paper, although a
resulting position accuracy is proposed in the result section.
It is assumed that CTN was computed based on the acqui-
sition results directly, similarly to [84]. The research team
tested several configurations for the compression ratio of the
measurement vector, from 70% to 90% compression, and ana-
lyzed the acquisition and positioning results. The number of
milliseconds of data to be processed (from 2 to 10 ms) is
also reviewed, as these factors influence the amount of data
required and the accuracy of the results. As expected, more
data and lower compression rates provide the best results, yet
there is room to optimize both factors for optimal accuracy and
data size. The average position accuracy is around 50m and is
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TABLE VI
EXAMPLES OF DATA REQUIRED TO PRODUCE POSITION THROUGH OFF-LOADING, USING THE CTN AND CS TECHNIQUES

also influenced by the compression factor and the data length.
Energy analysis shows that S-GPS can be ten times better
in terms of energy consumption than a standalone GPS. The
paper also compared themselves to the CO-GPS solution [84]
and showed it could be twice more energy efficient.

The work [86] also provided a power consumption esti-
mation for the communication link based on a state-of-the-art
transceiver and considers the overall energy budget. The details
on the data savings made by the compression are not provided
by the authors, thus we have decided to provide some numbers
based on the parameters from the experiments. In Table VI, we
detail several signals and evaluate the amount of data required
for each of them, comparing with and without compression.
Based on the experimentation from [86], we assume 20 codes
repetition to be offloaded, 1-bit quantization and real data (i.e.,
not complex I/Q). The data size D is computed as

D = Cn · Cl · fs · qb , (2)

where Cn is the number of codes recorded (i.e., 20), Cl is
the code length (extracted from Table II, fs is the sampling
frequency, qb is the bit quantization (i.e., 1 bit).

From the IEEE communication standards [78], we com-
pare the time required to offload using different transfer rates.
Transfer time T are computed as

T =
D

tr
, (3)

where tr is the transfer rate. In this comparison, we have used
20 kbps and 250 kbps, as defined in [78].

The transfer time is significantly reduced by using CS, and
it is clear that GPS L1 C/A is the one requiring the least data.
Note that these numbers are provided as a broad comparison
and should be refined. Further research is needed to understand
the feasibility of offloading modern signals since this has not
yet been reviewed in research to the author’s knowledge. It
is foreseen that similarly to data bits in GPS L1 C/A signals,
secondary codes should be accounted for, depending on the
signals. Likewise, multi-level signals like E1 might require
more than 1-bit quantization. Overheads from communication
links and error correction also need to be considered.

These numbers can even be further reduced by reducing the
length of the dataset or using an even larger compression rate.

Finally, [86] compares compression between S-GPS and the
popular LZ77 algorithm used in ‘gzip’. As expected, com-
pression performances for random binary streams are rather
limited, leading to low performances for LZ77. S-GPS allows
far greater compression capabilities. In Table VI, we also
applied a 70% CS on the data size to provide a theoretical
comparison with the no-compression case.

C. Summary and Lessons Learned

Processing offloaded data fundamentally differs from what
is performed onboard a “traditional” GNSS receiver. Instead of
performing the signal processing stages locally, DSP stages are
shifted to a remote server. We have introduced two concepts
that are the enablers of such architecture, namely, the CTN,
proposing a different approach to pseudorange computation;
and the CS, for a drastic reduction of data to be uploaded.
Computation complexity on the receiver side appears to be
greatly reduced, leading theoretically to a reduction in energy
consumption. Different implementations have been reviewed,
resulting in data being offloaded at various stages before [84]
or after [83] DSP operations. The main difference is the
amount of data that needs to be uploaded to the server, as
unprocessed raw data will take longer to upload but will
require less processing on the receiver side.

Data transmission to the processing server remains the
major challenge in this architecture. In this section, we have
shown that the amount of data to be uploaded to a remote
server is considerable and will require a proper wireless com-
munication link with sufficient bandwidth to be uploaded in a
reasonable time. A detailed review of the required bandwidth,
transmission distance limit, or impact on the energy consump-
tion of the wireless communication link could not be retrieved
in any studies. Future research should concentrate on defining
the requirements and limits for energy-efficient usage of the
offloaded architecture, as it would prove important to decide
in which scenarios such architecture can be applied.

Nevertheless, the offloaded architecture provides an
interesting way of finding a receiver position while drastically
reducing the onboard algorithmic complexity. Compared to the
onboard processing algorithms reviewed in Section VII, the
techniques used for off-loading are still quite novel, especially
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the CS concept. Future research in this domain would bene-
fit the offloaded architecture, which could be a game-changer
for low-power GNSS processing, assuming that the challenges
related to wireless communication links can be answered.

IX. ON THE FUTURE OF LOW-POWER GNSS

During this work, we have dived into the topic of “low-
power GNSS”. Our goal was to understand the factor that
influences the energy consumption of a GNSS receiver, as
the limiting factor in embedded devices today is the finite
amount of energy available. To decide if a GNSS receiver
should be embedded in a device, it needs to answer the posi-
tioning requirements of the application, but also consume an
affordable amount of energy per position.

In this section, we recall the research questions (Q1-Q4)
detailed in Section I, and link them to our review.

A. The Factors Driving the Energy-Consumption (Q1)

In Section VI, we surveyed several papers to find out the fac-
tors influencing the energy consumption of a receiver. Some
factors are unalterable, they do not come from the receiver
design, but they will need to be accounted for. Those factors
are the user’s requirements and the operating environment.
Stringent positioning requirements and a difficult wireless
environment will increase the difficulty to recover a signal,
thus increasing the TTFF and the algorithm’s complexity. The
rest of the factors are decided during the receiver design,
again based on the user’s precision and energy consumption
requirements. The hardware complexity, algorithm complex-
ity, and activity time will be the final drivers of the energy
consumption of a receiver.

Our analysis has compared different industrial receivers
designed for high-precision or low-power applications. Power
consumption and TTFF provided by manufacturers can provide
an overview of how functionalities might influence energy con-
sumption (e.g., number of channels, constellations, TTFF, etc.).
However, to understand the influence of the factors mentioned
above, we need more control over the processing chain. To the
author’s knowledge, there is no open-source tool providing a
controlled environment to explore the energy consumption of
a receiver based on its hardware or software implementation.
Future research aiming at reducing a receiver’s power/energy
consumption should focus on this domain.

B. Algorithms With the Lowest Complexity (Q2)

Our review mostly focused on the acquisition and track-
ing phases of the receiver. They are the first phases of the
processing chain, dealing with a large amount of data and
operating at high frequency, i.e., every 1-10 ms). They are
expected to be the most energy-consuming phases of the soft-
ware side. For onboard processing, many algorithms have been
proposed over the years. In Section VII, the complexity of sev-
eral methods has been reviewed, along with their applicability
to modernized signals.

During the acquisition phase, FFT-based methods outper-
formed the search-based methods in terms of algorithmic
time complexity. The new methods presented kept the same

principle and tried to reduce the complexity further. The
QuickSync [44] and Modified XFAST [45] algorithms showed
the best results in terms of time complexity reduction for GPS
signal acquisition. Yet the Modified XFAST has significant
degradation in SNR and could prove insufficient in a challeng-
ing wireless environment. The following methods concentrated
on the modernized GNSS signals but failed to provide a
time complexity analysis. Nevertheless, the Split FFT method
proposes a reduction in operations number compared to PCPS.

During the tracking phase, BPSK modulated signal tracking
seems to have reached its optimum efficiency, as no signifi-
cant improvements could be found in recent papers. The most
commonly used EPL technique appears to have the lowest
complexity. Lowering the tracking frequency while keeping
successful tracking seems to be the next challenge for lower-
ing the tracking complexity of BPSK signals, as demonstrated
theoretically in [13]. Alternatively, the research trend of the
last decade has focused on improving BOC modulated signal
tracking. This will be further reviewed in Section IX-C.

As exploring energy consumption at the algorithm level is
not possible, we have decided to focus this review on algo-
rithms’ complexity and find what is the lowest complexity
algorithms at a theoretical level. Future research is needed
to see how these algorithms would behave in real scenarios.
A possible solution is by implementing a fully digital GNSS
receiver to be used as a controlled environment for algorithm
benchmarking [87], [88], [89].

C. The Cost of Tracking Modern Signals (Q3)

As expected, tracking modern signals has proven to be more
costly, in both resources and energy consumption. While they
offer many benefits (detailed in Section V), these benefits
come at the price of increased signal complexity. Quantifying
the cost in algorithms complexity is not trivial and a relative
comparison to legacy signal tracking is needed. In [21], the
acquisition of modernized signals showed an increase in com-
putation complexity compared to the GPS L1 C/A signal. The
required sampling frequency and bit quantization, influenced
by the signal modulation, directly affect the computations.

For the tracking phase, the difference is made between
BPSK and BOC signals. Recalling Table II, many modern sig-
nals used the modulation BPSK, yet with higher code rates
and secondary codes present in the signal. Compare to legacy
BPSK signals, the tracking complexity is thus increased. Yet,
legacy tracking techniques such as EPL can still be used.

With the introduction of the BOC modulation, the surveyed
papers focused on developing efficient and unambiguous track-
ing algorithms for these signals. All the techniques presented
required a higher number of correlators than the EPL tech-
nique, which was shown to be a good metric to assess the
tracking complexity. The side-peaks cancellation techniques
showed reduced complexity compared to sub-carrier track-
ing techniques when comparing the number of correlators
needed. The BUT-EAS [65] and SRSA [66] shows relatively
low complexity and good performances.

It should be noted that only a relatively small number of
modern signals use BOC (i.e., L1C, E1 OS, E5, B1C), and
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many opted for BPSK (see Table II). Further research focusing
on improving BOC tracking for low-power receivers might be
done for L1-only receivers. An alternative to this would be to
focus on L5-only receivers, as all signals across constellations
on this frequency share the structure and use BPSK modu-
lation. Examples of such implementation recently started to
appear at the industry level [90].

D. Offloaded or Onboard Processing? (Q4)

In offloaded processing, transforming a GNSS receiver into
an RF logger ensures the lowest consumption a GNSS receiver
can ever get. The “atomic” level of TOA positioning is reached
with the CTN technique. Delay-tolerant applications, with
severe energy constraints and lower requirements over posi-
tioning quality, are the targeted applications. This is the case
for many IoT devices. Yet, it quickly becomes inefficient for
embedded devices with more constraints on their positioning
quality.

The communication link requirements limit its application
to connected environments only. In most of the studies found,
the consequences in terms of energy consumption have not
been theoretically nor experimentally reviewed. Data transmis-
sion will necessarily take a significant amount of energy and
will be impacted by the application environment. Modelling of
the communication links is lacking in the current state-of-the-
art research in GNSS offloaded processing. Future research
should define the impacts of scenarios and user constraints
on the communication link, as well as assess its energy con-
sumption. This will be crucial in understanding if the trade-off
between onboard and offloaded architectures will result in
energy savings for the receiver.

Offloading computations align with the concepts of Edge
computing, a trending research topic in recent years for IoT
applications [91]. In an Edge architecture, data is not trans-
ferred to the Cloud but processed at an intermediary node. It
saves energy by reducing data movement while making the
processing closer to the user for increased privacy and secu-
rity. To the author’s knowledge, the derivation of offloaded
GNSS processing into an Edge scenario has not been reviewed
yet. Edge computing has also been reviewed in the scope of
Approximate Computing (AxC) techniques [92], which could
also prove applicable in the offloaded GNSS processing case.

X. CONCLUSION

This survey reviewed state-of-the-art low-power GNSS tech-
niques. The driving factors in power and energy consumption
have been listed and detailed. We also reviewed modernized
GNSS signals and their benefits for low-power position-
ing. While their increased signal complexity makes them
counter-intuitive for low-power applications, several benefits
of interference and multipath mitigation would make them
suitable candidates for harsh signal environments. Yet a con-
crete assessment of their impacts on the energy budget over
the whole positioning chain has not been found in any paper
reviewed.

The two most promising architectures for low-power posi-
tioning have been reviewed: one where the positioning is

onboard, fully performed locally; the second one where the
processing is outsourced to a server and the receiver becomes
an RF logger only. The advantages and disadvantages of both
systems have been reviewed, and the gaps in the current state-
of-the-art pointed out. Current research in onboard processing
showed keen interest in modern GNSS signals. We sum-
marised methods with computation complexity estimation and
tried identifying the least complex algorithms for each process-
ing stage. However, the vast amount of proposed methods and
very heterogeneous analysis prevent direct comparison of the
performance of the methods. Offloaded processing showed a
completely different positioning architecture that could enable
lower energy consumption in embedded devices. The main
challenge resides in communication link consumption, which
effects should be further reviewed in the energy consump-
tion budget. Developments in communication links dedicated
to IoT will probably offer low-energy solutions for the trans-
mission of the data to the remote server, yet given the large
bandwidth required, their applicability is yet to be assessed.

A lack of a shared benchmark environment has been iden-
tified in both architectures. In-house development and data
acquisition prevent direct comparison of the performance of
the methods since the code and datasets are not shared with
the article. The development of an open-source benchmarking
platform would be a suitable solution, enabling the compara-
bility of algorithms and identifying high-complexity tasks in
the processing chain.

LIST OF ACRONYMS

A-GNSS Assisted GNSS
ACF Auto-Correlation Function
ALM Adaptive Logic Module
ASPeCT Auto-Correlation Side-Peak Cancellation

Technique
AxC Approximate Computing
BeiDou GNSS from China
BJ Bump-Jumping
BOC Binary Offset Carrier
BPSK Binary Phase Shift Keying
BUT-EAS BOC Unambiguous Tracking using Extended

Auxiliary Symbols
C/A Coarse/Acquisition Code
CAS Commercial Authentication Service
CCF Cross-Correlation Function
CDMA Code Division Multiple Access
CHIMERA Chip-Message Robust Authentication
CMOS Complementary Metal-Oxide Semiconductor
CRC Cyclic Redundancy Check
CS Commercial Service
CS Compressive Sensing
CTN Coarse-Time Navigation
DBZP Double Block Zero-Padding
DBZPTI Double Block Zero-Padding Transition

Insensitive
DDPE Decimation Double Phase Estimator
DE Double Estimator
DGNSS Differential GNSS
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DLL Delay Lock Loop
DNF Data Not Found
DPE Double Phase Estimator
DSP Digital Signal Processing
DSSS Direct Sequence Spread Spectrum
EKF Extended Kalman Filter
EPL Early-Prompt-Late
EU European Union
FDMA Frequency Division Multiple Access
FEC Forward Error Correction
FFT Fast Fourier Transform
FLL Frequency Lock Loop
FOC Full Operational Capacity
FPGA Field-Programmable Gate Array
Galileo GNSS from European Union
GLONASS Globalnaya Navigazionnaya Sputnikovaya

Sistema (GNSS from Russia)
GNSS Global Navigation Satellite Systems
GPS Global Positioning System from USA
GRASS General Removing Ambiguity via Sidepeak

Suppression
HAS High Accuracy Service
ICD Interface Control Document
IEEE Institute of Electrical and Electronics Engineers
IF Intermediate Frequency
IGRASS Improved General Removing Ambiguity via

Sidepeak Suppression
IMU Inertial Measurement Unit
IoT Internet of Things
LEAP Low Energy-Assisted Positioning
LR-WPAN Low-Rate Wireless Personal Area Network
LTE Long-Term Evolution
LTE-M Long Term Evolution (4G), category M1
MCCF Multiplied Cross-Correlation Function
MEDLL Multipath Estimating Delay Lock Loop
NMA Navigation Message Authentication
OS Open Service
OSNMA Open Service Navigation Message

Authentication
PCM Partial Correlation Method
PCPS Parallel Code Phase Search
PLL Phase Lock Loop
PPP Precise Point Positioning
PRN Pseudo Random Noise
PRS Public Regulated Service
PSD Power Spectral Density
PSK Phase Shift Keying
PUDLL Pseudo Correlation Function-based

Unambiguous Delay Lock Loop
RADAR Radio Detection and Ranging
RF Radio Frequency
RFFE RF Front-End
SBZP Single Block Zero-Padding
SCA Spreading Code Authentication
SD Secure Digital
SLL Sub-carrier Lock Loop
SNR Signal-to-Noise Ratio
SoC System-on-Chip

SPAR Symmetrical Pulse Ambiguity Removing
SPLL Sub-carrier Phase Lock Loop
SPP Standard Point Positioning
SRSA Sub-function Reconstruction Synchronization

Algorithm
SS Serial Search
TOA Time of Arrival
TOW Time of Week
TTFF Time To First Fix
USA United States of America
USSR Union of Soviet Socialist Republics
VE Very-Early
VL Very-Late
XFAST Extended Replica Folding Acquisition Search

Technique

APPENDIX

MATHEMATICAL DEFINITION OF COMPRESSIVE SENSING

As quantization and time length are already at their mini-
mum possible value, the only factor still left is the sampling
frequency. Over the last two decades, significant progress in
signal reconstruction has led to breakthrough signal compres-
sion, pushing sampling frequency to a level lower than the
Nyquist rate.

Compressive Sensing (CS) is a signal processing technique
allowing signal reconstruction based on very few measure-
ment samples, much fewer than required by the Nyquist rate.
It has been first described in [81] and explained quite exten-
sively in [82]. The following summary is a quick mathematical
introduction to the technique, the reader is invited to review
these references for more details.

According to CS theory, any “natural” signal is compress-
ible, meaning that it can be represented by a sparse vector on
a certain transform basis. Such a vector contains mostly zeros
and is called K -sparse on this basis if there are exactly K
nonzero elements. Let x ∈ R

n be the original signal received,
and s ∈ R

n be its K -sparse representation in the basis Ψ.
Given that “·” represent a matrix multiplication, their relation
is represented by

s = Ψ · x . (4)

The design of Ψ is at the core of the CS theory. This basis can
be viewed as a dictionary, containing simple pieces that, added
together, can represent a complex signal. Fourier or Wavelet
bases are generic Ψ bases used in many applications (e.g.,
image reconstruction).

Now going into the compression stage, if x can be rep-
resented as K -sparse in Ψ, then only a limited number of
measurements is required to represent this signal, leading to
a sub-sampling opportunity. Let y ∈ R

m be the compressed
(sub-sampled) version of x , and C ∈ R

n×m be the measure-
ment matrix (a.k.a. sensing matrix). x and y are related to
each other via C as expressed as

y = C · x . (5)

The C matrix needs to answer two conditions to be con-
sidered valid: (1) C must be incoherent to the sparsifying
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basis Ψ; (2) the number of measurements should be suffi-
ciently large. The first condition can be met by using a random
matrix as a measurement matrix, for example, a Gaussian or
Bernoulli distributed random matrix. The second condition is
met using the equation described in [82], which evaluates the
number of samples required. It can also be assessed empiri-
cally. Further details on these conditions and their importance
can be found in [82].

Given a sparse vector randomly sampled and transmitted to
the remote computer, the original signal should now be recon-
structed. The complexity of the problem resides in this part of
the algorithm since, given a compressed measurement vector
y, an infinite number of sparse vectors s can be constructed.
CS theory actually tells us to find the sparsest vector s given
the measurements y, to successfully reconstruct the signal x.
The following equations define the optimization problem as

y = C ·Ψ · s = Θ · s , (6)

ŝ = argmin||s ||1 subject to y = C ·Ψ · s . (7)

We remark that this is a convex l1-norm minimization
problem, given ||·||1. Originally the minimization should be
over the l0 pseudo-norm, leading to a non-convex optimization,
thus only solvable by combination test. It can be simplified to
l1 thanks to the conditions set on the measurement matrix C .

In summary, the only computation requirement on the logger
side is sub-sampling the received data with a random mea-
surement matrix C . On the remote computer side, it should
proceed with the minimization solving, which requires the
measurement matrix C as well, given equation 6. Therefore,
on top of the compressed measurement y , the logger also needs
to send C or the seed to generate it on the remote side.
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