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Abstract

With the recent growth in size and complexity of wind turbine blades, continuous moni-
toring has become imperative in reducing costs and downtime by preventing difficult main-
tenance and repair works. Using ambient excitation, dynamic responses are analysed with
Vibration-based StructuralHealthMonitoring (VSHM) techniques to obtainmodal parameters
such as natural frequencies, mode shapes and damping ratios. For that, this study uses two
output-only modal identification methods to identify those modal parameters from numeri-
cal and experimental responses, aiming to detect changes in those parameters attributed to
damage. Using a cantilever beam, damage is introduced as a localized change in mass where,
in the presence of damage, natural frequencies may present a decrease in value. Given the
limitations of placing physical sensors on wind turbine blades, specially the ones in-service,
this study uses measured responses from the structure and estimated ones at unmeasured loca-
tions, using data estimation techniques to create virtual sensors. The present objectives are to
compare twomodal identification methods and two response estimation ones, with the goal of
understanding whether the use of virtual sensors improves damage detectability. The numer-
ical comparison between the modal identification methods showed that both are capable of
identifyingmodal parameters close to each other and to the numerical model ones. The results
from bothmethods indicate that using virtual responses increases damage detectability for the
same set of measurements. One of the methods provides more consistent results but requires
higher computational efforts, whereas the other is much faster and simpler to use, although its
results present slight variations. The comparison between the response estimation methods
showed that, even with limitations, bothwere capable of identifying closemodal parameters to
each other. The experimental application validated the conclusions found with the numerical
results, from all the methods’ behaviour to the enhancement of damage detectability.

Keywords: Wind turbine blades, Vibration-based Structural Health Monitoring, Damage
detection, Virtual sensing
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Resumo

Com o recente crescimento em dimensão e complexidade de pás de turbinas eólicas, a sua
monitorização contínua torna-se imperativa na redução de custos e de inatividade ao prevenir
manutenções e reparações difíceis. Usando excitação ambiente, as respostas dinâmicas são
analisadas através de técnicas deMonitorização da Condição Estrutural baseada em Vibrações
para obter parâmetros modais, tais como frequências naturais, modos de vibração e fatores de
amortecimento. Para tal, este estudo usa dois métodos de identificação modal para identificar
esses parâmetros de respostas numéricas e experimentais, procurando detetar neles alterações
atribuídas a dano. Numa viga encastrada, dano é introduzido como a alteração local de massa
onde, na sua presença, frequências naturais podem apresentar uma redução de valor. Dadas as
limitações na colocação de sensores físicos nas pás, especialmente naquelas em funcionamento,
este estudo usa respostas medidas da estrutura e estima respostas em localizações nãomedidas
através de técnicas de estimação com sensores virtuais. Os objetivos passam por comparar dois
métodos de identificação modal e dois de expansão de respostas, procurando perceber se a uti-
lização de sensores virtuais melhora a detetabilidade de dano. A comparação numérica entre
os métodos de identificação modal mostrou que ambos são capazes de identificar parâmetros
modais próximos entre si e aos do modelo numérico. Os resultados de ambos indicam que a
utilização de respostas virtuais melhora a detetabilidade de dano para os mesmos conjuntos
de respostas. Um dos métodos obtém resultados mais consistentes mas exige maior esforço
computacional, enquanto que o outro é mais rápido e simples de usar, mas os resultados apre-
sentam ligeiras variações. A comparação entre métodos de expansão de respostas mostrou que,
mesmo com as limitações, ambos são capazes de identificar parâmetrosmodais próximos entre
si. A aplicação experimental validou as conclusões obtidas através dos resultados numéricos,
desde dos comportamentos dos métodos até à intensificação da detetabilidade de dano.

Palavras-chave: Pás de turbinas eólicas, Monitorização da Condição Estrutural baseada em
Vibrações, Deteção de dano, Sensoriamento virtual
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Introduction

The present work inserts itself in a research group studying damage detection through the
analysis of structural dynamic responses, where this thesis focuses on damage detection and
detectability on wind turbine blades. When damage occurs, it is expected that the dynamic
characteristics of a structure will change [1], and as such, by continuously monitoring the
responses of that structure, those changes can be detected soon enough to prevent unnecessary
maintenance procedural costs and catastrophic outcomes [2].

In this Chapter, a contextualization is first given on the recent and steady growth of wind
energy and wind turbines, the need for continuous monitoring of these structures and how
damage is detected. Secondly, the methodology followed in this thesis is explained, following
all the steps necessary to perform damage detection and assess damage detectability consid-
ering recent techniques, like virtual sensing. The final Sections set the objectives of this work
and the thesis outline.

1.1 Contextualization

The industrial growth of any country depends on creating a balance between energy pro-
duction and its consumption. The production of energy in turn depends on the availability of
renewable and non-renewable energy resources [3].

In the 2030 Climate Target Plan set by the European Commission, the proposal to cut
greenhouse gas emissions by at least 55% by 2030 sets Europe on a responsible path to becoming
climate neutral by 2050 [4]. As such, and given the heavy pollution always associated with
fossil-fuel consumption, renewable energy resources emerge as the best alternatives with the
most potential, as they are constantly replenished naturally, meaning a non-ending supply of
eco-friendly sources of energy available to humanity [3].
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CHAPTER 1. INTRODUCTION

Being a renewable andgreen source of energy, windenergyhas become a pillarof the energy
systems inmany countries and is recognized as a reliable and affordable source of electricity [5],
given the vast potential that wind has to offer. All countries in the world experience wind and
wind turbines can be set up onshore or offshore. Outside of hydroelectric power, wind energy
consumption is the largest component of the renewable energy category [6].

Wind turbines convert the kinetic energy of the wind to electrical energy using a set of
equipment fromwhich the blades are one of the key components. Having been studied for over
forty years, the most recent research techniques into wind turbine technology are producing
stronger, lighter and more efficient blades for the turbines [7].

Accordingly, wind turbines have become physically larger so as to meet the rising capacity
needs, and this increase in size generates problems as far asmaintenance and repair procedures
are concerned. Figure 1.1 represents the growth in wind turbines and blades so far, as well as
prospects for future sizes and capacities. It is operationally difficult and hazardous to perform
inspection and maintenance. Furthermore, the usually remote location of the wind turbines
generates added difficulty [2].

Figure 1.1. Wind turbine growth in size and capacity since 1980 and prospects for
future sizes and capacities, from [8].

Unlike conventional power stations, wind turbines are exposed to highly variable and
harsh weather conditions that could cause damage to the structures, including calm to severe
winds, tropical heat, lightning, arctic cold, hail, and snow [9]. Although damage can occur to
any component or part of the wind turbine, blade failures are a prominent structural failure
and are the most common type of damage that occurs in a wind turbine system, all the while
being shown that blade damage is the most expensive type of damage to repair and requires
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considerable repair time [5]. As such, it becomes important to detect damage before the blade
fails catastrophically, which could destroy the entire wind turbine [10].

That being said, Structural Health Monitoring (SHM) has gained much interest lately as
it offers enhanced safety, optimized inspection cycles by the use of non-destructive testing
techniques (like Acoustic Emissions or the Thermal Imaging Method), minimization of down-
time and avoidance of extended damage [2]. Besides damage detection, routinely monitoring
wind turbines also ensures good condition to ultimately provide reliable power generation [11].
Furthermore, the application of SHM in supporting the process of lifetime extension has also
been studied recently – for example in [12, 13] –, directly aiding the reduction of the heavy
pollution associated with these equipments when they reach their end-of-life, as they are cur-
rently considered unrecyclable because of the materials of which they are made – composite
materials [14].

1.1.1 Structure Health Monitoring: definition and techniques

In [15], Sohn and Farrar define SHM as "the process of implementing a damage detection
strategy for engineering infrastructure related to aerospace, civil and mechanical engineering".
Damage can be generally understood as changes introduced into a system that adversely affect
its current or future performance, therefore implying that damage is not meaningful without
a comparison between two different states of the system, the reference state being an assumed
initial and often undamaged one [16].

However, many damage detection methods are either visual or localized experimental
methods which require that the vicinity of the damage is known a priori, and that those loca-
tions are readily accessible for inspection [16]. So, for more efficient detection, the need arises
for monitoring on a global basis.

When applied to wind turbine systems, many SHM techniques can be performed on any
of their components. A few of those techniques are as follows [11, 17]:

• Analysis of oil pressure or temperature;
• Power generation or performance monitoring;
• Strain measurements;
• Vibration analysis.

This thesis will focus on the last item, also known as Vibration-based Structural Health
Monitoring (VSHM). The basis of VSHM is to analyse a structure’s dynamic responses, and
obtain and monitor the structure’s modal properties, in a technique called Modal Analysis.
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1.1.2 Modal Analysis on Structure Health Monitoring

The basic premise of Modal Analysis that damage will alter the stiffness, mass or energy
dissipation properties of a system, which, in turn, alter the measured dynamic response of
that system. Damage identification based upon changes in dynamic responses is one of the
few methods that monitor changes in the structure on a global basis [15], and because of their
somewhat simple implementation on any size structure – needing only ambient excitation and
sensors to measure the dynamic responses –, they are among the earliest and most common
damage detection methods used [18].

The basic concept behind thesemethods is thatmodal parameters, notably natural frequen-
cies, mode shapes and damping ratios are functions of the physical properties of the structure
(mass, stiffness and damping). Therefore, changes in the physical properties, such as reduc-
tions in stiffness resulting from the onset of cracks or loosening of a connection, will cause
detectable changes in the modal properties [16, 19, 20].

So, considering any structure, by using periodically sampled dynamic response measure-
ments from an array of sensors, extracting damage-sensitive features from thosemeasurements
and statistically analysing those features, it is possible to determine that structure’s current
state of structural health [18].

1.1.3 Damage detection

Damage detection methods can be divided into 4 levels, as introduced by Rytter in [1]:

Level 1 Methods that determine whether damage is present – detection;
Level 2 Methods that determine the location of the damage – localization;
Level 3 Methods that quantify the severity of the damage – assessment;
Level 4 Methods that predict the remaining service life of the structure – consequence;

Most VSHM methods can be classified as Level 1 or Level 2, which usually do not make
use of a structural model, and Level 3 when requiring the coupling with a structural model of
the structure. Level 4 methods are usually associated with specific fields of fracture mechanics,
fatigue-life analysis or structural design assessment [21, 19].

As for the modal properties used in the damage detection, the most common are natural
frequencies, mode shapes and damping ratios. The most popular of these are natural frequen-
cies, as they are easily determined with a relatively high level of accuracy, and are sensible to
both local and global damage [1].
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Traditionally, the presence of damage is related to a decrease in stiffness and thereby in the
natural frequencies [1]. As most wind turbine blades are made of composite materials [14], a
specific application should also be considered where damage detection was tested in panels
made of composite materials and, in accordance to the initial statement, natural frequency
reduction was also reported [22].

As well as changes to natural frequencies (reduction, for this property), changes to mode
shapes and damping ratios are also to be expected. It is important to monitor these changes
through a SHM system that analyses periodic dynamic responses, as they reflect developing
damage and accelerate structure degradation [23].

1.1.4 Operational Modal Analysis

During the first several decades of research in the field of structural dynamics, structures
were often excited bymeasured forces (using actuators, shakers or impact hammers), responses
were measured and modal parameters were extracted from the identified system model, in
what is known as ExperimentalModalAnalysis (EMA). However, these experimentalmethods
are not suited for large civil and mechanical engineering structures because the contribution
of artificial excitation forces to the total response of the structure is rather low [24]. Besides,
in terms of continuous monitoring of structural health, it is unthinkable to have an artificial
excitation, as testing would become too costly [25].

As such, new damage detection methods have been developed to make use of the ambient
excitation that is always present, even when the input forces are unknown and unmeasured.
The subsequentModal Analysis, using only output measurements (like strains, displacements,
velocities or accelerations, among others), is known as Operation Modal Analysis (OMA).

OMA techniques can be divided into time domain and frequency domain, and their dis-
tinction will be explained in the next Chapter.

1.1.5 Response estimation and virtual sensing

In the context of VSHMmethods, many types of sensors can be used to sample the dynamic
responses, depending on the properties to be extracted. The most common are accelerometers,
strain gauges and fiber optic cables [26].

As seen in Subsection 1.1.2, the first step in the monitoring of a structure’s health is sam-
pling dynamic response measurements from an array of sensors. So, damage detection is
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heavily dependant on the sensors placed on the structure.

However, given the continuous growth in size of wind turbines and their blades and the
harsh conditions they operate in, placing sensors along the length of the blades becomes a
difficult task, as sensors are usually costly, need to be maintained and are sometimes unreli-
able [27]. Also, many of these equipments are already in service, making the placement of
sensors an increasingly difficult task. That being said, a great alternative arises in the use of
response estimation and virtual sensing.

Physical sensors placedon the structure take directmeasurements, and virtual sensors (also
known as smart sensors) take the readings from the physical sensors and estimate responses
of the structure in locations where there are no physical sensors. Virtual sensors need system
models or transfer functions to process the data from physical sensors, so the model accuracy
is critical [27].

Many response estimation techniques exist, but they all have the same objective, and
that is to use physical sensing data and a suitable model to predict information in difficult
or inaccessible areas of interest [27]. In other terms, response estimation techniques (either
reduction or expansion) are used to estimate the motion at all degrees of freedom (DOFs)
of a Finite Element Model (FEM) of the structure based on measured information, under
the minimal assumption that sensor measurements can be linearly related to finite element
DOFs [28].

In a recent study by Roberts et al. – see [29] –, dynamic responses weremeasured in several
locations and using an expansion method, responses were estimated to a virtual location. By
placing a real, physical sensor in that same location to verify the results, it was proven that it
is possible to predict the responses at any point in a structure.

1.2 Methodology

The process of detecting and assessing damage in wind turbines blades envolves many
steps and techniques applied in several stages. This Section focuses on the sequence followed,
at the end of which a flowchart is presented to synthesise and connect those steps.
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1.2.1 Ambient excitation and modal parameter extraction

Following the distinction made between EMA and OMA in Subsection 1.1.4, OMAmeth-
ods can be defined as output-only or stochastic system identification methods, where the
(ambient) forces are modelled as stochastic quantities with unknown parameters but with
known behaviour (for instance, white noise time series with zero mean and unknown covari-
ances) [24].

Any Modal Analysis technique – experimental, operational or combined – is performed in
three steps [24]:

1. Data collection;
2. System identification;
3. Determination of the modal parameters.

As per the collection of data, time-series responses are used. The present work uses com-
puter generated responses from a simulatedmodel, for it allows amore controlled environment
for the adjustment of necessary parameters. As to validate the methods used and results ob-
tained, the present thesis will, in a secondary stage, use (real) experimental responses from an
experimental application.

The system identification can be defined as the construction of a mathematical system
model frommeasured data. Many systemmodels exist, depending on the system identification
used: time domain or frequency domain identifications, or even parametric or non-parametric
identifications. One of the system models used in this study is the FEM, which provides an
approximation of the system with a limited number of DOFs [30].

The final step is the extraction of the modal parameters and their respective analysis, as to
determine the state of the structure [24]. The modal identification methods used in this study
are the focus of Chapter 2.

So, after applying the ambient forces to the structure, the time responses are registered and
the modal parameters can be extracted, as seen in Subsection 1.1.2.

1.2.2 Model Updating

With the modal parameters identified from the structure’s time responses, it becomes
imperative to assess if the systemmodel identified is in fact correctly representing the structure.
Because FEM is used in this study to model the structure, that assessment is then performed
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through Finite Element (FE) Model Updating.

The main goal of Model Updating methods is to correct the inaccurate parameters in the
numerical model so as to obtain a better agreement between numerical results and test data
or, in other words, minimize the error between those two sets of data [31]. For that, functions
need to be formulated between those two sets, as a way to quantify their correlation.

An example of that is the Modal Assurance Criterion (MAC), which is computed between
the mode shapes of each analysis. Introduced by Allemang and Brown in [32], MAC compares
the directions of two eigenvectors (mode shapes) based on their inner product and yields
values between 0 and 1 (where 0 represents poor correlation and 1 good correlation), arranged
in matrix form: diagonal values are expected to be closest to 1 and non-diagonal values are
expected to be closest to 0. It is one of the best knownmethods inmodel validation of structural
dynamics [33].

In the present study, a set value of 0.8 has to be achieved in order to obtain the estimation
of time responses to locations where no measurements are taken. At this point, the goal is
to assess if adding these response estimations (or virtual responses) enhances the damage
detectability. The response estimations methods used in this study are approached later on,
being the focus of Chapter 3.

1.2.3 Damage detectability

With the goal of comparing damage detectability between using only (real) time responses
and using real and virtual time responses, healthy testing and training (undamaged) references
are taken to establish a baseline. Then, damage is applied to a single element of the FEM,
corresponding to a specific DOF, as the localized percentual reduction of the second moment
of area. Increasing damage is applied, resulting in a set of damaged responses, all with the
same number of observations.

Modal parameters are then extracted for each set of responses. Next, the obtained natural
frequencies are used by the Mahalanobis Distance (MD) – introduced in [34] as a metric to
determine the distance between a point and a distribution –, in this case to determine the
distance between every damaged measurement and the healthy reference ones, allowing for a
good indication of the damage extent [35].

With the increasing extent of damage, it is expected that MDs increase as well, so the
greater the damage, the greater the MDs obtained. However, the MD alone might not be a
sufficient tool in assessing the damaged condition of the structure, and applying a threshold
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value to the obtained MDs allows for a better classification of the current state of the structure.
As such, when plotting the MDs for each set of responses, their values are expected to increase
and to exceed the threshold established. For this study, the threshold is defined for all sets
of responses as the mean value of the MDs from the healthy measurements plus its standard
deviation.

Afterwards, in order to quantify the damage detectability, two additional steps are taken.
Firstly, the Receiver Operation Curve (ROC) – introduced in [36] – is obtained, which plots the
test sensitivity over1-specificity – in other terms, true positive rate is plotted against false positive
rate, respectively. When comparing undamagedmeasurements with the healthy reference, the
ROCs are expected to fit a diagonal line (meaning the healthy references are being considered
as such), serving a threshold to the damaged reference ROCs, which are expected to fit closest
to the top left corner. Secondly, for each ROC the respective Area Under the Curve (AUC)
is determined. When comparing undamaged measurements to the healthy reference, ROCs
should fit a diagonal line and so, AUCs should have a value close to 0.5 (representing half the
area of the plot). When comparing damaged measurements to the healthy reference, ROCs
should approximate the top left corner, and as such AUCs should increase and approximate
the value of 1. The greater the value of the AUC, the better the test results – in this case, the
greater the damage and its detectability.

Following all these steps, the full methodology for this study is complete. For a better
(and visual) understanding, a flowchart of said methodology is presented in Figure 1.2, where
two modal identification methods and two response estimation methods are compared – blue
shaded boxes for the first case and green shaded box for the second case. The comparison
between results obtained is presented in Chapter 4.

1.3 Problem statement

Applying four different methods – two modal identification and two response estimation
methods – allows the comparison between four separate sets of results, and thus it permits a
more thorough analysis of the damage detection on this case, where a cantilever beam is used
to model a wind turbine blade.

Given the limitations of placing physical sensors on wind turbine blades, only four sensors
will be used in this study. Can damage be detected using only those four sensors? And can
damage detection be improved when adding responses estimated at unmeasured locations to
those measurements taken? Results obtained from each method are compared, as to better
understand which methods are better suited for the structure considered in this study.
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experimentally measured

Modal parameters:
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Figure 1.2. Flowchart of the methodology used in both previous and present theses.
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Finally, with the experimental application, the same methodology is applied, as to verify
if the findings and conclusions of the numerical study are validated. Do the methods behave
the same way as they did in the numerical application? And can they be applied to measured
responses acquired from wind excitation?

1.4 Thesis outline

This first Chapter provided the contextualization needed and the presented the method-
ology performed throughout this work. The remaining Chapters of this thesis approach the
following topics:

Chapter 2 The second Chapter focuses on the theoretical and mathematical back-
grounds of the two output-only modal identification methods used in this study;

Chapter 3 The third Chapter presents three response estimation methods and their
respective formulations;

Chapter 4 The fourth Chapter focuses on the numerical application of the methods
introduced in Chapters 2 and 3; for each method, damage detection is measured and
compared using only (real) measured responses and using real and virtual responses;
results are presented and discussed;

Chapter 5 The fifth Chapter focuses on the experimental application, where sensors
were placed on a cantilever beam and the beamwas placed outside to be excited by wind;
the same methodology was applied, where responses were estimated to unmeasured
locations and damage detectability measured for both methods; results are presented
and discussed;

Chapter 6 The sixth and final Chapter contains the conclusions gathered from both
applications, and presents future work recommendations.
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Modal identification methods

As seen in Subsection 1.2.1, different system models can be considered when tackling
the system model identification. Aside from a FEM of the structure to assure the accurate
simulation results, this study uses two distinct modal identification methods, each with their
own system models.

As such, this Chapter focuses on those two modal identification methods to extract the
modal parameters from the structure’s time responses: Covariance-driven Stochastic Subspace
Identification (SSI-COV) and Enhanced Frequency Domain Decomposition (EFDD). Because
these methods belong to different domains, a distinction is first given between time domain
and frequency domain.

Time domain and frequency domain

It was seen in Subsection 1.1.4 that the basis of OMA techniques lies in using ambient
excitation that is naturally available to measure the dynamic responses of a structure and
extract its modal parameters. Also, in Subsection 1.2.1, it was seen that the referred ambient
excitation can be modelled as white noise. As per Brincker and Ventura in [37], when white
noise is modelled using random samples from a Gaussian distribution, all the information in
the signal is concentrated in the second order properties, which are described completely by
correlation functions or spectral densities, as these two form a Fourier Transform pair and
therefore carry the same information. The main difference between this pair is that whereas
time domain techniques use correlation functions (which display signal variation over a span
of time), frequency domain techniques use spectral densities (which display signal intensity
over a frequency band).

13



CHAPTER 2. MODAL IDENTIFICATION METHODS

One of the earliest OMA techniques, the Natural Excitation Technique (NExT), a time
domain technique developed in [38], has shown that the correlation function can be expressed
as a summation of decaying sinusoids, each having a damped natural frequency, damping ratio
and mode shape coefficient, identical to the ones of their corresponding structural modes [39].
In other words, with white noise excitation, the structural response can be decoupled into
single degree of freedom (SDOF) systems, each of which describing the random response of
one mode. This means that the correlation function can be interpreted as free decays, and via
the Fourier Transform, spectral densities can be interpreted as the corresponding frequency
domain functions [37].

When structures vibrate, they tend to have higher oscillatory amplitudes near their natural
frequencies, and measuring these variations in intensity (or energy) is a great tool in SHM
techniques – as used in the secondmethodpresented in this Chapter. Because spectral densities
show the distribution of energy as a function of frequency, they can also be known as Power
Spectral Density (PSD) [40, 37].

In the time domain, all the modes present in the signal are present at any time during the
free decay considered, meaning the identification problem has full rank, and this is one of the
disadvantages of the system identification in the time domain. Their main advantage is that
they obtain bias-free data, meaning results less prone to issues of signal processing. In the
frequency domain, eachmode has a small frequency bandwhere thatmode dominates, making
this the advantage over time domain methods: modes can be identified by decomposing the
frequency range into different smaller bands; this way, modes outside the considered band
have reduced influence over the results. However, their main disadvantage is that they suffer
some kind of bias in the spectral density estimates [37].

2.1 Stochastic Subspace Identification

Stochastic Subspace Identification (SSI) algorithms are classified as time domain tech-
niques, and they have been around for several decades. Introduced by Van Overschee and
De Moor in [41], SSI allows the identification of a stochastic state-space model from response
measurements only, as the state-spacemodel is very general and can describe a linear vibrating
structure excited by white noise [42].
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2.1.1 State-space models

When studying the dynamic behaviour of a mechanical system, the equations of motion
can be written in the following differential matrix form [43],

Mÿ(𝑡) +Dẏ(𝑡) +Ky(𝑡) = f(𝑡) (2.1)

whereM,D andK are the mass, damping and stiffness matrices, f(𝑡) is the excitation force (or
load vector), and y(𝑡) is the displacement vector in continuous time 𝑡, where a dot over a time
function denotes its derivative with respect to time [44]. In the context of civil and mechanical
engineering structures, these equations are obtained as the finite element approximation of
the system with a limited number of DOFs [30], as stated in Subsection 1.2.1.

Even though Equation 2.1 can accurately represent the structure’s dynamic response in
continuous time, it is not directly useful in an experimentalmodelling context. Firstly, because
generally in Modal Analysis, the response measurements are sampled at discrete time instants.
Secondly, it is not possible to measure all DOFs of the FEM. Lastly, there may be other un-
known excitation sources apart from f(𝑡), and noise related to the measurements themselves
are always present, so it is necessary to perform noise modelling [30]. Therefore, in defining
the state vector u(𝑡) as a function of the displacement vector y(𝑡),

u(𝑡) =
⎧

⎨
⎩

y(𝑡)
ẏ(𝑡)

⎫

⎬
⎭

(2.2)

the second order system equation given by Equation 2.1 is simplified into a set of first order
equations, which describe the state-space system model [45],

u̇(𝑡) = Au(𝑡) + Bf(𝑡)
y(𝑡) = Cu(𝑡)

(2.3)

in whichA is the systemmatrix, in continuous time, that completely characterises the dynam-
ics of the system by its eigenvalues (natural frequencies), B is the load (or input) matrix and
C is the output matrix that specifies how the internal states are transformed to the outside
world [46]. This way, the first two matrices define the properties of the system and the last
one is determined by the particular selection of output variables. Matrices A and B can also
be written as functions of the system’s property matrices (from Equation 2.1),

A =
⎡
⎢
⎣

0 I
−M−1K −M−1D

⎤
⎥
⎦
; B =

⎡
⎢
⎣

0
M−1

⎤
⎥
⎦

(2.4)
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2.1.2 Covariance-driven Stochastic Subspace Identification

From this formulation, the SSI algorithm applied is the Covariance-driven Stochastic Sub-
space Identification (SSI-COV). It assumes the stochastic and discrete state-space model just
described and uses the discrete time responses sampled to compute the output covariance
matrix, also known as the cross-correlation matrix.

Sampling the outputs at 𝑘 time lags∆𝑡 gives y𝑘 = y(𝑘∆𝑡) vectors, which can be represented
as the system response, in discrete time, by the data matrix Y [45]:

Y =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

y1
y2
⋮
y𝑁

⎤
⎥
⎥
⎥
⎥
⎥
⎦

(2.5)

with dimensions 𝑁 × 𝑙 (with 𝑁 sensors and y⋅ vector length 𝑙) from which the discrete covari-
ance matrix R𝑖 at time lag 𝑖 can be estimated as [47]:

R𝑖 = E
[
y𝑘+𝑖 ⋅ y

𝑇
𝑘

]
(2.6)

in which E denotes mathematical expectation. The output covariances can be gathered in
a Block Hankel matrix H𝑖 with 2𝑖 block rows, or in a square Block Toeplitz matrix T𝑖 with
dimensions 𝑙𝑖 × 𝑙𝑖,

T𝑖 =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

R𝑖 R𝑖−1 ⋯ R1

R𝑖+1 R𝑖 ⋯ R2

⋯ ⋯ ⋱ ⋮
R2𝑖−1 R2𝑖−2 ⋯ R𝑖

⎤
⎥
⎥
⎥
⎥
⎥
⎦

(2.7)

where the value of 𝑖 is usually determined so that 𝑙𝑖 > 𝑛 in which 𝑛 is the model order.

According to the property of the stochastic state-space model, the Toeplitz matrix can be
decomposed into the product of the observability matrix and the controllability matrix. Then,
by performing Single Value Decomposition (SVD) of the Toeplitz matrix and equalling those
two equations, allows to solve for the estimated system matrices A and C in discrete time,
respectively A𝑑 and C𝑑 [48].

Matrices A and B can be related, both in continuous and in discrete time, and performing
eigenvalue decomposition of matrix A𝑑 gives, for the 𝑃 eigenvalues considered,
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A𝑑 = 𝚿𝚲𝚿−1 =
𝑃∑

𝑟=1
𝝍𝑟𝜆𝑟𝝍𝑟 (2.8)

where𝚲 is a diagonalmatrix containing the discrete time eigenvalues (or poles) 𝜆𝑟 and𝚿 is the
mode shapematrix containing the discrete time eigenvectors (ormode shapes)𝝍𝑟. Continuous
time poles 𝜆𝑐𝑟 are obtained from the discrete time poles 𝜆𝑟 as:

𝜆𝑐𝑟 =
ln(𝜆𝑟)
∆𝑡 (2.9)

where natural frequencies and damping ratios are respectively given by

𝑓𝑐𝑟 =
|𝜆𝑐𝑟|
2𝜋 ; 𝜁𝑐𝑟 =

−100Re(𝜆𝑐𝑟)
|𝜆𝑐𝑟|

(2.10)

Finally, continuous time mode shapes are given by

𝝓𝑐𝑟 = C𝝍𝑟 (2.11)

2.1.3 Relevant parameters in SSI-COV

Like other OMA techniques, SSI-COV is heavily dependant on the chosen parameters. For
this method, the most important parameters are, as mentioned above, the model order 𝑛 and
the number of blockrows 2𝑖, and the stabilisation level.

The model order directly affects the eigenvalues and eigenvectors obtained, and should
theoretically equal the number of non-zero singular values of the Toeplitz matrix, but since
singular values converge to zero due to the influence of noise, it becomes difficult to determine
the model order when only observing those singular values [47]. To help the selection of 𝑛,
stabilization diagram are used, as they separate physical eigenvalues from spurious ones by
estimating the model parameters for a range of orders [49].

Several criterion can be set for the analysis of this stabilization diagram, where a pole
is considered stable if criteria is met. Usually, maximum deviance of natural frequencies,
damping ratios and mode shapes are the criteria used (where the mode shape deviance is
commonly checked with the respective MAC value).

The stabilization level is also related to the number of blockrows, as a low stabilization
level combined with a high number of blockrows results in a very cluttered stabilization di-
agram, which in turn adds difficulty to the separation of physical from spurious modes. As
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for the number of blockrows 2𝑖, it should be large enough that the time lags represented in
the covariance matrix (Equation 2.6) have enough length to provide sufficient resolution to
identify the lowest frequencies of interest. If 2𝑖 is too low, the frequency resolutionwon’t be low
enough. If 2𝑖 is too high, the number of spurious modes will increase, so adequate selection
of parameters is essential in this method [49].

Given this difficulty in setting adequate parameters, another method will be studied and
compared to SSI-COV, both in terms of use (as in, setting parameters) and results.

2.2 Enhanced Frequency Domain Decomposition

As a method in frequency domain, Enhanced Frequency Domain Decomposition (EFDD)
is known for its user-friendliness and fast computer processing speed. In the first topic of Chap-
ter 2, the main differences between time domain and frequency domain, and the significance
of white noise excitation in OMA techniques in more mathematical terms have been reviewed.
This Chapter focuses on the EFDD method, namely its history, developments and relevant
parameters.

2.2.1 From the basic Peak-Peaking technique, to EFDD

Even though output-only methods have been deeply researched in recent times, as Peeters
states in [25], "the problem of obtaining modal parameters from output-only data is basically
solved since a few decades: this basic solution consists of selecting the peaks of the spectra
of the output signals", which is also referred to as the Basic Frequency Domain (BFD), or the
Peak-Picking (PP) technique.

As the name suggests, the Enhanced Frequency Domain Technique is a development of a
simplermethod, the Frequency Domain Decomposition (FDD), which, in turn, is presented as
an extension of the PP technique. The basis of the latter is that the system’s natural frequencies
can be identified from the peaks in the power spectral densities (PSD) computed from the time-
series responses measured using simple signal processing, as introduced by Bendat and Piersol
in [50].

However, this simple method does not come without its issues: for closely spaced modes,
their detection becomes difficult and the results become heavily biased; also, the frequency
estimates are limited by the frequency resolution of the spectral density estimates; lastly, damp-
ing estimation is uncertain or impossible. As such, the FDD technique is then developed
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by Brincker et al. in [51] to overcome the shortcomings of the PP technique.

For that, FDD uses SVD of the PSDmatrix, allowing the detection of closemodes andmode
multiplicity. From the SVDmatrix, singular values are sorted according to the singular vectors
and for each peak identified, the first singular vector was chosen as the mode shape estimate.
The corresponding singular values, whereMACvalues are highest between the singular vectors
and the mode shape estimates, is the estimated natural frequency. This method allows for
accurate estimations of natural frequencies and mode shapes. However, there are limitations
to this method, as it cannot estimate damping ratios [51, 52].

Then, to overcome this limitation, FDDwas further developed into EFDD (also known as a
second generation of FDD) by Brincker et al. in [53], where damping ratios are now estimated,
along with more accurate estimations of natural frequencies and mode shapes.

As first presented by Bendat and Piersol in [54], the PSD expresses the relationship between
unknown inputs and measured outputs, as functions of frequency 𝜔,

G𝑦𝑦(𝜔) = H(𝜔) ⋅ G𝑥𝑥(𝜔) ⋅H(𝜔)
𝑇 (2.12)

where G𝑥𝑥 and G𝑦𝑦 are the input and output PSD matrices, andH is the Frequency Response
Function (FRF) matrix, where the overline and the superscript T denote complex conjugate
and transpose, respectively.

In this method, SVD of the PSD matrix is also used, and from the SVD matrix, singular
vectors are estimates of the mode shapes, and the corresponding singular values are the auto-
spectral density functions of the corresponding SDOF systems. Performing SVD of the output
PSD matrix at discrete frequencies 𝜔 = 𝜔𝑖 [53] gives:

Ĝ𝑦𝑦(𝜔𝑖) = U𝑖 ⋅ S𝑖 ⋅U
𝐻
𝑖 (2.13)

where U𝑖 = [𝑢𝑖1, 𝑢𝑖2, ..., 𝑢𝑖𝑚] is a unitary matrix of single vectors 𝑢𝑖𝑗, S𝑖 is a diagonal matrix
of scalar singular values 𝑠𝑖𝑗, and the superscript 𝐻 denotes complex conjugate transpose (or
Hermitian). Near a peak where only one mode is dominating, the mode shape estimate for
that peak 𝜙̂𝑝 is the respective first singular vector:

𝜙̂𝑝 = 𝑢𝑝1 (2.14)

For singular vectors with the highest MAC values between the mode shape estimates at
the peaks, the corresponding truncated singular values near the peaks are taken back to time

19



CHAPTER 2. MODAL IDENTIFICATION METHODS

domain using the Inverse Fourier Fast Transform (IFFT). In the time domain, spectral densi-
ties become correlation functions that can be interpreted as free decays. So, for each free decay,
the logarithmic decrement 𝛿 can be determined with:

𝛿 = 2
𝑚 ln (

𝑟0
|𝑟𝑚|

) (2.15)

in which 𝑟0 is the initial value of the correlation function,𝑚 extremes are considered and 𝑟𝑚
is the function value at that extreme.

Finally, the damping ratios are given by:

𝜁 = 𝛿
√
𝛿2 + 4𝜋2

(2.16)

and using both the linear regressions of the crossing times and the damped natural frequencies
𝑓𝑑, the undamped natural frequencies 𝑓𝑛 are defined as:

𝑓𝑛 =
𝑓𝑑√
1 − 𝜁2

(2.17)

FDD techniques are known for their user-friendliness, and when compared to other time
domain methods, they are faster and simpler to use, since it is not highly demanding from a
computational point of view [55].

2.2.2 Implementation of EFDD in python

For the purposes of this study, FEM analysis can be performed through several programs
and programming languages. The best suited software for the study at hands is python, which
is developed under an open-source license, making it freely usable and distributed. Many
researchers make use of this open-source tool to develop their studies, programming efficient
new methods to solve many different problems, and making complex models and algorithms
available to students, other researchers or any other person with access to a computer.

As such, the EFDD method was implemented in python using an open-source package
developed in the original software publication by Carini and Rocha in [56]. This package
contains two modules: MRPy for pre-processing with auxiliary functions and CESSIPywith the
main functions needed.

The EFDD function from this last module allows for both interactive and batchmode identi-
fications, and because the goal of the present study is to analyse the dynamic responses of the
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structure over a long period of time, extracting the modal parameters for each daily observa-
tion, continuous user interaction is not favourable. Nevertheless, user interaction is necessary
when first learning how to use this package, as it allows for a better understanding of all the
steps necessary in the modal parameter identification, as well as the definition of adequate
parameters.

2.2.3 Relevant parameters in EFDD

Like the SSI-COVmethod, several parameters have to be defined when applying the EFDD
method. Following the procedural description of this method in Subsection 2.2.1, the parame-
ters that need to be defined are as follows:

• The indexes of the peaks in the PSD;
• The indexes of the singular values chosen for the fittings – for simplicity, all the first
singular values were selected;
• The frequency intervals used in the curve fittings;
• The time intervals for the auto-correlation functions (free decays).

Given that slight changes to these parameters greatly alter the results obtained, and that
this package does not allow for automated modal identification, the definition of this set of
parameters was found to be somewhat difficult. These parameters were then tested by trial
and error, as no better way of defining them has been found so far.

Themodel used in this study is a cantilever beamwhichwas excitedwithwhite noise using
random samples from aGaussian distribution, with set values formean and standard deviation.
Also, given the meteorological conditions in which wind turbines operate all year round, daily
temperature variations were also considered, which are translated into daily variations of the
Elasticity modulus. So, because the time-responses are different for each observation, and
because damage is applied to the structure in increasing values, it is expected that modal
parameters change throughout this study, as seen in Subsection 1.1.3.

As such, a semi-automated process of the modal identification was obtained via some
integral python functions, where, for each observation, new parameters are set. First, all the
PSD peaks were searched and sorted, and since this study focuses on the first four natural
frequencies, the four highest peaks (within the expected values) were selected from the sorted
values. The frequency intervals were then defined based on the values of those four peaks
found.

The exceptions to this semi-automatedprocesswere the time intervals for the auto-correlation
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functions. Because of the slight variations observed in the natural frequencies in the presence
of damage, no relevant changes were seen in the free decays. Even still, several intervals were
tested in order to assess which set of parameters gave the best and most consistent results.

2.2.4 Modal identification process with EFDD

Having mentioned the parameters needed in this package, this Subsection details all the
steps necessary to perform the modal identification, as well as specify the inputs, outputs and
functions used from the available modules. Using the time-series responses from a random
chosen day as an example, a figure is obtained for each function used, as seen below.

Two inputs are required to initiate the process: the time responses for the chosen observa-
tion and the sampling frequency. As per the Nyquist theorem, the sampling frequency should
be at least twice the maximum frequency present in the signal [40] – in this case, the sampling
frequency is the first power of two value above the doubled fourth natural frequency, 512 Hz.
The first step is to obtain the accelerations from the time responses (displacements) using two
successive differentiate functions, MRPy.differentiate(⋅).

Then, the length of each time segment and the frequency resolution are defined as powers
of two 2𝑛, given the nature of the Analog signal (discrete time-series). With the accelerations,
the time segment length and the frequency resolution, the PSD is computed using the SDM
function. In this case, the Cross Power Spectral Density matrix is obtained, which compares
each signal with all the signals considered. Because this study looks to obtain the first four
modal parameters, four time responses are generated for each observation. In Figure 2.1, the
Cross PSD matrix components are plotted in amplitude and phase against frequency. Noting
that this matrix is squared and symmetric, the diagonal components have null phases as these
components are in phase with themselves.

The next step is to obtain the Averaged Normalized Power Spectral Density (ANPSD), to
allow for better identification of the peaks, with the ANPSD_from_SDM function; see Figure 2.2.

The final step is then to obtain the estimations of the natural frequencies, mode shapes
and damping ratios with the EFDD function. After selecting the peaks from the ANPSD func-
tion, MAC values are obtained for the frequency intervals established in the singular values
selected, as presented in Figure 2.3, where all MAC values are above 0.9. The normalized
auto-correlation functions for each free decay are presented in Figure 2.4, with the specified
time intervals, where natural frequencies and damping ratios estimations are presented. For
each observation, the modal parameters are saved to python files to be accessed later on.
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Figure 2.1. Cross Power Spectral Density matrix plot of amplitude and phase over
frequency, for eachmatricial component of the practical example chosen.
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to this study.
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3

Response estimation methods

As seen in Subsection 1.1.5, response estimation based on reduction or expansionmethods
use measured information and a FEM of the structure, accurately representing the system
in study, to predict responses in locations where no physical (real) sensors are placed. In
general terms, with 𝑝 measurements taken from the real sensors on the experimental model
and using an updated FEM with 𝑁 DOFs, responses from different DOFs can be related, and
so, responses can be predicted for all𝑁 DOFs of the FEM, whether they were measured (from
real sensors) or not (to virtual locations).

This Chapter focuses on the methods used in this study: System Equivalent Reduction Ex-
pansion Process (SEREP), Modal Decomposition and Expansion (MDE) and Transmissibility.

3.1 System Equivalent Reduction Expansion Process

As introduced by O’Callahan et al. in [57], this method is suitable for bothmodel reduction
and modal data expansion, with the same level of accuracy. In order to obtain the numerical
model, it requires the solution of the generalized eigenproblem, defined by the natural fre-
quencies and mode shapes. Taking the mode shapes from the numerical model 𝚽FEM (which
are partitioned into a set of primary DOFs and a set of secondary DOFs) and performing the
Moore-Penrose pseudo-inverse of the primary DOFs only𝚽FEM,𝑝 results in the transformation
matrix T [58]:

T = 𝚽FEM ⋅ 𝚽+
FEM,𝑝 (3.1)

where the superscript + represents the aforementioned Moore-Penrose pseudo-inverse, and
primary DOFs can be seen as active DOFs from which measurements are takes. SEREP can
only be applied if the number of primary DOFs is greater than or equal to the number of
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available mode shapes, but since it uses the full numerical model, it preserves the natural
frequencies and mode shapes used to form T.

Therefore, from a set of experimental responsesY𝑒𝑝 acquired by a limited number of sensors
(at active DOFs, from Equation 2.5) and using the transformation matrix defined above, the
full set of estimated responses Ŷfull is given by:

Ŷfull = T ⋅ Y𝑒𝑝 (3.2)

Tominimize the chance of overfitting, theMoore-Penrose pseudo-inverse should be prefer-
ably squared (with the same number of primary DOFs and mode shapes) given that this way,
the pseudo-inverse becomes the general inverse. As such, MDE is used as an alternative, as it
allows, for a set number of primary DOFs, the expansion of the same number of responses to
virtual locations [59].

3.2 Modal Decomposition and Expansion

The Modal Decomposition and Expansion (MDE) consists of two steps in estimating re-
sponses: modal decomposition of the measured outputs, and subsequent modal expansion to
obtain the outputs estimations at unmeasured (virtual) locations [60].

The modal decomposition approach [61] states that the displacement vector y(𝑡) can be
written as a combination of the mode shape vectors [62, 63]:

y(𝑡) = 𝚽 ⋅ q(𝑡) (3.3)

where𝚽 is the mode shape matrix (containing said vectors) and q(𝑡) is the vector of the modal
coordinates for each time instant 𝑡. For the sake of simplicity, time notation is omitted from
this point forward.

Having guaranteed that the FEM is accurately representing the structure and that there is a
high correlation between FEM andmeasuredmode shapes throughMAC, both the FEMmode
shape matrix 𝚽FEM and the experimentally measured mode shape matrix 𝚽EXP can be used to
estimate responses at anyDOF of the structure. However, since only a limited number of DOFs
are measured experimentally, the FEM mode shape matrix describes the full behaviour and
the experimental mode shape matrix describes the behaviour at only the measured primary
DOFs.
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For a set of measured responses at primary DOFs Y𝑒𝑝, containing each displacement vector
y, and using the mode shape matrix becomes 𝚽EXP containing only the respective measured
DOFs, the modal coordinate vector q is then given by:

q = 𝚽+
EXP ⋅ Y

𝑒
𝑝 (3.4)

Similarly, when considering the full set of responses Yfull,

Yfull = 𝚽FEM ⋅ q (3.5)

meaning the transmissibility matrix can be defined as:

T = 𝚽FEM ⋅ 𝚽+
EXP (3.6)

Finally, the full set of estimated responses Ŷfull, composed of the estimated displacement
vectors ŷ, can be obtained through Equation 3.2.

Like the two previous methods, the Transmissibility method also needs the time responses,
and could need the mode shapes (measured and/or from the model) to estimate responses
at unmeasured locations (as will be seen ahead, this method needs the Frequency Response
Functions (FRF), which can be obtained using the mode shapes (like SEREP and MDE), or
the modal matrices from the model). This method is detailed in the next Section, as one of the
goals of this study is the comparison between MDE and Transmissibility.

3.3 Transmissibility

By definition, transmissibility in a SDOF system is the ratio between the amplitude of the
response displacement and the amplitude of the displacement imposed at the foundation [43].
After successful efforts in generalizing both displacement and force transmissibility to multi
degree of freedom (MDOF) systems, new applications of these concepts gain interest. Specific
to the case at hands, when only a limited number ofmeasurements are possible, and if knowing
the transmissibility matrix of a system, then it would be possible to estimate responses at
unmeasured (virtual) locations [64, 65].

First presented by Ribeiro et al. in [66], the general approach considers three sets of coor-
dinates: 𝐴 where forces are applied (both unknown and unmeasured, as this case considers
ambient excitation (see Subsection 1.2.1)), 𝐾 where responses are known (and measured) and
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𝑈 where responses are unknown (and estimated). Figure 3.1 represents a schematic illustra-
tion of an arbitrary set of coordinates, along with forces applied F𝐴 and responses, both known
Y𝐾 and unknown Y𝑈 .

Coordinates 𝐾

Coordinates 𝑈

Coordinates 𝐴

Figure 3.1. Arbitrary sets of coordinates: 𝐴 and respective forces applied F𝐴, known
𝐾 and respective known responses Y𝐾 , and unknown 𝑈 and respective
unknown responses Y𝑈 .

In the frequency domain, relating the forces applied F𝐴 to both the known responses Y𝐾
and the unknown responses Y𝑈 gives:

Y𝐾 = HKA ⋅ F𝐴 (3.7)

Y𝑈 = HUA ⋅ F𝐴 (3.8)

whereHKA andHUA are the receptance matrices (or FRFs) between coordinates 𝐾 and𝐴, and
𝑈 and 𝐴, respectively. The expression that defines the unknown responses Y𝑈 is obtained in
solving Equation 3.7 and 3.8:

Y𝑈 = HUA ⋅H
+
KA ⋅ Y𝐾 (3.9)

from which the transmissibility matrix is defined as:

TUK = HUA ⋅H
+
KA (3.10)

Like SEREP, the number of measured DOFs 𝐾 must be greater than or equal to the num-
ber of excited coordinates 𝐴. Now the goal is to define the transmissibility matrix is order to
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estimate the responses to unknown and unmeasured locations, using the measured ones. A
way of obtaining the receptance matrices needed is through the modal properties of the sys-
tem. Considering a number of 𝐾 modal properties obtained from the same number of known
responses Y𝐾 ,HKA becomes a square matrixHKK regardless of the number of excited DOFs 𝐴.

The equations of motion describing the dynamic behaviour of a mechanical system were
presented Equation 2.1 inmatricial form and in the time domain 𝑡, but they can also be written
in the frequency domain 𝜔, assuming harmonic excitation, with [43]:

[−𝜔2M + 𝑗𝜔D +K] ⋅ Y(𝜔) = F(𝜔) (3.11)

where 𝑗 =
√
−1. Given that the receptance matrix H relates the responses with the applied

forces, it can be defined in the frequency domain as a function of the property matricesM, D
andK with,

H(𝜔) = [−𝜔2M + 𝑗𝜔D +K]−1 (3.12)

For 𝑁 mass-normalized mode shapes 𝜙1, 𝜙2, ..., 𝜙𝑁 , Equation 3.12 becomes,

H(𝜔) =
𝑁∑

𝑘=1

𝜙𝑘𝜙𝑇𝑘
−𝜔2 + 2𝑗𝜁𝑘𝜔𝑘𝜔 + 𝜔2𝑘

(3.13)

which, at natural frequencies 𝜔 = 𝜔𝑖, gives:

|H(𝜔𝑖)| =
|𝜙𝑖𝜙𝑇𝑖 |

2𝜁𝑖𝜔2𝑖
(3.14)

Even though the present thesis does not focus on force transmissibility, this method proves
capable of even obtaining the force transmissibility without actually measuring forces, requir-
ing only the measurements of displacements, given the relation between displacement and
force transmissibilities [67].
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4

Numerical application

With the goal of comparing the results obtained between the two modal identification
methods and the two response estimation methods, this thesis bases its work and further
develops that of a previous thesis developed in the same research group, studying damage
detection through the use of virtual sensing – [68]. That work focused on performing modal
identification with SSI-COV and response estimation with MDE. The present work aims to
numerically apply two newmethods and later, experimentally obtain responses to validate the
results and conclusions obtained in the numerical part.

As such, this Chapter focuses on the first part of the work developed on the present thesis,
which is the numerical application of two new methods – EFDD for modal identification and
Transmissibility for response estimation. For that, the next Sections focus on reviewing the
most relevant studies performed and the main conclusions obtained in the previous work,
presenting the current numerical application and lastly, discussing and comparing the results
obtained.

4.1 Studies performed and results obtained in previous works

Even though the wind turbine blades are complex structures made of composite materials,
this study uses a simpler structure to model the real one: a cantilever beam with rectangular
cross-section, in which one end is referred to as the fixed edge and the other as the free edge.
Therefore, the Euler-Bernoulli beam finite element is used for the FEM analysis, in which the
DOFs per node are nodal displacement and rotation [69].

The next step is to determine the mesh size, having in mind the fact that a more discretized
mesh canmore accurately describe the system, but discretizing themesh toomuchwill severely
increase computational effort and processing times. Thus, a convergence study was performed
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to determine the most adequate mesh size for the beam in study, in which was found that a
minimum of 20 finite elements must be present in the mesh. Therefore, the mesh size chosen
is that of 40 finite elements, as this number provides sufficient discretization without the
noticeable increase of the processing time.

As mentioned in Subsection 2.2.3, the numerical model is excited with white noise (as
to model the ambient excitation of the real structure) and daily temperature variations are
applied through the daily variations of theElasticitymodulus. Also, somehealthy (undamaged)
observations are measured before damage is introduced in increasing (percentual) values.

Several test were performed in the previous study, using different real sensor locations,
different damage locations, different virtual sensor locations and different virtual sensor com-
binations, all of which were compared to their respective healthy reference baselines. The
modal parameters extracted throughout were the first four natural frequencies and four mode
shapes.

The previous study found that higher damage equates to higher MD values, even though
many observations didn’t exceed the established threshold. So, in aiding and measuring dam-
age detectability, ROC curves and their respective AUC values were obtained, where it was
also found that higher damage equates to higher AUCs.

Overall, it was observed that adding virtual responses increased the damage detectability
over using only real responses.

Of all the real and virtual sensor placement combinations studied, the most prominent
scenario – the one in which AUC values were overall highest, representing high damage de-
tectability –, is where real sensors are placed near the free edge of the beam, and both damage
occurs and virtual sensors are placed near the fixed edge. This scenario will then be the focus
of this work, presented in the Sections ahead, where comparisons between the new methods
are presented.

Improving code efficiency

The first task that this study required was an in dept code analysis to allow for familiar-
ization with all the steps taken, code-wise. The numerical application of this study envolves
many steps, many concepts and many calculations at the various steps taken, and as such, the
code supporting this work is extent and this familiarization with the existing code (developed
in [68]) provided the necessary understanding and knowledge to make the code more efficient.
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In terms of space, all the outputs from the several analysis (time responses, modal param-
eter identification, MAC values, MD and AUC values) are stored in dictionaries so that all
information regarding one scenario can be stored together in a single array, saving data and
space.

The dictionaries are then saved in NPY files, a python binary file type that compacts data,
reduces size in over 50% when compared to TXT files, and has very fast reading speed when
compared to CSV files.

Most of the remaining code was restructured so as to run solely through functions, as many
task envolve being constantly repeated (for each observation and for each scenario considered).
Inside those functions, codewas synthesized using global and local variables, loops and python
internal functions, resulting in smaller sized code files, more compact code inside each file,
easier to use and most importantly, more efficient and computationally fast.

4.2 Considerations in the numerical application

Having mentioned the analyses made in the previous study, as well as the programming
work that has been performed, the current study focuses on generating time responses, so that
modal parameters can be identified, virtual responses can be estimated and damage detectabil-
ity can be measured and compared between the methods used.

This next Subsection details the properties and characteristics of the beam used, the mode
shape slopes and the importance of sensor placement in relation to those slopes, as well as
the FEM natural frequencies which the modal frequencies identified from the time responses
should be close to, and the damage values applied.

4.2.1 Beam properties and characteristics

Because the second stage of this study is an experimental application, the characteristics
of the beam for which simulated results were obtained were changed to match that of the ex-
perimental beam used. As such, the properties and dimensions of the new beam are indicated
in Table 4.1.

The model simulating the structure and the one from which the model updating veri-
fication is established, is an undamped FEM with 40 elements. The time-series responses
are obtained from the state-space model described in Subsection 2.1.1, where the model is a
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Table 4.1. Dimensions and properties of the experimental beam.

Length 0.82m
Thickness 6mm
Width 35mm
Elasticity Modulus 200 GPa
Density 7870 kgm−3

Melting Temperature point 1370 ◦C

damped structure with 40 finite elements, subjected to a proportional damping constant of
𝛼 = 10−6, considering damping as only proportional to the stiffness matrix, D = 𝛼K.

The white noise excitation is applied as a force using a python internal function that gen-
erates random samples from a Gaussian distribution with a mean and standard deviation of
0.01 N. From this excitation, the (input) state vector of the state-spacemodel (see Equation 2.2)
is obtained, and is only applied to the DOFs corresponding to displacements, meaning the
finite element nodes are subjected to forces and no moments.

That being said, this study uses four time responses to obtain the first four natural fre-
quencies and first four mode shapes of each daily observation. For the response estimation to
virtual sensors, up to four virtual sensors are used as well. From the undamped FEM, the first
four natural frequencies 𝑓𝑛 can be determined in python and they are as follows:

𝑓𝑛 =

⎧
⎪
⎪

⎨
⎪
⎪
⎩

7.267
45.54
127.51
249.87

⎫
⎪
⎪

⎬
⎪
⎪
⎭

Hz (4.1)

Structural mode shapes describe the way in which a structure vibrates (or deforms) when
excited by the corresponding natural frequency; likewise, each mode shape has a correspond-
ing number of nodes (points with null displacements). Analysing the slopes of the first four
mode shapes is important in identifying which locations should be avoided when placing sen-
sors (real and virtual) on the structure tomeasure the time responses, because sensorsmeasure
the displacements of each finite element node. In Figure 4.1, the slopes of the first four mode
shapes are represented in normalized displacements and by finite element node.

From the slopes and each mode shape node, the closest finite elements nodes can be
identified, as presented in Table 4.2. Because the structure modelled is a cantilever beam, this
beam is divided into 40 equally spaced elements as to represent the 40 finite elements (meaning
there are 41 FE nodes, as seen in Figure 4.1). Considering the fixed edge as the first node of FE
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Figure 4.1. First four mode shapes of the Finite Element Model, with normalized
displacements and by finite element node.

0 (corresponding to node 0) and the free edge as the last node of FE 39 (corresponding to node
40), the first two DOFs belonging to the first node of FE 0 have null displacement and null
rotation respectively, so the first node of FE 0 is also a mode shape node for all mode shapes
considered.

Table 4.2. Closest finite element nodes to the mode shape nodes.

Mode shapes Finite element nodes

1st 0
2nd 0, 31
3rd 0, 20, 35
4th 0, 14, 26, 36

As mentioned in Section 4.1, several scenarios were compared previously, and for the
present study the scenario considered is that in which real sensors are placed near the free
edge of the beam, virtual sensors are placed near the fixed edge, and damage is introduced in
increasing values near the fixed edge as well, as this scenario allowed for the most consistent
results among the alternatives. Nevertheless, the focus of this work is studying damage de-
tectability, and in that sense, different scenarios were no further compared. Considering the
finite element nodes in Table 4.2, an illustration of the beam, of the real and virtual sensor
placements and also of the damage placement is presented in Figure 4.2. The distances from
these sensors to the fixed edge of the beam are presented in Table 4.3.

As for damage, in Subsection 1.2.3 it was explained that damage is applied to the struc-
ture as a localized percentual reduction of the second moment of area. As such, this study
considered the following observations and their respective damage values:
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Figure 4.2. Illustration of the beam, of the real and virtual sensor placements (𝑅 and
𝑉 respectively), and also of the damage placement 𝐷, where the indexes
represent their respective finite element nodes.

Table 4.3. Distances from the real and virtual sensors (𝑅 and 𝑉, respectively) placed
on the experimental structure to its fixed edge, in which the indexes rep-
resent their respective finite element nodes.

Sensors 𝑉2 𝑉6 𝑉11 𝑉16 𝑅22 𝑅27 𝑅32 𝑅39
Distances [m] 0.065 0.145 0.249 0.353 0.474 0.575 0.678 0.818

• 250 observations of healthy testing, which serve as the baseline reference of the un-
damaged structure;
• 50 observations of healthy training, to test how the new observations behave when no
damage is applied;
• 50 observations with 3% damage applied;
• 50 observations with 5% damage applied;
• 50 observations with 8% damage applied;
• 50 observations with 10% damage applied;

For a total of 500 observations, time responses are generated for all FE nodes and saved for
the real sensors of interest. In order to generate those simulated time-series responses from the
white noise excitation applied to the beam, with characteristics presented in Table 4.1, time
domain characteristics have to be set: the sampling frequency, as presented in Subsection 2.2.4,
is 512 Hz, and the sampling time is 5 s.

The numerical application consists of applying increasing damage on FE node 8, distanced
0.186 m from the fixed edge of the beam. The next Subsection presents the results obtained
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and details the comparison between modal identification methods SSI-COV and EFDD.

As introduced in Subsection 2.2.2, the python software is used in this study, and like the
EFDD implementation, this one also uses an open-source package (accessible in [70]), devel-
oped by Kvåle et al. in [49]. Because the structure has new characteristics when compared
to the previous study, a new parameter analysis had to be performed. The parameters that
produced the best results without increasing the computational effort too much are presented
in Table 4.4.

Table 4.4. Parameters considered for the numerical SSI-COV analysis.

Maximummodel order 160
Stabilization level 6
Number of blockrows 36
Stabilization criteria (MAC) 0.94

As for the EFDD method, the parameters that most influence results are the frequency
intervals for the curve fittings, and the time intervals for the auto-correlation functions. As
explained in Subsection 2.2.3, the frequency intervals are defined around the identified peaks
of the PSD, allowing for an automated selection of the peaks and thus, an automated iden-
tification of the natural frequencies. As such, the parameters considered for this study are
presented in Table 4.5, where the frequency intervals are defined in the neighbourhood of the
identified peaks.

Table 4.5. Parameters considered for the numerical EFDD analysis.

Natural frequencies Frequency intervals [Hz] Time intervals [s]

1st [± 3] [0.01, 0.12]
2nd [± 4] [0.01, 0.09]
3rd [± 5] [0.01, 0.05]
4th [± 4] [0.01, 0.05]

These parameters are used throughout the numerical application in identifying the modal
parameters using only real time responses and using real and virtual time responses.
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4.2.2 Comparison between SSI-COV and EFDD

4.2.2.1 Real responses only

In this first case, only real time responses are used in the modal identification process, and
damage detectability is verified and measured using the responses measured only by the real
sensors placed on the beam. An illustration of this case is presented in Figure 4.3.

Figure 4.3. Illustration of the beam, of the real sensor placements 𝑅 and of the dam-
age placement 𝐷, where the indexes represent the numbering of the
sensors, ordered free-fixed edge.

Remembering the natural frequencies from the FEM, presented in Equation 4.1, and ob-
serving the first 250 undamaged observations presented in Figure 4.4, the natural frequencies
identified from both methods are close to each other, overall. Slight oscillations are expected,
given the random nature of the excitation, and still the identified frequencies are close to those
from the FEM.

The MAC matrices obtained between each method and the FEM also support the close-
ness between the methods, as they present very similar results – these matrices are presented
in Appendix A, Figure A.1 for the SSI-COVmethod and Figure A.2 for the EFDDmethod. This
can be observed by calculating the percentual differences between MAC matrices obtained
from each method, as presented in Figure 4.5, in which the diagonal values are expected to be
lowest (meaning both methods confirm the difference between the simulated model and the
FEM is minimal), none exceeding 0.2%.

When adding damage to the structure, as seen in Subsection 1.1.3, it is expected that natural
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(c) 3rd Natural Frequency.
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Figure 4.4. Comparison between each of the four first natural frequencies identified
using SSI-COV and EFDD from the first 250 undamaged observations of
the numerical application, for the case considering real sensors on top
of the beam, and damage on the bottom.
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Figure 4.5. Percentual differences between MAC matrices obtained from the SSI-
COV and the EFDD modal identification methods for the undamaged
observations of the numerical application.

frequencies decrease as a result of a loss of stiffness. The same can be observed in this study
with the representation of the 4th natural frequencies identified from the EFDD method for
all 500 observations listed in Subsection 4.2.1, as presented in Figure 4.6.
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Figure 4.6. 4th Natural frequencies obtained using the EFDD method for all 500 ob-
servations (250 undamaged for healthy reference, 50 for healthy testing
and 50 for each increasing damage percentage) of the numerical applica-
tion, considering the real sensor placement on the top of the beam and
damage on the bottom.

All the natural frequencies obtained using the SSI-COV method, as well as the remaining
natural frequencies obtained using the EFDD method are presented in Appendix A, respec-
tively Figure A.3 and A.4. From these figures, it can be observed that neither the first nor the
second natural frequencies display the decrease expected, and that even the third natural fre-
quency displays only a slight decrease, when comparing that of the fourth natural frequencies.
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Calculating the MDs gives the distance between (healthy) undamaged and damaged obser-
vations, relating all the natural frequencies identified from the time responses. In Figure 4.7,
the MDs are plotted for each method. Even though both methods determine similar modal
parameters, as seen above, the MDs calculated from the SSI-COV parameters (Figure 4.7a)
present less scatter than those from EFDD (Figure 4.7b), enhanced by the different plot scales
considered. The values obtained from the SSI-COV method remain mainly below the thresh-
old established, and even though those from the EFDD method present slightly increasing
MDs for the highest damage level considered, they still don’t exceed the threshold established.
From these plots alone, it cannot be concluded with any certainty that there is damage present
in the structure.

0 100 200 300 400 500
Observations

0
10
20
30
40
50
60
70
80

M
ah

al
an

ob
is 

Di
st

an
ce

Healthy Reference
Healthy Testing

3% Damage
5% Damage

8% Damage
10% Damage

Threshold

(a)MD from SSI-COV.

0 100 200 300 400 500
Observations

0
20
40
60
80

100
120
140
160

M
ah

al
an

ob
is 

Di
st

an
ce

Healthy Reference
Healthy Testing

3% Damage
5% Damage

8% Damage
10% Damage

Threshold

(b)MD from EFDD.

Figure 4.7. Mahalanobis Distances obtained from the SSI-COV and the EFDDmeth-
ods for all observations of the numerical application, considering the
case where real sensors are placed on the top of the beam and damage
on the bottom.
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Finally, the Areas Under the Receiver Operating Curves are calculated for each method,
in which healthy observations are compared to damaged ones. Presented in Figure 4.8, it
is observed that the results maintain their similarities between the two modal identification
methods, Figure 4.8a for the SSI-COV method and Figure 4.8b for the EFDD method. Also,
for both methods, it can be observed that the yellow curves (corresponding to the comparison
between healthy training and healthy testing observations, both undamaged) are closest to the
red dashed line, as was expected and explained in Subsection 1.2.3. However, neither method
presents values as high as expected, where closeness to 1 translates to greatest damage applied
and its detectability. Nevertheless, AUC values increase with the increase of damage applied,
which is to be expected.

Given the results obtained thus far, the next step is then to obtain the response estimations
to virtual sensors, and verify if adding those responses to unmeasured locations will increase
damage detectability.
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Figure 4.8. Areas Under the Receiver Operating Curves obtained from the SSI-COV
and the EFDDmethods for all observations of the numerical application,
considering the case where real sensors are placed on the top of the beam
and damage on the bottom.
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4.2.2.2 Real and virtual responses

When adding response estimations to the real measurements already studied, several vir-
tual sensor combinations can be used in the modal parameter extraction from each method
used. Four real sensors and up to four virtual sensors can be used, as illustrated in Figure 4.9,
where the both sets of sensors are numbered from closest to farthest from the top of the beam.
These sensors follow the same FE placement illustrated on Figure 4.2 and the distances pre-
sented in Table 4.3.

Figure 4.9. Illustration of the beam, of the real and virtual sensor placements (𝑅 and
𝑉 respectively), and also of the damage placement 𝐷, where the indexes
represent the numbering of the sensors, ordered free–fixed edge.

It is expected that responses closest to the fixed edge of the beam are characterized with
the lowest amplitudes of motion, and as to reduce processing times, responses from virtual
sensors farthest from the fixed edge were preferred over those closest to it. The virtual sensor
combinations used in this study, minding the numbering in Figure 4.9, are as follows:

• V1
• V2
• V3
• V4
• V1V2
• V1V3
• V2V3
• V1V2V3
• V1V2V3V4
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For each of these combinations, responses were estimated to the respective virtual sensor
locations considered, modal parameters were identified, MDs were calculated and finally,
ROCs were obtained and AUCs were determined. In previous studies, it was concluded that
response estimation using the MDE method presents a high correlation between responses
measured in a location and the virtual responses obtained to that same location. Therefore, the
MDEmethod is the one used in this Subsection, where results are obtained for eachmethodand
compared. The comparison between response estimation methods is presented and discussed
in the next Subsection.

Considering, for example, the case where virtual responses from sensor V1 are added to the
real responses, both methods are still capable of identifying close values for each natural fre-
quency, as presented in Figure 4.10. As seen before, the decrease in natural frequency is slightly
noticeable for the third natural frequency (Figure 4.10c) and most noticeable for the fourth
natural frequency (Figure 4.10d). For each of the remaining virtual sensors combinations,
the plots comparing the four natural frequencies are presented in Appendix A, Section A.2 –
from Figure A.5 to A.12.

From the fact that only the third and fourth natural frequencies present some decrease
in values, the MDs could have some difficulty in exceeding the threshold established. In Fig-
ure 4.11, the MDs for both methods are presented, and it can be observed that, like in Subsub-
section 4.2.2.1, the values obtained from SSI-COV (Figure 4.11a) present less scatter than those
obtained from EFDD (Figure 4.11b). For each of the remaining virtual sensors combinations,
the MDs are presented in Appendix A, Section A.2 – from Figure A.13 to A.20.
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(a) 1st Natural Frequency for V1 – MDE.
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(b) 2nd Natural Frequency for V1 – MDE.
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(c) 3rd Natural Frequency for V1 – MDE.
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(d) 4th Natural Frequency for V1 – MDE.

Figure 4.10. Comparison between each of the four first natural frequencies identi-
fied using SSI-COV and EFDD for all observations of the numerical
application, for the case considering real sensors on top of the beam,
virtual responses from MDE sensor V1 and damage on the bottom.
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However, unlike the previous case where only real responses are used, the MDs obtained
from the SSI-COV method present a noticeable increase for last two damage values applied,
and only about half of those observations exceed the threshold. Given the scatter observed
in the MDs obtained from the EFDD method, a more considerable number of observations
exceed the threshold, but this alone is not a sufficient indication of the presence of damage,
as explained in Subsection 1.2.3. As such, for both of these methods, it can be expected that
damage detectabilitywill increasewith the use of virtual responses as overallmore observations
exceed the threshold.
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(b)MD for V1 from EFDD – MDE.

Figure 4.11. Mahalanobis Distances obtained from the SSI-COV and the EFDD
methods for all observations of the numerical application, considering
the case where real sensors are placed on the top of the beam, virtual
responses fromMDE sensor V1 are added and damage is on the bottom.
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Considering the highest damage level applied to the beam, the AUCs from eachmethod are
presented in Figure 4.12. Remembering the damage detectability measurements considering
only the real responses, presented in Figure 4.8, bothmethods now present higher AUC values,
whichmean increased detectability when using virtual responses, formost of the virtual sensor
combinations considered. Also, when adding only the responses from the fourth virtual sensor
(located closest to the fixed edge of the beam), both methods present a decrease in damage
detectability, which sustains the previously mentioned preference of virtual sensors farthest
from the fixed edge over the closest ones. For each of the remaining observations, undamaged
and the three damage values applied, the AUCs are presented in Appendix A, Section A.2 –
Figure A.21 for SSI-COV and A.22 for EFDD.

Even though the maximum AUC values obtained from both methods are rather close –
0.892 for SSI-COV, sensor V2 in Figure 4.12a, and 0.848 for EFDD, sensors V1V2V3V4 in Fig-
ure 4.12b –, the overall values are higher for the SSI-COV method, meaning that a parameter
adjustment might be necessary for the EFDD method.
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Figure 4.12. Areas Under the ReceiverOperating Curves obtained from the SSI-COV
and the EFDD methods for all observations and all virtual sensor com-
binations for the highest damage level applied, considering the numeri-
cal application, the case where real sensors are placed on the top of the
beam, virtual sensors from MDE and damage on the bottom.
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4.2.3 Comparison betweenMDE and Transmissibility

Following the comparison between modal identification methods where MDE was the
only expansion method used to obtain virtual responses, the goal is to now apply the Trans-
missibility method and compare their results. As seen in Section 3.3, the Transmissibility
method needs to obtain the receptance matrixH in order to determine the virtual responses at
unmeasured locations, but in the frequency domain. For that, Fast Fourier Transform (FFT)
is applied to each time response. In the present work, only a simpler, limited version of this
method was developed, which considered an undamped system defined by:

[−𝜔2M +K] ⋅ Y(𝜔) = F(𝜔) (4.2)

from whichH becomes,

H(𝜔) = [−𝜔2M +K]−1 (4.3)

In order to apply Equation 3.9, the full mass and stiffness matricesM andK are accessible
from the FEM of the structure in study, and the DOFs of the real and virtual sensor placements
on the beamare consideredwhen truncating theHmatrices. For this application, a different set
of time-series responses was considered, maintaining the excitation properties and remaining
characteristics defined in Subsection 4.2.1, namely the beam properties and characteristics,
the sensor placements, the number of observations, their distribution and the damage values
considered. Also, only one virtual sensor combination was considered – V1V2V3V4 – as this is
a first development of this expansion method, and the focus is then to check how the method
behaves when compared to MDE. Time responses at measured locations are transformed into
responses in the frequency domain, which are then estimated at unmeasured locations and
transformed back into the time domain using the IFFT, so that modal identification can be
performed.

For this comparison, responses were estimated using both MDE and Transmissibility, and
modal parameters were identified using both SSI-COV and EFDD. The comparison between
natural frequencies obtained from both expansion methods using SSI-COV is presented in Fig-
ure 4.13. Given the random nature of the excitation applied and the different set of responses
considered for this application, the SSI-COV method was not capable of identifying all of the
500 observations, as discussed in previous Subsections. Nevertheless, from this comparison
between natural frequencies, both methods allowed the identification of close values without
too many outliers, even when considering the undamped system. Like in the previous Subsec-
tion using only MDE, it can also be observed that a decrease in frequency is only noticeable in
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the fourth natural frequency (Figure 4.13d). This observation, along with the fact that it was
not possible to obtain the 500 natural frequencies wanted, it would be expected that damage
detectability decreases, as with less data points, MDs would decrease and ROCs would be
much harder to plot and analyse.

The comparison between natural frequencies obtained from EFDD is presented in Fig-
ure 4.14. Unlike SSI-COV, which has more restrictive conditions and is capable of filtering
outliers, EFDD is not yet capable of this filtering process and as such, obtains modal param-
eters that somewhat diverge from the FEM values used as reference for the aforementioned
conditions. As a result, natural frequencies obtained from this method present scattered dis-
tributions in all frequencies. Nevertheless, a decrease in the fourth natural frequency is no-
ticeable in Figure 4.14d, as observed in the previous method, for both expansion methods. In
this case, because this method obtains all 500 natural frequencies (closer or farther from the
FEM reference values), there are more data points available to analyse damage detectability,
making this process easier. Regardless of the number of observations measured and the diffi-
culty that it implies on damage detectability, when fixating one modal identification method
and comparing the natural frequencies obtained from each set of estimated responses proved
that both expansion methods yield virtual responses that provide close modal parameters.
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(a) 1st Natural Frequency comparison from SSI-COV for V1V2V3V4 between MDE and TR.
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(b) 2nd Natural Frequency comparison from SSI-COV for V1V2V3V4 between MDE and TR.
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(c) 3rd Natural Frequency comparison from SSI-COV for V1V2V3V4 between MDE and TR.
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(d) 4th Natural Frequency comparison from SSI-COV for V1V2V3V4 between MDE and TR.

Figure 4.13. Comparison between eachof the first fournatural frequencies identified
using SSI-COV for MDE and Transmissibility (TR) expansions, for all
observations of the Transmissibility numerical application, for the case
considering real sensors on top of the beam, virtual responses from
sensors V1V2V3V4 and damage on the bottom.
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(a) 1st Natural Frequency comparison from EFDD for V1V2V3V4 between MDE and TR.
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(b) 2nd Natural Frequency comparison from EFDD for V1V2V3V4 between MDE and TR.
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(c) 3rd Natural Frequency comparison from EFDD for V1V2V3V4 between MDE and TR.
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(d) 4th Natural Frequency comparison from EFDD for V1V2V3V4 between MDE and TR.

Figure 4.14. Comparison between each of the first four natural frequencies identi-
fied using EFDD for MDE and Transmissibility (TR) expansions, for
all observations of the Transmissibility numerical application, for the
case considering real sensors on top of the beam, virtual responses from
sensors V1V2V3V4 and damage on the bottom.
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4.3 Discussion

Starting with the comparison between modal identification methods presented in Sub-
section 4.2.2, it was found that adding virtual responses to the real ones increases damage
detectability, supporting the conclusions of the previous study.

Itwas observed that, for themodal parameters of interest in this study, bothmethods extract
close natural frequencies and mode shapes, and even if the final results differ slightly, both
support that damage detectability is increased when adding virtual responses to real ones.

Like other modal identification methods, SSI-COV’s parameters are dependant on the
responses analysed, and several studies must be performed to determine the most adequate
set of parameters for the cases studied. For this case, when the model order is low, the method
might not be able to capture all four natural frequencies of interest, and when the model order
is high, the method can take up to three times longer in identifying the parameters for each
observation.

Likewise, the EFDD method too depends on the responses measured and several sets of
parameters must be studied, but it is a much faster method overall. For all the virtual sensor
combinations mentioned in Subsubsection 4.2.2.2, running computational times were regis-
tered, and Table 4.6 presents the average time, measured in seconds per observation, for each
method. So, even though the EFDDmethod produces less certainty in damage detectability, it
does provide faster results, in less than a tenth of the time taken by the SSI-COV method.

Table 4.6. Computational times taken by the SSI-COV and the EFDD methods, con-
sidering 500 observations for each of all virtual sensor combinations, mea-
sured in seconds per observation.

Modal method Time [s/obs]

SSI-COV 2.4
EFDD 0.2

This fast processing speed also allows for a much more efficient parameter analysis in
any practical application, where all the combinations and observations can be studied, modal
parameters extracted and parameters adjusted if needed, without the sacrifice of as much time
as the SSI-COV method would necessitate.

Many research papers have used these methods in both numerical applications and experi-
mental validations, and also in simply comparing their results and capabilities in their specific
applications. Following the numerical application presented in this Chapter, it was seen that
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SSI-COV produces higher levels of damage detectability and more consistent results, which is
in accordance with [48], [71] and [72], which state SSI-COV’s higher complexity and accuracy.

It is seen that the SSI-COV method is capable of extracting modal parameters with high
correlation when both themodal order and the number of blockrows are increased. The EFDD
method maintains its user friendliness and simplicity to use, as it does not require as much
technical and mathematical understanding as the SSI-COV method. However, the higher
complexity of the SSI-COVmethod, both in terms of understanding the method and adjusting
its parameters, and also in terms of computational effort, makes it a difficult method to apply
without the proper investment. So, for simpler and direct applications, the EFDD method
becomes a suitable alternative, obtaining good results with great correlation, even if not as
high as those from SSI-COV.

As for the comparison between response estimationmethods presented in Subsection 4.2.3,
only a limited application was developed and subsequently presented and analysed, but results
from the Transmissibility expansion proved close to those obtained from MDE, even when
considering an undamped system as the basis of the expansion process. The next step in the
development of this method is to obtain the receptance matrices using the modal parameters
identified from the measured responses, which inadvertently include the damping that is
present of the structure, and compare damage detectability between these methods.
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5

Experimental application

Following the numerical application where the results from the two modal identification
methods were thoroughly compared, and the response estimation methods were briefly com-
pared, now the objective is to confirm and validate the numerical findings and conclusions
with an experimental application. For that, a cantilever beam was placed outside, and with ex-
citation from wind, responses were measured in the same sensor placements as those studied
in Chapter 4. The goal is, like in that previous Chapter, to measure the damage detectability
using only the responses measured from the four sensors on the top of the beam, and with
response estimation, compare it to the damage detectability measured using real and virtual
responses.

As such, this Chapter presents the equipments used and the steps of the experimental
procedure, followed by the results obtained from eachmodal identification method, first using
only real responses, and then using real and virtual responses. Finally, the comparison between
response estimation methods is presented using the experimental data acquired.

5.1 Equipment used and experimental procedure

The beam used in the experimental application has a length of 1 m, in which 0.18 m are
inserted in a hydraulic press exerting an average pressure of 200 bar. This way, free length
of the clamped-free beam and the remaining properties are the same as those used in the
numerical application, presented in Table 4.1.

For this application, the beam was placed outside to be excited only by wind, allowing for
a continuous monitoring of the structure. Following the same methodology as the numerical
application, responses were measured by four sensors placed on the top of the beam, after the
locations of those sensors have been carefully studied in Subsection 4.2.1.
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In Figure 5.1, the experimental setup can be observed. Even though eight sensors are
placed on the beam at the time of this picture, this study will only use the responses from the
aforementioned top four sensors.

Figure 5.1. Beam used in experimental application, with the sensor placements and
the hydraulic press to fix one of its edges.

The sensor placement on the beam can be closely observed in Figure 5.2, where a picture
of the eight sensors is presented in Figure 5.2a and an illustration of the beam, of the sensor
placement and their respective numbering is presented in Figure 5.2b. These sensors have the
same locations as the ones presented in Table 4.3. Focusing on the top four sensors used in
this study, from which responses will be measured and then estimated to virtual locations, the
first three sensors (𝑆1, 𝑆2 and 𝑆3) are Brüel & Kjær 4507-B-002, and the fourth one (𝑆4) is a
PCB Piezotronics 333B30. Their respective sensitivities and weights are presented in Table 5.1.
These sensors, or accelerometers, are characterized by being small, measuring accelerations
in a single axis and, when used with their mounting clips, they can withstand harsh operating
conditions [73]. Also, their piezoceramic sensing elements allow for strong output signals
when low amplitude input vibrations are used [74]. Four of those mounting clips were used
in this study, maintaining the sensor placements.

The data acquisition system used is the portable Prosig model P8012, in which all eight
sensors are connected [75]. Along with the DATS™ Software, accelerations can be observed
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(a) Sensor placement on the experimental beam. (b) Illustration of the beam and the sensor placement.

Figure 5.2. Sensor placement on the beam used in the experimental application: pic-
ture and respective illustrationwith the eight sensors and their respective
numbering, ordered free-fixed edge.

Table 5.1. Sensitivities andweights of the four top sensors placedon the experimental
beam.

Sensors Sensitivity [mV∕ms−2] Weight [g]

𝑆1 100.0 4.8
𝑆2 100.0 4.8
𝑆3 100.0 4.8
𝑆4 10.2 4.0

in real time and saved in the specified file types. For this study, the accelerations from each
sensor were saved in CSV files and later converted to NPY files in the python code written.

With all the equipment connected, the setup was placed outside to be subjected to wind.
For this application, the same frequency sample of 512 Hz is used, and the sampling time is
increased to 15 s for each observation. The same number of observations are used as in the
numerical application, except now the damage is applied by adding nuts to the structure, as
presented in the close-up Figure 5.3.

Each nut weights 2 g, which represent 0.146% of the beam’s weight, and up to 4 nuts
were used for each set of damaged observations. As such, the observations considered for this
application and their respective damage values are as follows:
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Figure 5.3. Close-up of the damage placed on the beam used in the experimental
application.

• 250 observations of healthy testing, which serve as the baseline reference of the un-
damaged structure;
• 50 observations of healthy training, to test how the new observations behave when no
damage is applied;
• 50 observations with 0.146% damage applied;
• 50 observations with 0.292% damage applied;
• 50 observations with 0.440% damage applied;
• 50 observations with 0.584% damage applied;

5.2 Considerations in the experimental application

Themethodology of this experimental application is the same as followed in the numerical
application, seen in Chapter 4. Firstly, from the measured responses, modal parameters are
identified for each method (SSI-COV and EFDD) and damage detectability is measured. Then,
modal parameters are identified for the responses measured and the responses estimated to vir-
tual (unmeasured) locations, and again, damage detectability is measured from the parameters
identified by each method.

The SSI-COV parameters considered for this application are the same as those used in the
numerical application, presented in Table 4.4. As for EFDD, the frequency intervals had to be
slightly adjusted, given the slight differences from the simulated responses to those measured
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experimentally, attributed to signal interferences and noise. The EFDD parameters considered
for the experimental application are presented in Table 5.2.

Table 5.2. Parameters considered for the experimental EFDD analysis.

Natural frequencies Frequency intervals [Hz] Time intervals [s]

1st [± 2] [0.01, 0.12]
2nd [± 4] [0.01, 0.09]
3rd [± 5] [0.01, 0.05]
4th [± 2] [0.01, 0.05]

Finally, because there is always a FEM to simulate the structure, whether in a numerical
or an experimental application, the existence of sensors alters the mass matrix of the beam.
As such, for each sensor and its location, weight is added to its corresponding finite element
on the model. Only now can the analysis of the measured responses and results begin.

5.2.1 Comparison between SSI-COV and EFDD

5.2.1.1 Real responses only

Analysing the first four natural frequencies obtained from each method using the exper-
imental measurements, both methods are capable of identifying close values between each
other, although presenting a slight overall distance to the natural frequencies from FEM. For
each method, the first four natural frequencies are presented in Appendix B, respectively Fig-
ure B.3 and B.4. The comparisons between methods for each natural frequency are presented
in Figure 5.4. Unlike the numerical case, both the third and fourth natural frequencies (Fig-
ure 5.4c and 5.4d, respectively) present very noticeable decreases in values, as expected in the
presence of damage.

Considering only the undamaged observations from the real responses measured by the
accelerometers placed on the beam, MAC matrices present very similar results, like in the
numerical application. The percentual differences between those MAC matrices obtained
from each method are presented in Figure 5.5, where diagonal values present a slight increase
and non-diagonal values a slight decrease, when compared to the numerical matrix presented
in Figure 4.5. Still, there is a high correlation between the FEM and the experimental structure.
The experimental MAC matrices for each method are presented in Appendix B, Figure B.1 for
the SSI-COV method and Figure B.2 for EFDD.
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(b) 2nd Natural Frequency.
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(c) 3rd Natural Frequency.
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(d) 4th Natural Frequency.

Figure 5.4. Comparison between each of the four first natural frequencies identified
using SSI-COV and EFDD for all observations of the experimental ap-
plication, for the case considering real sensors on top of the beam, and
damage on the bottom.
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Figure 5.5. Percentual differences between MAC matrices obtained from the SSI-
COV and the EFDD modal identification methods for the undamaged
observations of the numerical application.

Because the decrease in natural frequencies seen in Figure 5.4c and 5.4d is that much
more noticeable than that of the numerical application, where the decrease was only mostly
noticeable in the fourth natural frequency, it is then expected that the experimental MDs
increase more evidently in the presence of damage, and that can be observed in Figure 5.6,
where both methods detect the aforementioned increase. Contrary to the numerical case,
and even though the natural frequencies obtained from each method are closer to each other,
the MDs obtained from the EFDD method are less scattered and rise above the threshold
established for all damage scenarios considered. From these plots, it can be expected that
damage detectability is higher for EFDD than for SSI-COV.

The Areas Under the Receiver Operating Curves confirm the expectation set before, in that
damage detectability is indeed higher for the EFDD method, where there is practically com-
plete certainty of the presence of damage from the second damage value applied, as presented
in Figure 5.7. However, observing the yellow curves from both methods, whereas the AUC
value obtained from the SSI-COV method is 0.57, the one obtained from the EFDD method
is somewhat higher at 0.71, when the expected value is 0.5 (approximating the red dashed
diagonal line). This might mean that EFDD values are inflated, and as such, results might be
biased.

Nevertheless, so far the EFDD method has obtained the best results of the two methods
compared, and in the next Subsection, virtual responses are added to responsesmeasured from
the accelerometers placed on the beam, where it is expected that at least the SSI-COV damage
detectability increases.
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Figure 5.6. Mahalanobis Distances obtained from the SSI-COV and the EFDDmeth-
ods for all observations of the experimental application, considering the
case where real sensors are placed on the top of the beam and damage
on the bottom.
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Figure 5.7. Areas Under the Receiver Operating Curves obtained from the SSI-COV
and the EFDD methods for all observations of the experimental applica-
tion, considering the case where real sensors are placed on the top of the
beam and damage on the bottom.
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5.2.1.2 Real and virtual responses

The same virtual sensor combinations as those studied in Subsubsection 4.2.2.2 are used
in this application. In plotting the natural frequencies for each of those combinations, it can
be observed that still the third and fourth natural frequencies present the decrease in value
observed in the modal parameters identified from the measured responses only. It can also
be observed that, in some combinations, EFDD presents slightly more scatter in the second
and fourth natural frequencies, as observed in the natural frequencies for the virtual sensors
V1V2, as presented in Figure 5.8. For the remaining combinations, the comparisons between
natural frequencies are presented in Appendix B, Section B.2 – from Figure B.5 to B.12.

Presented in Figure 5.9, the MDs calculated for this combination show an improvement
on the value distribution of the SSI-COV method, where all damaged observations above the
second damage value applied exceed the established threshold, as seen in Figure 5.9a. As
for the EFDD method, this combinations doesn’t provide results as good as those from only
measured responses, but still all damaged observations from the third damage value applied
exceed the threshold, seen in Figure 5.9b. Even with these particularities between methods,
there is no doubt that there is damage present on the beam. For each of the remaining virtual
sensors combinations, the MDs are presented in Appendix B, Section B.2 – from Figure B.13
to B.20.

This is then supported with damage detectability measurements given by the AUCs. For
the highest damage level applied, presented in Figure 5.10, the SSI-COV method reaches a
maximum value of 1 on three virtual sensor combinations, and all virtual sensor AUCs exceed
the AUC from the measured responses only (Figure 5.10a). As for the EFDDmethod, because
there is already a maximum AUC measurement obtained from the measured responses only,
only one virtual combination manages to reach that level (Figure 5.10b). Nevertheless, AUCs
are still high.

For both methods, six of the nine virtual sensor combinations studied exceed AUCs val-
ues of 0.95, which is in itself a great level of certainty in damage detectability. For each of
the remaining observations, undamaged and the three damage values applied, the AUCs are
presented in Appendix B, Section B.2 – Figure B.21 for SSI-COV and B.22 for EFDD.
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(c) 3rd Natural Frequency for V1V2 – MDE.
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(d) 4th Natural Frequency for V1V2 – MDE.

Figure 5.8. Comparison between each of the four first natural frequencies identified
using SSI-COV and EFDD for all observations of the experimental appli-
cation, for the case considering real sensors on top of the beam, virtual
responses from MDE sensors V1V2 and damage on the bottom.

69



CHAPTER 5. EXPERIMENTAL APPLICATION

0 100 200 300 400
Observations

0

50

100

150

200

M
ah

al
an

ob
is 

Di
st

an
ce

V1V2

Healthy Reference
Healthy Testing

0.146% Damage
0.292% Damage

0.440% Damage
0.584% Damage

Threshold

(a)MD for V1V2 from SSI-COV – MDE.

0 100 200 300 400
Observations

0
20
40
60
80

100
120
140
160

M
ah

al
an

ob
is 

Di
st

an
ce

V1V2

Healthy Reference
Healthy Testing

0.146% Damage
0.292% Damage

0.440% Damage
0.584% Damage

Threshold

(b)MD for V1V2 from EFDD – MDE.

Figure 5.9. Mahalanobis Distances obtained from the SSI-COV and the EFDDmeth-
ods for all observations of the experimental application, considering the
case where real sensors are placed on the top of the beam, virtual re-
sponses from MDE sensors V1V2 are added and damage is on the bot-
tom.
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Figure 5.10. Areas Under the ReceiverOperating Curves obtained from the SSI-COV
and the EFDD methods for all observations and all virtual sensor com-
binations for the highest damage level applied, considering the exper-
imental application, the case where real sensors are placed on the top
of the beam, virtual sensors from MDE and damage on the bottom.
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5.2.2 Comparison betweenMDE and Transmissibility

Like in the numerical application, the experimentally acquired responses were estimated
to virtual locations, and fixating each modal identification method, comparisons between ex-
pansion methods are obtained. In Figure 5.11, the comparison between the fourth natural
frequencies is presented, where it is once again observed that regardless of the modal identifi-
cation method considered, natural frequencies obtained from responses estimated from either
expansion method are close and present the same behaviour – a decrease in natural frequency
and a slight scatter in the frequencies obtained from EFDD. The remaining first three natural
frequencies are presented in Appendix B, Section B.2 – Figure B.23 for SSI-COV and B.24 for
EFDD.
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(a) 4th Natural Frequency comparison from SSI-COV for V1V2V3V4 between MDE and TR.
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(b) 4th Natural Frequency comparison from EFDD for V1V2V3V4 between MDE and TR.

Figure 5.11. Comparison between the fourth natural frequencies identified using
SSI-COV and EFDD forMDE and Transmissibility (TR) expansions, for
all observations of the Transmissibility numerical application, for the
case considering real sensors on top of the beam, virtual responses from
sensors V1V2V3V4 and damage on the bottom.

In this case and unlike the numerical application, the decrease in frequency is much more
noticeable in the third (Figure B.23c for SSI-COV and B.24c for EFDD) and fourth natural
frequencies (seen above), so it would be expected that MDs and damage detectability increase
with the increase of the damage level applied, as seen in the previous Subsection.
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5.3 Discussion

As seen in the numerical application on this study, presented in Subsection 5.2.1, adding
virtual responses to measured ones increases damage detectability measurements, regardless
of the methods used in the modal identification process. Both of those methods are capable of
identifying close modal parameters to those obtained from the FEM representing the structure,
as seen by theMACmatrices presented in Figure B.2 and B.1, as well as closemodal parameters
when comparing the results from each method, as seen in Figure 5.5.

The main advantages and disadvantages from each method are still present in this applica-
tion. With the right set of parameters, the SSI-COV method yields good and consistent results,
but not without its high computing times per observation. As for the EFDD method, a slight
parameter adjustment was necessary given that now responses are directly inputted to the writ-
ten code (as they are already accelerations), unlike the numerical case where displacements
were measured from the simulated model and then accelerations had to be obtained, before
modal identification could begin.

For the simpler structure considered in this study, the experimental results support the
findings and conclusions of the numerical application, where natural frequencies were ob-
served to decrease in the presence of damage, and that the higher the damage, the bigger that
decrease in value. A more accentuated decrease was observed in the experimental case.

Then, MDs were observed to increase in the presence of damage. Even when considering
such low values of damage, the presence of that damage is greatly different than that of the
healthy reference baseline, and as a result, step-like behaviour in distribution is observed in
both natural frequencies and MDs.

Such noticeable differences in MDs between the sets of observations resulted in clear dam-
age detectability, where for some cases, all damage values applied exceeded the threshold
established, as seen by the high AUC levels obtained. With lower levels of damage, some-what
high levels of damage detectability were obtained, then confirmed by the higher damage values
applied.

As for the comparison between response estimationmethods presented in Subsection 5.2.2,
this practical example confirmed the close proximity between expansion methods seen in the
numerical application.
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Conclusion

In studying damage detectability using a virtual sensing technique, this thesis focused
firstly in a numerical application, where environmental conditions were simulated using daily
temperature variations, and a Gaussian distribution of forces to simulate the wind that excites
the structure. Two modal identification methods were applied in extracting the modal param-
eters, SSI-COV and EFDD. Both methods are capable of obtaining close modal parameters
to those from the FEM simulating the structure, and damage detectability measured using
numerical results of real and virtual responses were found to be higher than those using only
real responses, for both cases.

In that application, SSI-COV was observed to yield less scattered natural frequencies and
more consistent results overall, but the parameter selection of this method is highly complex,
and several sets of parameters must be studied for the structure in study. Furthermore, in
order to extract better modal parameters, the selected SSI-COV parameters must have a wider
range, which in turn costs heavily in computational efforts and processing time.

In turn, the EFDD method is known for its user-friendliness and simplicity to use, as well
as its fast processing speeds. Because the modal identification is not as automated as that of
SSI-COV, parameters must be well defined in order to reduce scatter or poor results, while
also having in mind the random nature of the white noise excitation used. As such, a semi
automated process was applied in which peaks are selected for each observation’s PSD and
frequency intervals defined from those peaks, instead of using fixed intervals for all frequencies
and observations. This step proved important when modal parameters were found to have
great correlation to those from the FEM simulating the structure, much like the SSI-COV
method.

However, for the numerical results, SSI-COV still provided greater values of damage de-
tectability than those from EFDD. The former’s overall values were slightly higher than the
latter’s, meaning damage is detected with more certainty.
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Then, two response estimation methods were applied and compared, MDE and Trans-
missibility. Because the Transmissibility expansion method was only briefly developed, this
comparison is more limited than the one between modal identification methods. A different
set of responses and a single virtual sensor combination were considered, and fixating each
modal identification method, modal parameters were obtained. The comparison between
natural frequencies showed that, even with the existing limitations, both expansion methods
were capable of estimating responses with close modal properties.

The second part of this study was the experimental application, where a cantilever beam
with accelerometers was placed outside to acquire the responses needed for modal identifica-
tion and further analysis. Damage was applied increasingly using small nuts, with percetual
values much lower than those used in the numerical application.

Damage detection in the experimental application revealed to be much more enhanced
than that in the numerical one. Smaller levels of damage were increasingly applied to the
structure, with clearer distinctions between (healthy) undamaged and damaged observations:
natural frequencies and MDs present a step-like behaviour in distribution, where each set of
observations distanced themselves somuch from the previous set, that clear discontinuities can
be observed in the respective plots. Consequently, greater values inAUCswere obtained, which
meant higher damage detectability and certainty, and bothmethods support these conclusions.

The SSI-COVmethod maintained its high computing times per observation, yielding good
and consistent results, and the EFDDmethodmaintained its fast processing speeds, even with
the slight adjustment of parameters considered.

The same experimentally acquired responses were then considered in the comparison be-
tween response estimation methods, where both methods displayed the same close proximity
as seen in the numerical application.

It can be concluded that all methods work and provide similar results for this case, where a
simpler structure was considered as the representation of a wind turbine blade. The SSI-COV
method needs more investment in understanding the complex mathematical concepts and in
studying how the adjustment of parameters affects the results obtained, whereas the EFDD
method is much simpler and faster to use, but parameters must be set adequately to maintain
the high detectability achieved by SSI-COV. As for the expansionmethods,MDEdemonstrated
the high correlation between responses measured and virtual responses obtained to those
same locations it is known for, and even with the limited development of the Transmissibility
expansion method, it proved thus far capable of estimating responses that yield close modal
parameters to those from MDE.
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6.1 Future work recommendations

The main focus of this study was the comparison between modal identification methods
SSI-COV and EFDD, and so the next step is to further develop the Transmissibility method
for response estimation, reducing the present limitations and proceeding to the comparison
of damage detectability between expansion methods.

Also, an experimental beam made of steal was used, and the simulated model of both the
numerical and the experimental applications had the same properties as that beam. Because
wind turbine blades are made of composite materials, a future study could be performed with
the experimentation of a cantilever beam made of composite materials, as to better analyse
the behaviour of the real structures and materials.

Using a low number of real sensors on the structure has a high industrial and economical
value, and with the growth in size of wind turbines, monitoring systems will also have to
adapt. This work focused on using data from four sensors placed on the free edge on the beam,
and with a virtual sensing technique, responses were estimated at unmeasured locations. If
less sensors need be used, a comparative study could be done, applying a virtual sensing
technique which allows the expansion to more responses than those measured (like SEREP)
and analysing if less sensors provide the same information as using four sensors, as the present
study uses, while also checking if damage detectability is influenced by the number of sensors
used.

Finally, in order to detect damage and assess its detectability, MDs and AUC-ROCs are
obtained for each combination of sensors considered, and it was seen that comparing the latter
is muchmore direct than comparing the former. As such, to aid the comparisons betweenMD
plots, a new metric could be considered which obtains the total number of observations that
exceed the threshold established, with the goal of determining whether this number could be,
in itself, an indication of the presence of damage.
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Numerical plots

A.1 Plots from real responses
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Figure A.1. MAC matrix obtained from the SSI-COV method for the undamaged
observations of the numerical application, where real sensors are placed
on the top of the beam and the damage is on the bottom.
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Figure A.2. MAC matrix obtained from the EFDD method for the undamaged ob-
servations of the numerical application, where real sensors are placed
on the top of the beam and the damage is on the bottom.
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A.1. PLOTS FROM REAL RESPONSES
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Figure A.3. First three Natural frequencies obtained using the SSI-COV method
for all 500 observations (250 undamaged for healthy reference, 50 for
healthy testing and 50 for each increasing damage percentage) of the
numerical application, considering the real sensor placement on the top
of the beam and damage on the bottom.
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(a) 1st Natural Frequency.
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(b) 2nd Natural Frequency.
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Figure A.4. First three Natural frequencies obtained using the EFDDmethod for all
500 observations (250 undamaged for healthy reference, 50 for healthy
testing and 50 for each increasing damage percentage) of the numerical
application, considering the real sensor placement on the top of the
beam and damage on the bottom.
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A.2 Plots from real and virtual responses
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(a) 1st Natural Frequency for V2 – MDE.
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(b) 2nd Natural Frequency for V2 – MDE.
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(c) 3rd Natural Frequency for V2 – MDE.
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(d) 4th Natural Frequency for V2 – MDE.

Figure A.5. Comparison between each of the four first natural frequencies identified
using SSI-COV and EFDD for all observations of the numerical appli-
cation, for the case considering real sensors on top of the beam, virtual
responses from MDE sensor V2 and damage on the bottom.

91



APPENDIX A. NUMERICAL PLOTS

0 100 200 300 400 500
Observations

6.6

6.8

7.0

7.2

7.4

7.6

7.8

8.0
1s

t N
at

ur
al

 Fr
eq

ue
nc

y 
[H

z] V3SSI_COV virtual
EFDD virtual

(a) 1st Natural Frequency for V3 – MDE.
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(b) 2nd Natural Frequency for V3 – MDE.
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(c) 3rd Natural Frequency for V3 – MDE.
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(d) 4th Natural Frequency for V3 – MDE.

Figure A.6. Comparison between each of the four first natural frequencies identified
using SSI-COV and EFDD for all observations of the numerical appli-
cation, for the case considering real sensors on top of the beam, virtual
responses from MDE sensor V3 and damage on the bottom.
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(a) 1st Natural Frequency for V4 – MDE.
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(b) 2nd Natural Frequency for V4 – MDE.
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(c) 3rd Natural Frequency for V4 – MDE.
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(d) 4th Natural Frequency for V4 – MDE.

Figure A.7. Comparison between each of the four first natural frequencies identified
using SSI-COV and EFDD for all observations of the numerical appli-
cation, for the case considering real sensors on top of the beam, virtual
responses from MDE sensor V4 and damage on the bottom.
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(a) 1st Natural Frequency for V1V2 – MDE.
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(b) 2nd Natural Frequency for V1V2 – MDE.
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(c) 3rd Natural Frequency for V1V2 – MDE.
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Figure A.8. Comparison between each of the four first natural frequencies identified
using SSI-COV and EFDD for all observations of the numerical appli-
cation, for the case considering real sensors on top of the beam, virtual
responses from MDE sensors V1V2 and damage on the bottom.
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(a) 1st Natural Frequency for V1V3 – MDE.
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Figure A.9. Comparison between each of the four first natural frequencies identified
using SSI-COV and EFDD for all observations of the numerical appli-
cation, for the case considering real sensors on top of the beam, virtual
responses from MDE sensors V1V3 and damage on the bottom.
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(a) 1st Natural Frequency for V2V3 – MDE.
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(c) 3rd Natural Frequency for V2V3 – MDE.

0 100 200 300 400 500
Observations

248.5

249.0

249.5

250.0

250.5

4t
h 

Na
tu

ra
l F

re
qu

en
cy

 [H
z] V2V3SSI_COV virtual

EFDD virtual

(d) 4th Natural Frequency for V2V3 – MDE.

Figure A.10. Comparison between each of the four first natural frequencies iden-
tified using SSI-COV and EFDD for all observations of the numerical
application, for the case considering real sensors on top of the beam,
virtual responses fromMDE sensors V2V3 and damage on the bottom.
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(a) 1st Natural Frequency for V1V2V3 – MDE.
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(c) 3rd Natural Frequency for V1V2V3 – MDE.
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Figure A.11. Comparison between each of the four first natural frequencies iden-
tified using SSI-COV and EFDD for all observations of the numerical
application, for the case considering real sensors on top of the beam,
virtual responses from MDE sensors V1V2V3 and damage on the bot-
tom.
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(a) 1st Natural Frequency for V1V2V3V4 – MDE.
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(b) 2nd Natural Frequency for V1V2V3V4 – MDE.
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(c) 3rd Natural Frequency for V1V2V3V4 – MDE.
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Figure A.12. Comparison between each of the four first natural frequencies iden-
tified using SSI-COV and EFDD for all observations of the numerical
application, for the case considering real sensors on top of the beam,
virtual responses from MDE sensors V1V2V3V4 and damage on the
bottom.
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Figure A.13. Mahalanobis Distances obtained from the SSI-COV and the EFDD
methods for all observations of the numerical application, considering
the case where real sensors are placed on the top of the beam, virtual
responses from MDE sensor V2 are added and damage is on the bot-
tom.
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Figure A.14. Mahalanobis Distances obtained from the SSI-COV and the EFDD
methods for all observations of the numerical application, considering
the case where real sensors are placed on the top of the beam, virtual
responses from MDE sensor V3 are added and damage is on the bot-
tom.
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Figure A.15. Mahalanobis Distances obtained from the SSI-COV and the EFDD
methods for all observations of the numerical application, considering
the case where real sensors are placed on the top of the beam, virtual
responses from MDE sensor V4 are added and damage is on the bot-
tom.
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Figure A.16. Mahalanobis Distances obtained from the SSI-COV and the EFDD
methods for all observations of the numerical application, considering
the case where real sensors are placed on the top of the beam, virtual
responses from MDE sensors V1V2 are added and damage is on the
bottom.
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Figure A.17. Mahalanobis Distances obtained from the SSI-COV and the EFDD
methods for all observations of the numerical application, considering
the case where real sensors are placed on the top of the beam, virtual
responses from MDE sensors V1V3 are added and damage is on the
bottom.
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Figure A.18. Mahalanobis Distances obtained from the SSI-COV and the EFDD
methods for all observations of the numerical application, considering
the case where real sensors are placed on the top of the beam, virtual
responses from MDE sensors V2V3 are added and damage is on the
bottom.
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Figure A.19. Mahalanobis Distances obtained from the SSI-COV and the EFDD
methods for all observations of the numerical application, considering
the case where real sensors are placed on the top of the beam, virtual
responses fromMDE sensors V1V2V3 are added and damage is on the
bottom.
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Figure A.20. Mahalanobis Distances obtained from the SSI-COV and the EFDD
methods for all observations of the numerical application, considering
the case where real sensors are placed on the top of the beam, virtual
responses from MDE sensors V1V2V3V4 are added and damage is on
the bottom.
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Figure A.21. Areas Under the Receiver Operating Curves obtained from the SSI-
COV method for all observations and all virtual sensor combinations
(undamaged and the three first damage levels applied), considering the
numerical application, the case where real sensors are placed on the
top of the beam, virtual sensors fromMDE and damage on the bottom.
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Figure A.22. Areas Under the Receiver Operating Curves obtained from the EFDD
method for all observations and all virtual sensor combinations (un-
damaged and the three first damage levels applied), considering the
numerical application, the case where real sensors are placed on the
top of the beam, virtual sensors fromMDE and damage on the bottom.
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Experimental plots

B.1 Plots from real responses
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Figure B.1. MACmatrix obtained from the SSI-COVmethod for the undamaged ob-
servations of the experimental application, where real sensors are placed
on the top of the beam and the damage is on the bottom.
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Figure B.2. MACmatrix obtained from the EFDDmethod for the undamaged obser-
vations of the experimental application, where real sensors are placed
on the top of the beam and the damage is on the bottom.
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(c) 3rd Natural Frequency.
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(d) 4th Natural Frequency.

Figure B.3. Natural frequencies obtained using the SSI-COV method for all 500 ob-
servations (250 undamaged for healthy reference, 50 for healthy testing
and 50 for each increasing damage percentage) of the experimental ap-
plication, considering the real sensor placement on the top of the beam
and damage on the bottom.
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Figure B.4. Natural frequencies obtained using the EFDD method for all 500 obser-
vations (250 undamaged for healthy reference, 50 for healthy testing and
50 for each increasing damage percentage) of the numerical application,
considering the real sensor placement on the top of the beam and dam-
age on the bottom.
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B.2 Plots from real and virtual responses
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(a) 1st Natural Frequency for V1 – MDE.
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(d) 4th Natural Frequency for V1 – MDE.

Figure B.5. Comparison between each of the four first natural frequencies identified
using SSI-COV and EFDD for all observations of the experimental appli-
cation, for the case considering real sensors on top of the beam, virtual
responses from MDE sensor V1 and damage on the bottom.
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Figure B.6. Comparison between each of the four first natural frequencies identified
using SSI-COV and EFDD for all observations of the experimental appli-
cation, for the case considering real sensors on top of the beam, virtual
responses from MDE sensor V2 and damage on the bottom.
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(a) 1st Natural Frequency for V3 – MDE.
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Figure B.7. Comparison between each of the four first natural frequencies identified
using SSI-COV and EFDD for all observations of the experimental appli-
cation, for the case considering real sensors on top of the beam, virtual
responses from MDE sensor V3 and damage on the bottom.
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(a) 1st Natural Frequency for V4 – MDE.
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Figure B.8. Comparison between each of the four first natural frequencies identified
using SSI-COV and EFDD for all observations of the experimental appli-
cation, for the case considering real sensors on top of the beam, virtual
responses from MDE sensor V4 and damage on the bottom.
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Figure B.9. Comparison between each of the four first natural frequencies identified
using SSI-COV and EFDD for all observations of the experimental appli-
cation, for the case considering real sensors on top of the beam, virtual
responses from MDE sensors V1V3 and damage on the bottom.
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Figure B.10. Comparison between each of the four first natural frequencies identi-
fied using SSI-COV and EFDD for all observations of the experimental
application, for the case considering real sensors on top of the beam,
virtual responses from MDE sensors V2V3 and damage on the bottom.
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Figure B.11. Comparison between each of the four first natural frequencies identi-
fied using SSI-COV and EFDD for all observations of the experimental
application, for the case considering real sensors on top of the beam,
virtual responses from MDE sensors V1V2V3 and damage on the bot-
tom.
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(a) 1st Natural Frequency for V1V2V3V4 – MDE.
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Figure B.12. Comparison between each of the four first natural frequencies identi-
fied using SSI-COV and EFDD for all observations of the experimental
application, for the case considering real sensors on top of the beam,
virtual responses from MDE sensors V1V2V3V4 and damage on the
bottom.
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Figure B.13. Mahalanobis Distances obtained from the SSI-COV and the EFDD
methods for all observations of the experimental application, consid-
ering the case where real sensors are placed on the top of the beam,
virtual responses fromMDE sensor V1 are added and damage is on the
bottom.
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Figure B.14. Mahalanobis Distances obtained from the SSI-COV and the EFDD
methods for all observations of the experimental application, consid-
ering the case where real sensors are placed on the top of the beam,
virtual responses fromMDE sensor V2 are added and damage is on the
bottom.
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Figure B.15. Mahalanobis Distances obtained from the SSI-COV and the EFDD
methods for all observations of the experimental application, consid-
ering the case where real sensors are placed on the top of the beam,
virtual responses fromMDE sensor V3 are added and damage is on the
bottom.
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Figure B.16. Mahalanobis Distances obtained from the SSI-COV and the EFDD
methods for all observations of the experimental application, consid-
ering the case where real sensors are placed on the top of the beam,
virtual responses fromMDE sensor V4 are added and damage is on the
bottom.
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Figure B.17. Mahalanobis Distances obtained from the SSI-COV and the EFDD
methods for all observations of the experimental application, consid-
ering the case where real sensors are placed on the top of the beam,
virtual responses fromMDE sensors V1V3 are added and damage is on
the bottom.
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Figure B.18. Mahalanobis Distances obtained from the SSI-COV and the EFDD
methods for all observations of the experimental application, consid-
ering the case where real sensors are placed on the top of the beam,
virtual responses fromMDE sensors V2V3 are added and damage is on
the bottom.
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Figure B.19. Mahalanobis Distances obtained from the SSI-COV and the EFDD
methods for all observations of the experimental application, consid-
ering the case where real sensors are placed on the top of the beam,
virtual responses fromMDE sensors V1V2V3 are added and damage is
on the bottom.
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Figure B.20. Mahalanobis Distances obtained from the SSI-COV and the EFDD
methods for all observations of the experimental application, consid-
ering the case where real sensors are placed on the top of the beam,
virtual responses fromMDE sensors V1V2V3V4 are added and damage
is on the bottom.
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MDE.
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(b) AUC for the first damage level from SSI-COV –
MDE.
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(c) AUC for the second damage level from SSI-COV –
MDE.
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Figure B.21. AreasUnder theReceiverOperatingCurves obtained from the SSI-COV
method for all observations and all virtual sensor combinations (un-
damaged and the three first damage levels applied), considering the
experimental application, the case where real sensors are placed on the
top of the beam, virtual sensors fromMDE and damage on the bottom.
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(a) AUC for undamaged observations from EFDD –
MDE.
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(b) AUC for the first damage value from EFDD –MDE.
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(c) AUC for the second damage value from EFDD –
MDE.
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(d) AUC for the third damage value from EFDD –
MDE.

Figure B.22. Areas Under the Receiver Operating Curves obtained from the EFDD
method for all observations and all virtual sensor combinations (un-
damaged and the three first damage values applied), considering the
experimental application, the case where real sensors are placed on the
top of the beam, virtual sensors fromMDE and damage on the bottom.
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(a) 1st Natural Frequency comparison from SSI-COV for V1V2V3V4 between MDE and TR.
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(b) 2nd Natural Frequency comparison from SSI-COV for V1V2V3V4 between MDE and TR.
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(c) 3rd Natural Frequency comparison from SSI-COV for V1V2V3V4 between MDE and TR.

Figure B.23. Comparison between each of the first three natural frequencies iden-
tified using SSI-COV for MDE and Transmissibility (TR) expansions,
for all observations of the Transmissibility numerical application, for
the case considering real sensors on top of the beam, virtual responses
from sensors V1V2V3V4 and damage on the bottom.
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(a) 1st Natural Frequency comparison from EFDD for V1V2V3V4 between MDE and TR.
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(b) 2nd Natural Frequency comparison from EFDD for V1V2V3V4 between MDE and TR.
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(c) 3rd Natural Frequency comparison from EFDD for V1V2V3V4 between MDE and TR.

Figure B.24. Comparison between each of the first three natural frequencies iden-
tified using EFDD for MDE and Transmissibility (TR) expansions, for
all observations of the Transmissibility numerical application, for the
case considering real sensors on top of the beam, virtual responses from
sensors V1V2V3V4 and damage on the bottom.
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