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14.1 Resilience and Vulnerability of CEI

Critical Energy Infrastructures (CEI) do not only consist of the power grid and
electrical equipment, but also of the communication infrastructure, measurement
devices, and control functionalities, which are networks in different domains and
at different scale. Dependencies between these networks include power supply of
communication infrastructure by the power grid and the dependence of compo-
nents in the power grid on Control Centre commands. In combination, the net-
works and their interdependencies form a complex system where a small initial set
of component failures has the potential to cause cascading failures leading to partial
or complete breakdown of the system. Consequently, for a comprehensive analysis
of the vulnerability and resilience of such a system, all the relevant domains and
their interdependencies must be included and modeled.
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246 Securing CEI “By-Design”

For distributed systems with many components, such as the transmission or dis-
tribution grids, a graph-theoretic approach can be applied to perform an analysis
of potential cascading in the system. A graph G = 〈V, E〉 is a mathematical object
formed by a set of vertices V and a set of edges E , where each edge e = 〈u, v〉 is con-
necting two vertices u and v. We are using simple graphs to represent the network’s
topology and directed graphs to represent the dependency between components.
Simple graphs do not allow self-loops (edges that are connected to the same vertex)
and duplicate edges (multiple edges that are connected to the same vertices) and its
edges are bidirectional. Self-loops are not required for the modeling, while duplicate
edges could be used to represent redundant lines, cables, or links. However, redun-
dancy can also be expressed as an attribute of an edge in a simple graph. In general,
power grids and communication networks allow the flow of energy and data in
both directions of a line or link, making a simple graph a suitable representation of
the network. Directed graphs, however, as described in [41], consist of arcs as uni-
directional edges, which point from one vertex to another. The dependency graph
represents components as vertices of the graph and arcs as a dependency, pointing
from the dependent component to the supporting component.

14.1.1 Example of use Case and Implementation

The system investigated in this sample use case is based on a generic distribu-
tion grid segment [20], which has been extended by a physical and a logical
communication network and a measurement and control network as described in
Figure 14.1.

The power grid consists of multiple loads at the LV level, supplied by four dif-
ferent substations in a radial configuration. Since the grid is meshed, different paths
are available to supply the loads under normal operating conditions. This redun-
dancy is utilized for network reconfiguration in case of a fault. For the vulnerability
analysis, we simplified the network by aggregating the loads of each section; since
in case of a fault in the grid, we expect either all the load nodes of a section to
function or none of them.

The real physical communication equipment is not known, and we assume that
an optical communication network is used to support measurement and control
of the power grid. The optical cables are parallel to power lines, thus connecting
the same vertices of the graphs; and there is a communication node at each load
node of the power grid.

The logical communication network uses the optical network’s infrastructure
to exchange data between nodes. Each link of this network connects two logical
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Figure 14.1. Network topologies and node and edge dependency graphs for the exam-

ple use case.

communication nodes and requires a path in the optical network between the
respective physical communication nodes.

The grid operation uses a measurement and control network with a central
control node (the control center node), which gathers measurement data, processes
it, and provides control functionality. This control center node is connected to each
of the measurement and control nodes, representing the nodes in the power grid
that are equipped with measurement devices and switching equipment that can be
remote-controlled.

To model the interdependencies, we assume that each node of the power grid
supplies the local communication node with power, which in turn supports the
local node of the logical communication network. Each node in the logical com-
munication network finally supports one or multiple nodes of the measurement
and control network. All the dependencies between nodes are represented in a node
dependency graph, which is shown in Figure 14.1 for the default configuration of
the scenario. Every link in the logical communication network is dependent on
the availability of a path between the respective nodes in the optical communica-
tion network. If there is no path available, the link fails, as data can no longer be
exchanged.

In addition to the interdependencies, there are domain-specific intra-
dependencies in each of the networks. For the power grid, we assume each



248 Securing CEI “By-Design”

subgraph must include at least one load node as energy consumer and one sub-
station node as energy provider. If this is not the case, all nodes of the subgraph
fail. For the optical and logical communication networks, we assume that isolate
nodes fail, since they are no longer able to send or receive data and thus cannot
fulfill their purpose. For the measurement and control network, we assume each
subgraph must include at least one control center node as measurement data con-
sumer and control command provider and one measurement node as measurement
data provider and control command consumer.

In this example scenario, four different configurations of the system are evaluated
and compared:

• A default configuration, where no by-design measures are implemented
• The DV configuration, where Double Virtualization is applied to virtualize

part of the functionality of the measurement and control network and thus
make it independent from the actual hardware. In this configuration, the con-
trol functionality is virtualized, and we assume that it can be hosted by any of
the communication nodes at the power grid substations. This is represented
in the model by adding dependencies, as “Control_18” is now depending on
“Logical_5,” “Logical_13” and “Logical_14” in addition to the dependence
on “Logical_0.” Consequently, additional logical communication links are
added, to connect any of the logical communication nodes located at loads
to any of the nodes located at substations.

• The SR configuration, where a network reconfiguration algorithm provides
service restoration by design for the power grid, to resupply lost loads after
a failure in the grid. This is represented in the model by adding edges to the
power network, representing the lines with switches that are normally open
and can be used to provide redundant paths. These additional lines are only
used in the reconfiguration after a fault happened, therefore depending on
a control command from the control center. In case the control command
cannot be received, the switches cannot close, and the line will not be put in
operation.

• The DV_SR configuration, where both by-design measures are applied.

To evaluate the performance of the complete system after a fault has occurred,
we choose two performance indicators:

• The number of supplied loads, as a measure of the service level to energy
consumers, is maintained.

• The number of loads that are controllable, as a measure of the reliability of
the final configuration after the cascading sequence has ended. For loads that
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Figure 14.2. Initial and cascading failures of the example use case.

are not controllable, measurements are not available, and targeted reconfigu-
ration is not possible. If the number of controllable loads is smaller than the
number of supplied loads, the capability to react to load changes or additional
failures is impaired.

14.1.2 Results and Conclusion

The results for a failure at load node 1 are explained in detail to show how the
failure is cascading through the system. Initially, as shown in Figure 14.2, load
node 1 is failing, causing the edges to the neighboring nodes to fail. Since nodes 2,
3, 4, and 9 are no longer connected to a substation, they are unsupplied and fail.
The respective communication nodes are no longer supplied and fail, too, isolating
physical communication node 0 and causing it to fail. The cascade proceeds to the
logical and the measurement and control networks, causing in both cases the failure
of some nodes (including the node that supports or provides control, respectively),
then causing all links to fail, and finally also the isolated nodes. In the final state,
a large part of the power grid is still supplied, but the controllability has been lost
completely and the remaining grid can no longer be monitored.

For a comparison of the different by-design measures, the failure scenario
described above has been repeated for each of the nodes in the power grid, rep-
resenting a single fault happening in different parts of the grid. For each fault, the
final state of all networks has been determined via the cascading analysis. The result
is shown as boxplots in Figure 14.3, where the box is marking the upper and lower
quartile and the orange line marking the median, while the whiskers mark the min-
imum and maximum.

Even in the default scenario, most of the loads remained supplied no mat-
ter where the initial fault happened. However, as presented in the example, the
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Figure 14.3. Assessment of cascading for different scenarios of the example use case.

capability to monitor and control the remaining part of the power grid is lost com-
pletely, if the substation hosting the control center is affected by the initial fault.

The DV configuration manages to solve this issue, enabling the other substations
to provide redundancy for supporting the control center functionality. In effect, the
remaining part of the power grid remains controllable due to the DV application.
Yet, it must be noted that DV does not improve the number of supplied loads.
Since a reconfiguration of the power grid is not considered here, it is likely that the
initial fault causes additional load nodes of the subgraph to fail. Due to the radial
topology of the grid, the closer the fault is to the substation, the more load nodes
are failing.

The SR configuration greatly improves this situation and enables more supplied
loads in the final state. Due to the meshed topology of the grid that can be utilized
for reconfiguration, only the initially failed load is lost in the final state, if the initial
fault occurs at a load node. If it occurs at a substation node, there may not be
a load node failure at all. However, if the substation hosting the control center
functionality fails, the ability to reconfigure the grid is lost and the final state of the
system is as in the default configuration.

Only the combination of both by-design measures provides complete contain-
ment of a fault independent from its location. If a load node fails initially, only
this node is failed in the final state. If a substation node fails initially, the power
supply of all load nodes can be maintained. Finally, the capability of monitoring
and control of the grid is secured.

The above results show how the impact on the power supply can be minimized
effectively by applying by-design measures. While each of the investigated measures
improved the resilience of the grid, the combination of both measures provided
additional synergies and can avoid the worst case of a failure at the substation host-
ing the control center. Containing initial failures and reducing cascading to a mini-
mum independent from the location of the initial failure is of increased importance
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in case of targeted attacks on the most critical components of the system, to stop
attackers exploiting vulnerabilities of the system.

14.2 Double Virtualization

Recently, critical infrastructures have been evolving into more complex networks
of Cyber-physical Systems (CPS), creating several challenges in the monitoring and
controlling of these systems [24]. Double Virtualization (DV) is a specific strategy
capable of addressing this, by providing a solution based on the cloud computing
paradigm, while enabling a certain degree of decentralization.

For realizing DV, it works on two logical layers: the Functional Layer which
abstracts the computational resources for management, control, and monitoring
functionalities of an asset, and the Data Layer, where the logic and features of the
deployed applications, such as connectivity and computational operation, are virtu-
ally represented. The former offers the remote connectivity, leveraging the control
features of the device (while possibly including self-awareness features), while the
latter encompasses, in the virtualization process, the set of applications running of
the given devices (e.g., logic and configuration for acquiring data, pre-processing,
and database query).

By keeping the Functional and the Data Layers decoupled from one another,
but acquiring their virtualizations, the DV opens the path on installed devices in
a given network to enable real-time reconfiguration and to control running appli-
cations and move them from one device to another. This is particularly useful to
facilitate the monitoring and control of the Critical Energy Infrastructures (CEI)
domain, which comprises a wide variety of dispersed and heterogeneous assets. As
matter of fact, in modern power system, the challenge of these types of systems has
moved from networking and hardware (such as connection protocols, CPU power
and consumption, etc.) to how to connect this amount of different data sources
into the specific demands of the hosting platforms and applications. In this con-
text, virtualizations of physical assets—such as the ones offered by DV—and their
delivery as services over the network ensure the separation of the functionalities
from the specific runtime, protocols, and communication in order to construct
highly dynamic, extensible, and flexible environments, as confirmed in [25–28].

The control and monitoring of CEIs deeply rely on the evolvement of the smart
grid concept, which incorporates technologies to enhance and provide a better
“awareness” of the grid state [29], such as Advanced Metering Infrastructure (AMI) or
Wide-Area Monitoring, Protection and Control (WAMPAC) systems based on Pha-
sor Measurement Units (PMU) and Phasor Data Concentrators (PDC), aiming at the
provision of the guidelines for collecting, transport, and use of data generated on
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Figure 14.4. Typical WAMPAC system architecture.

the grid. However, these technologies heavily rely on Information & Communica-
tion Technologies (ICT), thus exposing the smart grid to a wide range of possible
cyberattacks [30].

In this sense, the DV applied to the dedicated computational units of the
WAMPAC architecture, as exemplified in Figure 14.4, represents an alternative
solution to mitigate cyberattacks that can possibly jeopardize the complete smart
grid. To this aim, the DV separates the logical control from the hosting computa-
tional hardware into another device and efforts on performing early detection of
cyber-physical attacks while enabling mechanisms that provide a continuous oper-
ation of the CEI by reallocation of application logic into another asset.

14.2.1 Double Virtualization System Model

For accomplishing DV in a system, it is necessary to adopt the relevant set of
assets—DV Assets—with the necessary logic, by either transforming the already
existing and/or adding new devices. Additionally, DV demands the inclusion of
control, monitoring, and management methodology of these DV Assets, which
implies the addition of extra devices in the system—DV Administration & Man-
agement (DVA&M). Although in an ideal implementation, DVA&M should be
also considered a DV Asset (whose running applications are exclusively for manag-
ing and monitoring); in the current implementation, this is not mandatory, since we
focus primarily on the already existing devices of the WAMPAC system for demon-
strating the concept. Considering all this, and taking the WAMPAC architecture
as application model, the system’s transformation is depicted in Figure 14.5.

14.2.2 Double Virtualization Assets

In this type of component, the implemented mechanisms related to the DV provide
the ability to gather the necessary information about its resources and functional-
ities: virtualize the resources/applications running (e.g., bash/Python scripts and
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Figure 14.5. Simple grid-monitor model using PMU measurements and equivalent model

with double virtualization integration.

their network connections configuration), in a structured data format that may
be moved and interpreted on other devices; remote access points that enable the
DVA&M devices to access over an internet connection for performing the DV
monitoring/administration.

The DV Asset must then be provided, among others, with the following speci-
fications and features:

• Virtualization: the DV logic included in the DV Assets must be capable of
representing the device and its logical applications in a defined data format.

• Connectivity: server and client endpoints must be present, in order to inter-
act with the DVA&M for sending and receiving information, as is the virtu-
alization of the applications or control commands.

• Monitoring: the DV Asset must include the necessary services that enable its
monitoring by the DVA&M. Furthermore, it may contain self-awareness fea-
tures that track inner changes that may be also relevant and is able to forward
them to the DVA&M.

14.2.3 Double Virtualization Administration and Management

The pivot point of development of the DVA&M component is the ability to exe-
cute the monitoring and administration of a set of DV Assets which are connected
to it over the network. In this sense, taking in consideration the requirements of
the overall system, the chosen approach envisions the use of diverse software pat-
terns, as for example, Service Oriented Architecture (SOA) for addressing commu-
nication between devices and Service Orchestration in the optic of management
of these same machines, and which was inspired in previously researches, such as
presented in [31]. Moreover, the DVA&M is structured taking as base the Observe-
Orient-Decide-Act (OODA) pattern, introduced by John Boyd and firstly drafted
in [32], in order to achieve the desired logic. Assisted by the OODA loop, the
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Figure 14.6. Simple OODA loop.

DVA&M entity gathers the abilities to lightly anticipate harmful situations through
the continuous monitoring of the several assets behaviors, making use of incom-
ing sensing information, and use it to perform decisions and actions to mitigate
detected failures.

The four steps of the OODA loop (Figure 14.6) are described as:

• Observe: acquisition of information data, incoming from the detection mod-
ules of the system. This information about the DV Assets and can be obtained
from internal logic or from an external source.

• Orient: in this stage, the received control data is provided with meaning, so
that analyses mechanisms can be applied. For example, matching the data to
the respective DV Asset and respective previous samples for tracking relevant
changes.

• Decide: this is where the gathered data is analyzed with the provided algo-
rithms for discovering or handling the detected failures, and furthermore to
decide what is the next action. That is to say, if and in what terms the system
shall react to the attack detection. This step also provides all output neces-
sary for enforcing the reaction, such as is the case of a migration, where the
virtualized logic of an attacked DV Asset needs to be moved into another one.

• Act: when this step is activated, it uses all the gathered information to trigger
and complete all the mitigation process, while handling the involved DV
Assets, in any way possible, through the established connections implemented
specifically for administration purposes.

The DVA&M must then be implemented in accordance with the following spec-
ifications and features:

• Database/Registry: necessary for storage of the relevant information of the
DV Assets, like the specifications of the device and the respective virtualiza-
tions.
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• Connectivity: The DVA&M provides the necessary server and client end-
points in order to receive and send information to the other components
(DV Assets, external detectors, … ).

• Monitoring: the DVA&M hosts simple monitoring mechanisms (Acknowl-
edge and Heartbeat/Watchdog techniques) dedicated to the connectivity sta-
tus of DV Assets, yet it shall also be able to handle incoming information
from external detectors and forward it into the decision algorithms.

• Decision: the DVA&M must be able to filter the incoming information from
the multiple DV Assets and decide whether any action shall be activated, and
in that case, handle all the consequent process

• Mitigation: the mechanisms to autonomously interact with the faulty DV
Assets, while performing the necessary control commands and exchanging
the necessary information.

14.3 Example use Case and Implementation

14.3.1 Technological Details

Node-Red framework has been selected as the development and deployment tool
for the DV system. Node-Red offers a browser editor for development and deploy-
ment and runs over Node.js runtime environment, which stands as one of the pre-
vailing software for development of applications under the Internet of Things (IoT)
scope. Moreover, Node-Red applications are constructed on a flow-based semantics,
by wiring nodes, and allow an easy creation and setup of computational resources
that provide functions, APIs, and online services supported by a wide number of
protocols usage. Node-Red also enables the creation and integration of custom
nodes (provided by a highly active community), extending its potential for con-
nectivity to, for example, legacy systems.

Another important highlight is the fact that Node.js is supported by a variety of
operating systems and processor architectures, such as ARM processors used in sin-
gle board computers like Raspberry Pi or Odroid. This leverages the cross-platform
implementation and widens the number of possible resources to use.

With respect to the interoperability among the DV components in use, the cre-
ated endpoints that are related to DV functionalities follow the REST pattern, while
most of the inherent data is represented in JSON format.

Regarding the security mechanisms, several options are available, including the
standard authorization schemes for HTTP. However, while adopting the use of
certificates to enable HTTPS for encryption, client certificate authorization, which
is built in the HTTPS handshake, was tested and subsequently included, while
being optionally customized.
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14.3.2 Internal Detectors

The implemented DVA&M comprises built-in detection methods oriented to eval-
uate connectivity status of the DV Assets. Even if not necessarily the lost connection
of a device is caused by some sort of attack, either physical or cyber, it is still plau-
sible to assume it. Moreover, to ensure the resilience of the system, the detection of
such failure is used by the DV to trigger the migration of the faulty DV Asset into
an available one, as a mitigation strategy.

For both Acknowledge and Heartbeat techniques, the DVA&M has a specified
timeout, in which the DV Asset must report to the DVA&M that it is available.
The difference is that in the Acknowledge technique, the DV&AM makes a request
and the timeout refers to the response time, while in the Heartbeat/Watchdog tech-
nique, the DV Asset itself periodically sends acknowledge messages and the timeout
is used within the Watchdog. It must be considered that, in both cases, the period
of the acknowledge messages and the timeout value must be set so that there is no
overlap within the sequence, making it susceptible to induce false failure detections.

14.3.3 External Detectors

Event detection represents the activity of detecting relevant events in (near) real-
time from the stream of raw data observations. Most event detection systems are
generic, where the user must deploy a set of processing rules at design time, which
are used to push observations at run time. The result of the processing is delivered
back to the application in form of events.

The event detection engines can be evaluated according to the following cate-
gories:

• Development platform, representing the programming language used for
event detection applications development

• Event detection language, the operators which can be used to define event
extraction rules

• Development model, representing the flexibility used for defining event
detection patterns

• Advertised event rate
• Out of the box deployment possibilities
• Integration/compatibility with other technologies
• Licensing.

The network and the communication infrastructure represent an important
commodity of an IT system, including the Smart Grid ones. For such a system, it is
important to detect as early as possible any attempt of unauthorized access/usage of
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the network. The network monitoring module has the scope to detect any abnor-
mal behavior of the network.

Regardless of the network assets (routers, switches), the monitoring can be done
using the Remote Network Monitoring (RMON) Protocol [40]. The RMON
protocol can be used to extract real-time information about the device, such as
bandwidth or ports connected/disconnected. Depending of the device type, the
processing logic can be embedded into the switch (if it has enough processing
power) or a field device (like a Raspberry PI) can be located in the nearby area
to execute this activity. In most of the cases, a centralized solution will overload the
network. The list of switch operating parameters can include:

• Network utilization (per each port or overall);
• Error Rate;
• Port connectivity.

In general, the various components of a system generate log data which is used for
monitoring the component status and for debugging. Depending on the architec-
ture, each component can have its own log file or the system can have a centralized
logging infrastructure. In most of the cases, when one component is affected by a
perturbation, several components might report the abnormal behavior in their log
file.

External detectors can be plugged into the DVA&M, by accessing specific end-
points (REST) created for the effect. In the DV case study, this was tested with
the log data pattern matcher implemented by SIEMENS, offering the following
features:

• Merge multiple log files considering the log event timestamp
• Define domain specific log data patterns (at design time)
• Apply the log data pattern on the streams of log events (at run time).

The following example is relevant for high traffic on device interface observation.
The logic of observation pattern is depicted in Figure 14.7.
The observed behavior in case of an attack in the context of this use case is

presented in Figure 14.8.

Figure 14.7. Observation pattern logic.
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Figure 14.8. Observed behavior of the log data pattern matcher in case of an attack.

The messages received from external detectors may lead the DVA&M to take
some decision and possibly trigger some mitigation action, like trying to reconfigure
some DV Asset or perform a migration. In the case of the log data pattern matcher,
the approach is to evaluate if a determined number of warnings related to a given
DV Asset is received during a time window, thus inducing the DVA&M to activate
the mitigation process for the faulty device.

Also, by including this and other detectors that provide a wider panoply of
parameters of the DV Assets (e.g., network interfaces traffic information, CPU
loads, temperatures of the CPUs, response time of the APIs and services, etc.), the
decision algorithms can evolve to more accurate results, like in the case of an occur-
ring migration, where the DVA&M should decide which is the more adequate DV
Asset to receive and start running a new set of applications.

14.3.4 Use Case

For demonstrating the DV functionality, the use-case scenario is based on the pre-
viously shown WAMPAC system, where PDCs are wired up to PMUs for collecting
data. Besides this, a spare development of the PDC consists in hosting small pre-
processing algorithms. These PDCs were adopted with the DV logic, and further-
more, its applications were virtualized in compliance with the DV specifications.

Finally, in order to gather the necessary results, a connection failure was induced
in one PDC, by unplugging the ethernet cable. When doing this, the DVA&M
is able to detect that the unplugged PDC is no longer responding, triggering the
migration process, and consequently, the set of application is launched on another
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Figure 14.9. System state before and after the detection of lost connectivity of a DV asset

and migration strategy applied as mitigation strategy.

PDC which was chosen during the decision algorithm of the DVA&M, as depicted
in Figure 14.9.

The context of the use case is as described below.
The Fault Detection Algorithm (FDA) plays an important role in power grid

observability and is also the first functionality of a self-healing grid. Depending
upon the different grounding schemes of the different grids, the impacts of the fault
currents in the grid varies [33]. Furthermore, with the availability of high accuracy
and high frequency of measurements from PMUs, advanced FDA schemes, based
on PMU data, are being designed [34, 35]. The FDA is deployed in a dedicated
hardware that receives continuously the stream of PMU data corresponding to the
voltages at different nodes and currents flowing through specific branches in the
network. The PMU data is parsed into the FDA after proper protocol translation.
The parsed PMU data is then processed by the FDA which detects the occurrence
of faults based on the changes in the zero sequence components. Given that the
reporting frequency of PMU can be as high as 50 frames per second or more for
power networks with nominal frequency of 50 Hz, the fault inception moment
can be captured with delay of 20 ms at maximum. Since the timestamp of an event
is critical information for correct evaluation of fault location, it is of paramount
importance to ensure the uninterrupted operation of FDA. With introduction of
DV, the availability of FDA can be substantially increased when fault in commu-
nication network or cyberattack occurs, and therefore, the robustness of the fault
detection scheme is ensured.

14.3.5 Conclusion

The DV model implemented in the use-case scenarios have, in general, fulfilled
the stipulated outcomes in terms of functionality and proof of concept. More
specifically, the defined mitigation strategy—migration—was achieved, once a
connectivity failure was detected, by completing the transaction of the running
application from the faulty device into the best suitable device.
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It can also be stated that the main requirements were accomplished: the virtual-
ization process of the assets functional and application layers; communication sys-
tem for supporting the data transaction inherent to the DV, using REST endpoints;
implementation and integration of, respectively, internal and external detectors and
corresponding monitoring mechanisms; decision algorithms that can be shaped
according to the monitoring parameters in use; and the processing/management
of the mitigation actions by either DV Assets and DVA&M components of the
system.

In this sense, the DV is a viable solution to augment the resilience of the system.
However, taking in consideration that the DV application is still in an early stage,
several items that shall be developed and/or improved in the future implementa-
tions have been already identified.

For instance, in such scenarios as the Fault Detection described in the previous
section, where it is of such crucial importance to minimize the downtime caused by
the network failure, some technical choices can be made towards this improvement,
such as minimizing the routes of the network connections (number of intermediary
routers, not using VPN, etc.), opt for a faster alternative to using client certificate
authorization (which takes some time for validation during the HTTPS handshake)
and also refining the detection, decision, and action processes of the DV itself.

Another improvement to be considered, for a more proactive solution, is to
pre-setup DV Assets with one another’s logic, for minimizing the amount of data
to be passed to trigger the mitigation and, consequently, the time of the process.
Of course, this comes at the cost of more storage and CPU load, but depending on
the use case, it may be profitable.

Regarding the critical Single Point of Failure (SPoF) paradigm, the current DV
system is not yet completely capable to solve this thematic. In a more close-up
glance, it can be noticed that the SPoF was removed from the “functional” area
of the system (where DV Assets co-exist); however, the introduction of DVA&M
device results in a new SPoF. One possible solution that was put on the table is to
create a cluster of DVA&M devices in the system and apply also the DV solution
to them, with the respective nuances. For example, in order to avoid the hierarchi-
cal structure that induces SPoFs, one can adopt monitoring patterns such as the
circular pattern. Furthermore, the Blockchain technology may directly offer a solu-
tion for decentralization, but from the performed investigation, we found that the
requirements for implementing Blockchain (e.g., high-performance CPUs, big data
storage) for very demanding time requirements, this may be a challenge and other
instances of Distributed Ledger Technology may be required in these demanding
scenarios.
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14.4 Service Restoration

The basic functionality of a self-healing power grid is to restore the loads that were
de-energized either due to natural disasters or targeted attacks on the grid. There
are two kinds of events that create outages in the grid. One that occurs frequently
but have lower magnitude of outage, like tripping of lines due to faults in the lines
due to ageing of the cables. The other type of events are the ones that have High
Impact but occur with Low Probability (HILP events). A HILP event introduces
severe and rapidly changing circumstances that may have never been experienced
before, causing multiple outages in the network and creating large de-energized
sections [1].

A typical Service Restoration (SR) scheme for distribution grids, after successful
fault detection and isolation, should be able to perform the following:

• Restore as much out-of-service customers as possible in a minimum time,
by providing a sequence of operations to the switches. Preference in use of
tele-controlled switches in re-powering process should be given, to reduce
the restoration time.

• Consider the priority of the loads and restore the most crucial customers
(hospitals, devices controlling the gas network pumps, cellular base stations,
and other critical infrastructures) first.

• Preserve radiality of the grid with every switching operation prescribed in the
sequence.

• Maintain the voltage of the grid as per the limits imposed in the grid codes
of the specific country.

• Satisfy loading constraints of the lines and substation loading.

For the outages caused by the non-HILP events, different approaches are pro-
posed in the literature for optimal selection of the tie switches (normally open
switches, generally connecting different feeders or segments of the same feeder)
to be closed. These can be classified into expert systems [3–5], Multi-Objective
Evolutionary Algorithm (MOEA) [6–8], heuristic-based systems [9–12], meta-
heuristics and mathematical programming based [2]. Though the MOEA methods
and heuristic methods for SR are popular, they have longer running times and are
sensitive to the accuracy of generating the feasible topologies, from which the opti-
mal solution would be deduced. Furthermore, Mixed Integer Programming (MIP)-
based methods have also been proposed [13–15]. The mathematical programming
methods, especially the MIP based, prove to be computationally expensive.
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Hence, they would not be suitable for real-time application with stringent time
constraints. One of the major challenges in designing a service restoration scheme
to cope with the HILP events is that, in addition to the aforementioned attributes,
the SR scheme should also react to rapidly changing system condition. It should
be able to consider, in real time, the uncertainties in the power generation and
load demand so that possible network congestion is avoided while grid restoration.
Furthermore, it should adapt to changes in grid topology as subsequent multiple
faults may occur due to the propagation of the HILP events. Unlike the heuristic,
meta-heuristic, and mathematical programming-based SR schemes, the rule-based
algorithms have been found better suited for real-time applications. They can pro-
vide sub-optimal, interim solutions to cater to emergency situations [5], due to their
lower computational complexity. Nevertheless, the Rule Based Service Restoration
Algorithm (RB-SRA) should also incorporate distribution grid operator preferences
in selecting the optimal service restoration option. This is vital as grid operators in
different countries have to follow different operational norms and adhere to spe-
cific grid codes. Thus, for designing a universal service restoration, the RB-SRA has
to be extended with a Multi-Criteria Decision Making (MCDM) algorithm. The
MCDM approach facilitates optimal selection of solution from the set of possible
solutions considering the dynamic preferences of the decision-maker [16–18]. In
this case, the set of solutions are the choice of optimal restoration sequence consid-
ering the preferences of the network operator. It should be noted that the MCDM
enabled RB-SRA would not be the most optimal service restoration (considering
the cost of operation, power losses, etc.) but would be a best effort solution catering
to dynamic outages caused by propagation of the HILP events.

14.4.1 MCDM-Enabled Rule-Based Service Restoration
Algorithm (RB-SRA)

The MCDM-enabled RB-SRA has 4 major sequential steps, Namely:

(1) Identification of loads to be restored;
(2) Determination of alternative reconfigurable paths;
(3) Network security assessment with state estimation;
(4) MCDM-based selection of optimal restoration path.

Identification of loads to be restored

When multiple faults occur or the continuous load growth is not promptly com-
bined with substation reinforcement, the reconnection of all de-energized loads
cannot be achieved [36]. Hence, it is necessary to identify the most critical load
and quickly restore it. The RB-SRA selects, among the de-energized nodes that are
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outside the fault-zone, the one with the highest priority index. This parameter is an
independent characteristic of each load, assigned by the grid operator to indicate
its criticality. If multiple loads have the same index, the algorithm selects the one
consuming (or generating) the highest active power. The chosen node is taken as
target for the restoration plan.

Determination of alternative reconfigurable paths

Once the load to be restored, named b, has been identified as described above,
the best reconfiguration topology to re-energize it has to be computed. Firstly, the
proposed algorithm inspects all the n primary substations present in the network.
For each substation, it determines the most suitable path towards the load by using
Dijkstra’s algorithm. Considering two nodes a and b in a weighted graph G, Dijk-
stra’s algorithm calculates the shortest path that connects them, named G ′a,b. In this
case, a is the selected substation, b is the load to be restored, and the weight of each
edge is the series impedance of the line. Hence, considering |Z x,y| as the magni-
tude of complex series impedance |Z x,y| = Rx,y + j Xx,y between adjacent nodes
x and y of the graph, the shortest path G ′a,b has a total impedance Zb

a such that

Zb
a = min

∑
x,y∈G ′a,b

|Z x,y|. With respect to total impedances of other paths that

can connect a to b, Zb
a has the minimum value for graph G ′a,b. If the shortest path

exists, it includes at least one bus tie which is currently open and, by closing it,
allows to energize load b from substation a. With the switches now closed and the
path made electrically continuous, the whole network topology has changed, rep-
resented by the graph Ga,b for which G ′a,b ⊂ Ga,b (G ′a,b is a subset of Ga,b). This
procedure is repeated for each substation present in the grid. If multiple faults occur
or the continuous load growth is not promptly combined with substation reinforce-
ment, the reconnection of all de-energized loads could not be achieved [36].

Network security assessment with state estimation

Each network configuration proposed by the RB-SRA is to be checked versus
line congestion and voltage security limits via State Estimation (SE) [37]. Many
methods are available for SE but among them the Weighted Least Square (WLS)
approach is most popular [37, 38]. It is based on the minimization of the square of
the measurement residual vector. With input as the set of measurements, the uncer-
tainty class of the measurement devices, network topology and its parameters, the
WLS based SE is able to provide the estimate of the state of the grid that may be
magnitude and angle of node voltage (for node voltage-based SE) or the magnitude
and angle of the branch current (for branch current-based SE). Furthermore, from
the estimated states all the power flows in the grid, loading of the network lines,
and the power losses can be calculated.
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For each proposed grid topology, represented with graph Ga,b, the following
constraints should be respected:

• Radiality of the network: if a path exists between nodes a and b, the closing
of the tie switches in this restoration scheme must maintain each substation
electrically disconnected from the others.

• Voltage limits: at each node of the grid, the voltage magnitude must remain
in the range of ±10% of the nominal value [39].

• Respect of loading limits: the current flowing in each edge must comply
with the cable/conductor or substation transformer specification |I x,y| ±

3µ
|I x,y |

< Imax x,y .

Where |I x,y| is the line current magnitude at the generic edge (x,y) and its
uncertainty µ

|I x,y |
; Imax x,y indicates the continuous current carrying capacity of

the line or the overcurrent limit of the transformer at the primary substation, and
in emergency situation, a certain percentage of overloading is acceptable for limited
amount of time. If the proposed configuration Ga,b does not fulfill the require-
ments, it is discarded and the restoration of load b cannot be achieved by the sub-
station a.

MCDM-based selection of optimal restoration path

Once the set of secure reconfiguration paths has been determined, the optimal solu-
tion has to be identified. To do this, the proposed algorithm combines two criteria
dependent upon settings predefined by the user, namely the power losses and the
utilization of the lines, as described below.

• Total power losses in the network (Px,y): The power loss Px,y , between two
generic nodes x and y, is estimated by the following formula, using the esti-
mated line-to-ground node voltages by the SE algorithm and the electrical
lines are modeled as the π equivalent circuit.

Px,y = 3R
[

V x

(
V x

G+ + j B+
2

)
+ V y

(
V y

G+ + j B+
2

)

+

(
(V x − V y)

(
(V x − V y)

R+ + j X+

))]

Where R+, X+,G+, B+ are the positive sequence line resistance, reactance,
conductance, and susceptance, respectively. The power losses are added for
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each line of the network (edges of graph Ga,b ) to obtain the total power loss
Pa of the candidate topology restored through substation a.

• The utilization of electrical lines (θx,y): It is a measure of overloading of the
lines in the grid. The different service restoration options can be ranked on
the basis of their relative network loading. The higher the value of θx,y , the
better is the distribution of power flow in the specific network configuration

θx,y =
Imax x,y − |I x,y|

Imax x,y

(14.1)

Where x, y are two nodes between which the current I x,y flows and
the line connecting the nodes x and y has the maximum current carrying
capacity of Imax x,y . For each network topology that is analyzed, three min-
imum values of θx,y are recorded in descending order. In the case of graph
Ga,b, they are indicated as θa

1 (the minimum one), θa
2 & θa

3 , for which θa
1

is related to the electrical line having the current most close to its specific
ampacity. The selection of the optimal solution requires the combination
of these two aspects, summarized as the four criteria Pa, θa

1 , θ
a
2 , θ

a
3 . Then,

using the MCDM technique, the optimal restoration path is selected. The
MCDM technique is a two-step algorithm. In the first step depending upon
the relative pairwise weight of the criteria, an absolute weight for each crite-
rion is deduced. In the second step, these weights are used to determine the
relative closeness of the available solution to the ideal solution. For the first
step, the Analytical Hierarchical Process (AHP) is implemented to determine
the absolute weights of criteria with the pairwise weights of the criteria. The
pairwise weights are assumed to be provided by the network operator. The
comparison matrix 0 is calculated using the pairwise weights provided by the
operator [22].

0 =


1 ωPθ1 ωPθ2 ωP3

1/ωPθ1 1 ωθ1θ2 ωθ1θ3

1/ωPθ2 1/ωθ1θ2 1 ωθ2θ3

1/ωPθ3 1/ωθ1θ3 1/ωθ2θ3 1

 (14.2)

In which ω is the comparison value between the attributes indicated by the sub-
scripts, which ranges from 1/9 (attribute of second subscript is extremely important
with respect to the first one) to 9 (attribute of first subscript is extremely impor-
tant with respect to second one) according to the AHP scale. A detailed possible
AHP weights and their interpretation is provided in Table 14.1. The subscripts
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Table 14.1. AHP weight interpretation.

Intensity of

Importance

(ωPθ) 1 3 5 7 9 2, 4, 6, 8

Interpretation P, θ are
of equal
impor-
tance

P is
slightly
more
impor-
tant than
θ

P is
strongly
more
impor-
tant than
θ

P is very
strongly
more
impor-
tant than
θ

P is
extremely
more
impor-
tant than
θ

Intermediate
importance
between
two
adjacent
judgment

Pa, θa
1, θ

a
2 , θ

a
3 represent the power losses and the line utilization of the three most

consumed lines, respectively. The priority vector is obtained, which ranks the four
criteria and shows relative weights among them. The approximate calculation of
the priority vector (PV ) can be done as shown in equations:

PV j =

∑m
l=1 p jl

m
where p jk =

0( j, k)∑m
l=1 0(l, k)

and m: number of criteria

(14.3)
Then, these relative weights are combined with the power losses and line utiliza-

tions of each feasible solutions, indicated by the different values of a as reference
substation, according to the Technique for Order of Preference by Similarity to
Ideal Solution (TOPSIS) [23]. A generic set of equations that govern the TOPSIS-
based ranking of the alternatives are given below. For t alternatives and m number
of criteria, the decision matrixD can be created as shown below in Equation (14.4):

D =

d11 . . . d1m
... . . .

...

dt1 . . . dtm

 (14.4)

The weighted normalized decision matrix integrating the Priority Vector calcu-
lated in Equation (14.3) can then be derived as in Equation (14.5):

vi j = PV j ri j where ri j =
di j√∑m
i=1 d2

i j

(14.5)

The next step in the TOPSIS-based ranking is to calculate the positive ideal
solution (A+) and the negative ideal solution (A−) where B is a set of Benefit
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criteria and C is a set of Cost criteria:

A+ = {v+1 , . . . v
+
m } where v+j = {max(vi j ) if j ∈ B;min(vi j ) if j ∈ C}

(14.6)

A−
= {v−1 , . . . v

−
m } where v−j = {min(vi j ) if j ∈ B;max(vi j ) if j ∈ C}

(14.7)

The purpose to calculate the A+ and A− is to measure the distance of the
alternatives from the positive ideal solution and negative ideal solution. The best
alternative would be the one that is as close to the positive ideal solution and as far
as from the negative ideal solution. In order to rank the alternatives, the relative
closeness is then calculated as in Equation (14.8):

C+t =
S+t

S+t + S−t
where S+t =

√√√√ m∑
i=1

(vi j − v
+

j )
2

and

S−t =

√√√√ m∑
i=1

(vi j − v
−

j )
2

(14.8)

For the service restoration process, the TOPSIS allows us to compute the close-
ness of each candidate solution to the ideal one, which is composed by the min-
imum power loss Pa and maximum reserve line capacity θa

1 , θ
a
2 , θ

a
3 . Among the

possible solutions, indicated by the different values of a as reference substation, the
one having the highest closeness Ca

+ is chosen to reconnect the load b. Then, a
closing signal is sent to the open tie switch related to this configuration.

The selected optimal solution is, then, a trade-off between the minimization of
power losses in the line and the avoidance of lines having the current close to its
limit. The comparison parameters ω are defined by the grid operator before the
service restoration is started; they are set depending on whether more importance
is assigned to power losses or line utilization aspect. For example, in case of aged
cables, one can place greater emphasis on line utilization (by decreasing ωPθ1 , ωPθ2

and ωPθ3) in order to avoid the excessive worsening of line condition.

Test case

The test grid used to validate the MCDM-based RB-SRA is a medium voltage
distribution grid at 13.8 kV with four primary substations. Figure 14.3 represents
its single line diagram and includes the elements naming used below [20]. Its 37
nodes connect loads that range from 100 kW to 1 MW; the length of the electrical
lines varies from 800 m to 2200 m. Nodes I2 and L1 host DERs of 200 kW and
250 kW, respectively. Complete data of the grid can be found in [21]. The black
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Table 14.2. AHP pairwise priorities.

Pair of criteria ωPθ1 ωPθ2 ωPθ3 ωθ1θ2 ωθ1θ3 ωθ2θ3

AHP pairwise weights 7 8 9 2 2 2

Figure 14.10. Location of the fault for test case.

squares indicate the normally closed switches, whereas the normally open ones are
shown with white squares.

This scenario inspects the occurrence of a single fault and the presence of mul-
tiple loads having the same priority index, for which the nominal active power is
considered to determine the restoration target. In this test case, the most impor-
tant criterion of the service restoration is the minimization of the power losses,
with marginal relevance of lines utilization in the decision process. The compari-
son parameters ω are reported in Table 14.2.

The single electrical fault occurs at node A1; the protection system opens the
upstream circuit breaker indicated by number 1 and, in order to isolate the fault
area, the downstream circuit breakers 2, 3, and 19 (which is already open). These
four switches, indicated with red frames in Figure 14.10, remain in a tripped con-
dition and cannot be reclosed until the fault has been repaired.

The MCDM-enabled RB-SRA receives the status of the tripped breakers, and
it first identifies the faulty zone; hence, it excludes the nodes A1, A2, and A3 from
the restoration process.

The de-energized loads are downstream of the switches 2 and 3; they are marked
with green circles in Figure 14.8, whereas their priority indexes and nominal active
power are reported in Table 14.3. Both the loads B2 and C2 have the highest pri-
ority index; since the nominal active power of B2 is higher, it is selected as target
for the restoration process.
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Table 14.3. De-energized Loads and their critical index.

Loads B1 B2 C1 C2 C3 F1 F2 F3

Priority Index 3 1 4 1 2 4 3 4

Active Power [MW] 0.37 0.70 0.27 0.46 0.17 0.27 0.22 0.35

Table 14.4. Computational performance of MCDM-enabled RB-SRA.

Test Case Test Case 1

Loads B2 C2

Min (Seconds) 2.15 2.97

Average (Seconds) 2.29 3.16

Max (Seconds) 2.97 3.84

In the next step, the algorithm evaluates the possible reconfiguration paths asso-
ciated to each substation. The substation SE 1 is not suitable, since the switches in
the fault zone cannot be operated. Moreover, SE 4 is excluded too, because the radial
topology cannot be maintained (SE 4 and SE 2 would be electrically connected).
The power loss related to SE 2 is 4.5% larger (corresponding to 30.7 kW) than
SE 3, making SE 3 solution the closest to the ideal one (C+SE2 = 0 and C+SE3 = 1).
Hence, the closing command to switch 10 is sent. Once the database updates the
switch status and the closing command is sent to field device, the SR algorithm
restarts; the loads B1 and B2 are now energized by SE 3; hence, the algorithm eval-
uates the restoration of the loads in the branch downstream of switch 3, selecting
the node C2 as first target. Only SE 2 or SE 4 could restore the selected load (and,
consequently, all the nodes in the same branch) by maintaining the radial struc-
ture. The restoration is achieved by closing the switch 6, for which P SE2 is smaller
of 36% than P SE4 making the closenesses to ideal solution C+SE2 = 0.82 and
C+SE4 = 0.18. All the de-energized loads outside the fault zone are reconnected;
then, the algorithm is concluded. The algorithm always checks for the real-time
switch position data before it closes the tie switch to reenergize the loads, by doing
so it detects if a subsequent fault had occurred that triggered other switches/circuit
breaker position. If it detects a change, then it stops the current operation and re-
runs the complete MCDM-enabled RB-SRA for the new topology of the grid and
lost load configuration. This functionality helps in handling multiple sequential
failures introduced by the HILP events.

The performance of the MCDM-enabled RB-SRA is tabulated in Table 14.4.
The restoration of grid for the same fault locations have been performed 100 times
for a stochastic evaluation.
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Conclusion

Self-healing or automated service restoration of the power grids is one of the impor-
tant functionalities of resilient smart grids. With increasing frequency of occur-
rence of natural disasters and targeted cyber-physical attacks on the power grids,
the automated service restoration becomes a vital functionality of the electrical
energy infrastructure. Furthermore, with higher dependence on the Information
and Communication Technology (ICT) infrastructure for the operation of the
power grid, the automatic service restoration becomes a complex problem as the
ICT infrastructure might also fail due to power network failures thus jeopardizing
the automatic service restoration procedure. Therefore, in addition to the afore-
mentioned algorithm for emergency service restoration, mechanisms should also
be included to optimally restore the grid considering the availability of ICT infras-
tructure. The proposed methodology enables to restore the grid considering the
criticality of the load and the preferences of the network operator for single and
multiple faults. However, it should also be extended to also optimize the life of
each switch or circuit breaker thus making sure that switches and breakers are not
stressed by extremely high number of switching made during the restoration process
over a period of time.

14.5 Conclusion of the Chapter

In the first part of this chapter, we have shown that applying by-design measures, the
resilience of CEI can be increased. Utilizing additional redundancies and enabling
the physical and communication and control networks to autonomously adapt in
case of incidents enables the infrastructure to self-heal and to either minimize the
impact or recover from it. While applying by-design measures individually can
already improve the service level, combining different by-design measures (includ-
ing different domains as power, communication and control) provides synergies
since this approach recognizes the interdependencies between different domains of
CEI.

Double Virtualization has been introduced as by-design measure to avoid single
points of failure in the functional layer of grid monitoring and control, represented
by centralized monitoring and control functionalities that are dependent on a spe-
cific device. Virtualizing these functionalities enables utilization of redundancies
provided by the availability of various devices in the infrastructure that are able to
host respective functionalities. DV has been applied to Fault Detection Algorithm
as example use case to showcase the principle. Restrictions and recommendation
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for applying DV as well as the potential for future improvements of the principle
have been given in the conclusions.

Service Restoration has been introduced as by-design measure to reconfigure
the electrical grid after occurrence of one or multiple faults. It has been described
how a multi-criteria approach can be implemented with the help of MCDM and
TOPSIS, enabling distribution system operators to configure the reconfiguration
strategy based on predefined priorities assigned to a set of criteria as restoration of
power supply to critical loads as well as complying to voltage limitations of the grid.
The principle has been demonstrated based on test cases covering faults in test grid
that represents a part of a distribution system. Based on relevant criteria, the prior-
ities for restoring the grid after faults can be refined and a suitable reconfiguration
strategy can be derived.

Although the comparison of cascading effects in a test system indicates that
resilience can be increased by applying by-design measures as DV and SR, require-
ments of a specific CEI must be considered before implementing the proposed
or other by-design measures. Applicability of DV, for example, might depend on
requirements of the functionality, which is to be virtualized. Applicability of SR
might depend on the capability of the electrical equipment to perform flexible
reconfiguration as well as regulatory constraints for system operation.
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