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ABSTRACT  
 
The open data movement has been gaining momentum in the recent years, with increasingly many 
public institutions making their data freely accessible. Despite much data being already open (and more 
to come), finding information about the actual usage of these open datasets is still a challenge. This 
chapter introduces two tools of the Open City Toolkit (OCT) which tackle this issue: a tool to increase 
transparency, and interactive guidelines. Interviews with city council employees confirmed the utility of 
the transparency tool. Both tools can be used by city councils (for planning purposes), and users 
interested to know more about the value of current open datasets (for information purposes).   
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INTRODUCTION 

The open data movement has been gaining momentum in the recent years, with increasingly many 
public institutions making their data freely accessible. Open data is improving government around the 
world, empowering citizens, creating new economic opportunities, and solving big public problems (see 
Young & Verhulst, 2016).  As of May 2018, the Open Data Inception (opendatainception.io) 1 lists no 
less than 2,600 open data portals all around the world; the US Open Data Portal2 lists about 190,000 
datasets available; the European Union Open Data Portal3 offers about 12,000 datasets; the data portal 
of the Australian Government4 contains about 57,000 datasets; and the UK’s open data portal provides 
about 45,000 datasets to browse through. These figures are indicative of the amplitude of the open data 
movement. The term ‘open’ may have different interpretations (for a recent review, see Pomerantz & 
Peek 2016), but is used in this chapter to denote data “that anyone can freely access, use, modify, and 
share for any purpose”5.  

Open data has also attracted a significant amount of scholarly attention in recent years. A detailed 
presentation of open data ecosystems in Europe was done by Schade, Granell and Perego (2015). 
Attard, Orlandi, Scerri and Auer (2015) provided a systematic survey of open (government) data 
initiatives with a detailed description of processes within the open government data lifecycle. Taking 
Chile as a case study, Gonzalez-Zapata and Heeks (2015) identified two main types of stakeholders of 
open government data: primary stakeholders (i.e., politicians, public officials, public sector practitioners, 
international organizations) and secondary stakeholders (i.e., civil society activists, funding donors, ICT 
providers, academics). Susha et al. (2015) organized workshops with experts from the field of open 
government and open data to identify factors influencing the success or failure of open data initiatives. 
They provided a list of 47 success factors for open data publication and 18 success factors for open 
data use. Hartog et al. (2014) interviewed different types of stakeholders (e.g., civil servants, data 
source holders, and policy makers) to uncover the ‘readiness’ for open data of two governmental bodies: 
the municipality of The Hague, and the province of South-Holland. Citizens’ motivations to participate 
was the subject of (Wijnhoven, Ehrenhard, & Kuhn, 2015), where the authors found that strong belief 
that their suggestions will be applied correctly, perception of fun, and ideology (i.e., the person’s attitude 
towards civic duties) are key factors of citizen engagement in open government projects. Additional 
work in the context of open government data has looked into open government portals’ support for 
transparency and political accountability (Lourenço, 2015), openness and maturity indices for e-
government (Veljković, Bogdanović-Dinić, & Stoimenov, 2014), a measurement framework to 
quantitatively assess the quality open government data (Vetrò et al., 2016), and visualization tools for 
open government data (Graves & Hendler, 2013), to name but a few.  

Despite much attention of the scholarly community, many datasets being already open and more to 
come, finding information about the actual usage of these open datasets is still a challenge. Platforms 
such as CKAN offer a plugin (i.e., the stats extension6) to retrieve summary statistics about the most 
viewed datasets. This is valuable information, but there is still a need for techniques, which enable re-
use tracking beyond dataset views. Rate of re-use was mentioned in (Attard, Orlandi, & Auer, 2016) as 
one of the aspects of open data value creation not sufficiently addressed at the moment. Benitez-Paez 
et al., (2018) found the lack of re-use examples to be one of the issues encountered by users while 
navigating open data portals. Having more information about the re-use of open datasets is critical to 
unveil their true value as: “[o]pen data on its own has little intrinsic value; the value is created by its use” 
(Janssen, Charalabidis, & Zuiderwijk, 2012). Open data re-use information is also necessary for 
effective planning in the city context. For instance, it provides public institutions with a better idea of the 
types of datasets that are highly demanded (and by whom), and helps them prioritize the types of 
datasets to curate or regularly update. 

This chapter introduces two software tools intended to advance the state of the art on open 
(government) data re-use: a tool to increase transparency, and interactive guidelines. The tools tackle 
the re-use problem at two levels: automatic re-use tracking (the former) and re-use documentation (the 

 
1 https://opendatainception.io/ (last accessed: May 19, 2018). 
2 https://www.data.gov/ (last accessed: May 15, 2018). 
3 http://data.europa.eu/euodp/en/home (last accessed: May 15, 2018). 
4 http://data.gov.au/ (last accessed: May 15, 2018). 
5 http://opendefinition.org/ (last accessed: May 15, 2018). 
6 http://docs.ckan.org/en/ckan-2.7.3/maintaining/tracking.html (last accessed: May 15, 2018). 

https://www.data.gov/
http://data.europa.eu/euodp/en/home
http://data.gov.au/
http://opendefinition.org/
http://docs.ckan.org/en/ckan-2.7.3/maintaining/tracking.html
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latter). Both tools are part of the Open City Toolkit (OCT), a collection of datasets, tools, services, 
specifications and guidelines to deliver services based on open data that are useful for citizens,  
businesses and governing bodies (Degbelo, Granell, et al., 2016). The OCT combines technology-
driven and citizen-centric strategies. It purports, as indicated in (Degbelo, Bhattacharya, Granell, & 
Trilles, 2016), to address the lack of integrated and open collections of software components to realize 
smart cities.       

 

OCT TRANSPARENCY TOOL  

The OCT transparency tool is useful to answer the questions: what are datasets available in my city? 
How often are these datasets used? And which apps use these datasets? An essential technical means 
of realizing this is the use of semantic Application Programming Interfaces (APIs). The design of 
semantic APIs and their different layers were discussed in detail in (Degbelo, Trilles, et al., 2016). The 
main features of the OCT transparency module are: 

• App registration: each developer (individual or organization) can register its app by getting an 

API key. This API key is used later to identify apps which access some datasets; 

• Dataset registration: through this functionality, developers can register their own dataset to the 

OCT transparency module, so as to make it visible to other users (e.g., citizens, city councils, 

companies, developers); 

• Logging: this functionality involves recording all activities related to an app (i.e., topics of 

datasets accessed, frequency of access, spatial locations from which the datasets are 

accessed). 

As a proof of concept for the idea, eight web applications were created based on existing open 
government data (e.g., population, migration and referendum data). The applications and the process 
of their creation were presented in (Degbelo & Kauppinen, 2018). The datasets used are available on 
Zenodo (https://doi.org/10.5281/zenodo.293201). Figure 1 presents a dashboard visualization 
illustrating information about dataset usage provided by the OCT transparency tool. The tool also 
informs about the places from which an app has accessed datasets, and places from which datasets 
were called (see Figure 2). It is a dashboard in the sense of (Matheus, Janssen, & Maheshwari, 2018) 
who define dashboards as “the visualization of a consolidated set data for a certain purpose, which 
enables to see what is happening and to initiate actions”. The next subsections report on some tests 
about the usability, usefulness and scalability of the tool. 
 
  
 

USABILITY 

Two rounds of usability tests were conducted in February 2017 and October 2017. Each of the round 
involved seven people, leading to a total of 14 usability test participants. The usability tests were 
summative (see Lewis 2014 for a definition of summative usability), focusing on efficiency and 
effectiveness. In the first round, students were asked to register an app and a dataset, and provide 
informal feedback about their experience doing so. Their feedback was integrated in the development 
of the second version of the transparency tool, which was used during the second round of tests. In this 
second round, participants were asked to register their app, register a dataset, and build their first OCT 
app. The three tasks were completed successfully by all seven participants in less than 30 minutes (see 
Figure 3). The SUS (System Usability Scale) score for the participants was 67.14, which means 
(following the scale introduced in Bangor, Kortum, & Miller, 2009, 2008), that the participants rated the 
usability of the OCT transparency module as “ok”. Using SUS as usability questionnaire is suitable in 
this case, because previous work (Brooke, 2013; Sauro, 2013; Tullis & Stetson, 2004) pointed out that 
it produces acceptable results even with a small number of participants.   
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Figure 1: Dashboard visualization about datasets usage provided by the OCT transparency tool. 

 

 
Figure 2: Example visualization of spatial locations from which one specific app (i.e., Referendum Map Münster) 

is accessed. 
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Figure 3: Registering an app, a dataset, and building one’s first OCT app can be done within 30 minutes.  

 

UTILITY 

Eight semi-structured interviews of employees from two different city councils (Lisbon and Münster) 
were conducted in October 20177. The purpose of the interviews was to 1) gather insights from people 
working on (or having worked with open data) about the importance of open data re-use for city councils; 
and 2) collect some feedback from domain experts on the OCT transparency tool. Participants were 
recruited through snowball sampling (for a description of the sampling method, see Lazar et al. 2010). 
The OCT transparency tool was used as probe during the interviews.   
 
The interview protocol was adapted from (Roth, 2009), and included an introductory question, five key 
questions, and an ending question. The first three key questions were: 1) How important is information 
about open data re-use for your institution? 2) What are you currently doing to collect information about 
open data re-use? 3) What issues do you face while collecting information about open data re-use? 4) 
In your opinion, what could be the benefits of the module for open data re-use? And 5) In your opinion, 
what could be the limitations of the module for open data re-use? Questions 4) and 5) were asked after 
showing an introductory video of 90 seconds about the tool.  
 
The interviews lasted in average about 30 minutes. Table 1 reports on the results of questions 4) and 
5), which are directly related to the transparency tool. The table illustrates that the participants, overall, 
saw more pros than cons. The pros often mentioned included: feedback to the city council about 
popularity of datasets, and an easier discoverability of datasets. Cons often reported included 
meta(data) maintenance (existing apps and datasets must be registered again on the tool to be made 
visible), as well as the current lack of quality checks by the tool. There is no guarantee that data 
saturation8 has been reached with the sample of eight participants, that is, that the eight interviewees 
have listed all possible pros and cons pertaining to the tool. This notwithstanding, their feedback is 
useful: the pros mentioned validate the utility of the tool, while the cons point at areas where work is 
still needed in order to facilitate its adoption in the city context.  
 

Participant ID Current Role Advantages Mentioned Limitations Mentioned 
#1 Head of department a) Data publishers can get some feedback about most 

popular datasets and categories 
 

b) Knowledge about most popular categories can inform 
about the types of datasets to make open 

Data and metadata 
maintenance 
 

#2 Project manager a) Knowledge about datasets, which the city council does 
not need to publish 
 
b) Knowledge about most popular categories can inform 
about the types of datasets to make open 
 

Maintenance 

 
7 The ideal number of participants for interviews is purpose-dependent (see e.g., Guest, Bunce, & 

Johnson, 2006), but a common range is between 8-15 participants (Lopez & Whitehead, 2013). When 
doing qualitative research, “the ‘richness’ of data collected is far more important than the number of 
participants” (Lopez & Whitehead, 2013). 
8 See (Fusch & Ness, 2015) for a brief introduction to data saturation. 

Commented [DB1]: All figures and figure captions to 
be align “left” and text in blueish with italics. Done. 
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c)  Asking new questions (e.g., why someone access 
datasets from a place?) 

#3 Team leader a) Facilitate discoverability of datasets 
b) Show politicians that open data is the way to go 

None 

#4 Manager open data 
portal 

See datasets and apps which are used a) Module currently lacks 
information quality checks 
b)  Module currently lacks 
verification of data 

#5 Technical lead Helps understand data use a) No verification  
b) Coherency of the data 

#6 Head of division Easier discoverability of datasets Module currently lacks 
notifications to users about 

crashes, and data additions 

#7 Head of library Easy to gather statistics about the data that is being used No answer 

#8 Geologist Information about data usage No idea 

Table 1: Interviewees’ feedback about the OCT transparency tool. 

 

SCALABILITY 

Several tests were conducted to assess the performance of the platform under a growing number of 
requests. The tests measured the response time of simultaneous database accesses on the system. 
Each test involved a group of queries to the endpoint of the API. Each group of query was executed 
five times, and the response time was averaged over the five executions. The tests simulated 1, 5, 10, 
25, 50, 100, 250, 500 and 1000 concurrent uses respectively. The data packets retrieved was kept 
constant (7KB) during the whole test sessions. As Figure 4 suggests the scalability of the platform is 
better-than-linear. The code source of the application is available on GitHub (https://github.com/geo-
c/OCT-Core).   
 

 

Figure 4: The OCT Transparency Tool in reaction to growing instances of concurrent requests  

 

OCT INTERACTIVE GUIDELINES 

While the OCT transparency tool enables the monitoring of cities’ open datasets usage, the OCT 

interactive guidelines tool deals with the following question: what can I do with all these datasets? The 
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main audiences of both tools are different: decision makers, data publishers and managers are typically 

the focus of the OCT transparency tool. Of course, citizens can also seek for the impact of open 

datasets. Yet, they often measure the usefulness and impact of open datasets through a different lens, 

namely ‘how can open data sets enhance their daily activities’? Both tools are complementary, 

addressing open data usage and open-data-based innovations (though the interpretation of these two 

terms may vary depending on the target stakeholders).  

 

THE NEED FOR GUIDELINES 

We can explain the role and purpose of the OCT interactive guidelines by borrowing an analogy from 

MIT researcher Cesar Hidalgo, who compared open data sites and supermarkets9: “Imagine shopping 

in a supermarket where every item is stored in boxes that look exactly the same. Some are filled with 

cereal, others with apples, and others with shampoo. Shopping would be an absolute nightmare!” 

Hidalgo argued that most, if not all, open data sites are organised like arrays of “brown boxes” in 

supermarkets, i.e., arrays of links to public datasets that quite often are published as they were 

collected. This way, most of these sites look like they are only addressing a small portion of the whole 

population: those with technical skills (programmers, researchers, etc.) or professionals (e.g., data-

driven journalists, civic agents, etc.), i.e., those few specialists who are able to handle and transform 

datasets to tell stories to the rest of people. The OCT has a CKAN-based module (not introduced in this 

chapter, see Degbelo, Bhattacharya, et al., 2016) which is not that far off this strategy; research 

resources are registered and made publicly available as endpoints that can be queried via well-

documented data access and retrieval APIs. The expected stakeholders of the CKAN-based OCT 

module are other scientists, researchers and civic hackers/programmers who feel comfortable 

(programmatically) handling open data and coding.  

If we do not consider the tech elite, which is the remaining 95% of the population (Kankaraš, et al., 

2016), open data sites become difficult to understand (see e.g., Benitez-Paez et al., 2018; Beno, Figl, 

Umbrich, & Polleres, 2017). Returning to Hidalgo’s analogy of the supermarket, imagine you (citizen) 

are asking for “cannelloni” in the food section and the clerk delivers you a bag with all the raw ingredients 

to cook them yourself. Like most of the open data sites, open data is delivered in the way in which it 

was collected. Next, you look again at the clerk and order cannelloni “ready to be eaten”, because you 

do not have time or do not know to cook them. Like most open data sites, open data is not delivered in 

the way it can best be used and/or understood. Rather, open datasets are often delivered with no clue 

on how to process them, manage them, or, even worse, whether they can be useful for citizens at all. 

In sum, citizens demand “ready-to-consume, easy-to-understand products” rather than raw ingredients 

like open datasets. Sometimes these products take the form of apps, or can be expressed as interactive 

guidelines. The OCT interactive guidelines tool seeks to make city problems and subsequent actions 

understandable to citizens.  

Most open data sites do not deliver elaborated stories that emerge from the combination of their 

contained open datasets. However, most people are looking for stories (“cannelloni”) that can be easily 

comprehended (“eaten”). In case people want to know the details (e.g., raw ingredients to cook 

cannelloni themselves), they can directly download or access data sets through the corresponding data 

access API. What we pursue here is the design and creation of “stories” that bring together, behind the 

scenes various datasets and other types of resources and transform them into interactive city 

 
9 What's Wrong with Open-Data Sites--and How We Can Fix Them, by Cesar Hidalgo. 
https://blogs.scientificamerican.com/guest-blog/what-s-wrong-with-open-data-sites-and-how-we-can-
fix-them/  (last accessed: Oct 4, 2017). 

https://blogs.scientificamerican.com/guest-blog/what-s-wrong-with-open-data-sites-and-how-we-can-fix-them/
https://blogs.scientificamerican.com/guest-blog/what-s-wrong-with-open-data-sites-and-how-we-can-fix-them/
https://blogs.scientificamerican.com/guest-blog/what-s-wrong-with-open-data-sites-and-how-we-can-fix-them/
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guidelines, which help a large portion of the society to understand their benefits and impacts regardless 

the complexity of the details.  

The OCT interactive guidelines tool is intended to help city stakeholders walk through a story. On one 

hand, the term “guidelines” is seen as narratives that refer to problem-solution patterns by presenting 

challenges, benefits and impacts in an understandable manner, i.e., everyone may share and refer to 

when talking to others. Problems may be of diverse nature, such as social, mobility, environment, and 

cultural; solutions may involve a combination of datasets, code, apps, services and any other relevant 

resource that helps to sort out the current problem. On the other hand, the qualifier “interactive” 

underlines the ability of users to dynamically explore (to certain degree) the guideline through a set of 

blocks for different purposes such as graphs, plots creation, maps visualisation, custom JavaScript 

code, p5 code (a sort of JavaScript wrapper for processing), and the inclusion of text and markdown 

formats. We intentionally avoid static guidelines, as in the form of tutorials or paper-based posters, to 

let stakeholders engage dynamically with the content of the visual narratives.  

 

CONCEPTUAL ARCHITECTURE 

Figure 5 shows the conceptual architecture to materialise the OCT interactive guidelines tool. Designers 

of stories are one type of users. These could be for instance researchers, data journalists, or data 

publishers: they use “storytelling” formats for creating visual and interactive narratives of how smart city 

solutions are being installed and deployed in cities. That is, they design and tell stories based on 

external or own datasets and other research resources. The tool provides an edit mode to create and 

easily update each story and publish it into the catalogue of guidelines (Figure 6). Citizens are the 

second type users. They can pick a guideline from the catalogue and explore it through interactive 

elements at their disposal. For example, via interactive plots, charts and maps, and through on the fly 

annotations as a way to provide feedback about the story being visualised (this feature will be released 

shortly). The source code of the OCT interactive guidelines tool is also available on GitHub 

(https://github.com/geo-c/OCT-Guidelines). 

Technically, each guideline is stored as a markdown file (like a regular text file). Markdown tags specify 

the sections of a guideline, and keep information about the author, last update, title and a list of data 

sources used. To ease the process of creating guidelines, the tool provides a range of templates with 

predefined sections and style. Each guideline is exportable as a regular markdown file for offline edition, 

which may be uploaded again later on. Besides, a guideline contains a collection of interactive elements 

(codified as JavaScript snippets). Currently, the supported elements are graphs and plots, custom 

JavaScript code, maps and text; adding annotations is part of an ongoing work.  
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Figure 5: Architecture of the OCT interactive guidelines tool 

 

Figure 6: Catalogue of interactive guidelines showing examples of OCT interactive guidelines 

These interactive elements are able to handle data sources, both deployed in a CKAN-based instance 

platform and published elsewhere. For example, a graph can take as input a data source available in 

the OCT catalogue, permitting users to interact with the graph, and thereby with the associated data 

source. Furthermore, any resource registered in the OCT catalogue (http://giv-oct.uni-

muenster.de:5000/) is potentially an input source for interactive guidelines by only specifying its access 

point (e.g., URL). Moreover, interactive guidelines can be registered in the OCT catalogue as any other 

public and open resource. This way, the OCT interactive guidelines tool augments the capabilities of 

the OCT catalogue, to deliver not only datasets, but stories to a wide range of stakeholders. On the 

down side, designing compelling, understandable, and thought-provoking guidelines requires authors 

with proven communication and design skills so that the intended messages are effectively transmitted 

to the public.  

Examples of these interactive guidelines are available at http://elcano.init.uji.es/guidelines. At the 

moment of this writing, there are ten guidelines; some of them are like “tutorials” to guide user creators 

http://elcano.init.uji.es/guidelines
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to use and combine the different available blocks. Others intent to help stakeholders to solve particular 

problems or show a list of suggestions to follow. For instance, the guideline “Location Privacy: what is 

it and why does it matter?” attempts to communicate to citizens the importance and implications of 

sharing the location using smartphones. The “Checklist and tools when publishing open data” guideline 

tries to explain what an open data needs to earn some stars of Tim Berners Lee’s five star model 

(Berners-Lee, 2006). To achieve that, some blocks such as text and p5.js blocks are used. The latter 

blocks are particularly useful to provide interactivity to the guidelines (e.g., they help to generate 

buttons, where users can click and see what each star category means). 

In sum, the interactive guidelines do not specifically target technologically savvy people such as open 

data advocates and programmers. These guidelines aim to inform people about problems that matter 

in their cities, making them understandable, and presenting potential solutions. Interactive guidelines, 

when designed as effective narratives, can raise awareness about certain problems that matter to 

citizens, even to the point to persuade and reframe thinking. In this sense, interactive guidelines could 

have an educational footprint in the long run. 

 

CONCLUSION 

There is an increasing amount of open datasets available through open government portals, but still 
much work to be done to inform about the actual usage of these open datasets. This chapter has 
introduced two software components to enable progress on this issue: the Open City Toolkit 
transparency module, as well as interactive guidelines. The former aims at informing about the rate of 
open data re-use and the latter purports to communicate innovations ensuant on open data. The chapter 
has presented the key ideas behind the two components, and (evolving) prototypical implementations 
illustrating them. The work introduced is relevant to open data publishers and citizens at large.  
 
Immediate directions for future work, based on the feedback from the participants, include further 
improving the usability of the tool, and devising means to automatically check the quality of the datasets. 
Developing metrics for (subjective) aspects of data quality such as ‘fitness for purpose’, ‘trustworthiness’ 
or ‘understandability’ is a challenge, but other aspects of quality such as ‘dataset availability’ or ‘dataset 
currency’ are easier to assess, and can be implemented. Automatically recommending (possibly) 
relevant datasets to new apps registering on the OCT transparency tool seems also a promising 
direction for future work.  
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