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Abstract

Due to the increase in life expectancy, promotion of active aging has become a raising
concern for human society. Machine Learning applications allow for dynamic and per-
sonalized solutions to support the chronic and complex healthcare challenges for elderly
people. In particular, recommendation systems in the healthcare domain have shown
positive results in the promotion of well being with non-intrusive methods. Considering
how aging populations are some of the biggest consumers of television, there is an oppor-
tunity for recommendation systems specialized on that type of media to be used in the
promotion of active aging. But existing systems in this context lack the ability to detect
elderly users, which limits their usage to predetermined groups.

This dissertation investigates the creation of an explainable recommendation system
for television contents that can be used in the promotion of active aging. It also presents
a method to detect older users from a dataset pertaining to television usage. The recom-
mendation system was developed using both content-based and collaborative techniques,
implemented with K-Nearest Neighbors (KNN) and Singular Value Decomposition (SVD)
algorithms as well as cosine similarity. Explanations were proposed utilizing post-hoc
and model-agnostic methods based on item and user similarity and evaluated with Mean
Explainability Precision (MEP). The identification of elderly users was conducted with
a clustering approach featuring Principal Component Analysis (PCA) and t-Distributed
Stochastic Neighbor Embedding (t-SNE). Each of the explanation style that were used
reflected a MEP value above 0.5 for both algorithms. The clustering from t-SNE allowed
the identification of which division of the dataset was most likely to feature elderly users
when compared to available statistics. These results reflect potential in application of the
proposed system to an active aging context.

Keywords: Machine Learning, Recommendation Systems, Active Aging, Explainable
Artificial Intelligence, Post-hoc Explanations
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Resumo

Devido ao aumento da esperança média de vida, a promoção de envelhecimento ativo
tem-se tornado uma preocupação crescente na sociedade humana. Algoritmos de aprendi-
zagem automática permitem o desenvolvimento de soluções dinâmicas e personalizadas
para o apoio dos desafios de saúde apresentados por pessoas idosas. Em destaque, siste-
mas de recomendação aplicados ao domínio da Saúde têm mostrado resultados positivos
na promoção de bem-estar utilizando métodos não-intrusivos. Considerando como as
populações envelhecidas são dos maiores consumidores de televisão, existe uma oportuni-
dade para sistemas de recomendação especializados nesse tipo de media serem utilizados
na promoção de envelhecimento ativo. No entanto, os sistemas existentes aplicáveis a este
contexto não possuem a capacidade de detetar utilizadores idosos, o que limita a sua
utilização a grupos predeterminados.

Esta dissertação investiga a criação de um sistema de recomendação de conteúdos tele-
visivos explicável que possa ser usado na promoção do envelhecimento ativo. Apresenta
também um método para detetar utilizadores idosos de entre um conjunto de dados sobre
visualizações de programas televisivos. O sistema de recomendação foi desenvolvido
utilizando técnicas de filtragem colaborativa e baseadas no contéudo, implementadas com
algoritmos de KNN e SVD, juntamente com semelhança de cosseno. Explicações foram
propostas usando métodos post-hoc e de natureza agnóstica em relação aos algoritmos
escolhidos, baseadas em semelhanças entre utilizadores e itens e avaliadas com MEP. A
identificação de utilizadores idosos foi realizada com métodos de agrupamento de dados
utilizando PCA e t-SNE. Cada estilo de explicação foi usado obteve um MEP superior a
0.5 para ambos os algoritmos. O agrupamento que recorreu a t-SNE permitiu distinguir
em qual o grupo de utilizadores é mais provável existirem idosos através de comparações
às estatísticas disponíveis. Estes resultados refletem o potencial na aplicação do sistema
proposto ao contexto do envelhecimento ativo.

Palavras-chave: Aprendizagem Automática, Sistemas de Recomendação, Envelhecimento
Ativo, Inteligência Artificial Explicável, Explicações Post-hoc
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Introduction

1.1 Context and Motivation

According to the World Health Organization (WHO), life expectancy has increased sub-
stantially over the past two centuries, specially in developed countries [2]. More people
today can expect to live into their 60s and beyond than ever before in human history. In
Europe, it is estimated that up to 34% of all Europeans will be 60 or older by the year 2050
[3].

Unhealthy aging is associated with a high risks of metabolic and cardiovascular
diseases [4], chronic pain [5] and severe cognitive decline [6]. This as motivated a number
of initiatives to foster healthy habits among the population which are often supported
by biomedical applications [7]. To clarify the objectives of such interventions, WHO as
defined Active aging as "the process of optimizing opportunities for health, participation
and security in order to enhance quality of life as people age”[8]. The word "active" doesn’t
merely refer to physical activity, but also the ability to maintain participation in civic,
social and economic activities [8].

The complex and chronic nature of health challenges for the elderly has influenced the
development of healthcare applications employing Machine Learning (ML) algorithms [7,
9]. These allow for personalized and adaptable solutions as well as dynamic condition-
based assessments. ML as been successfully used to monitor and improve the diets
and lifestyle of elderly people [10], in the detection of chronic ailments [11] and in the
prediction of anxiety and depression [12].

Content-based recommendation systems are ML applications which typically allow the
user to find multimedia more suitable for their interests or searching goals by presenting
personalized suggestions. Although these are typically meant to combat information
overload, they also have their use in health monitoring, particularly because they allow
the dynamic evaluation of the user in a non-intrusive manner and can be used to enhance
their well being [13]. Recommendation systems usually produce explanations for their
suggestions which are particularly relevant in the healthcare domain, where they can
increase the user’s motivation to follow lifestyle recommendations and increase clinicians
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CHAPTER 1. INTRODUCTION

trust in the system [14].
There is precedent in the use of information and communication technologies in the

promotion of active and healthy aging [15] and older populations are some of the biggest
consumers of television [16]. However, existing systems do not allow for the detection
of elderly individuals from among the users, limiting their scope to pre-selected groups.
This dissertation, which was developed in collaboration with NOS Inovação® aims to
study the creation of a recommendation system capable of identifying elderly users and
promoting active aging, based on data from television viewership.

1.2 Objectives

The main objective of this dissertation is the study of multimedia content recommendations
in the context of active aging and the promotion of emotional well-being, using ML
algorithms. It also comprises the suggestion of explanations that may justify the ML-
based recommendations to the user.

To reach these objectives, several steps were completed during the development of this
dissertation:

• Processing of television usage data provided by NOS.

• Development of a traditional recommendation system for media content, using ML
algorithms, which can later be adapted to promote active aging.

• Study of possible explanations for the generated recommendations.

• Identification of elderly users from among the dataset through clustering techniques.

1.3 Thesis Structure

This thesis is organized into six chapters, which are arranged as follows: The covered
chapter introduced the context and motivation for this dissertation, alongside it’s objectives.
The second covers the theoretical concepts necessary to understand recommendations
systems, such as the relevant ML techniques for their implementation and evaluation
approaches, the dimensionality reduction techniques used to in the clustering process and
the metrics used. The third comprises the literature review, covering recommendation
systems in healthcare, explanation techniques for recommendations and approaches for
active aging promotion. The forth chapter presents a detailed explanation of the methods
utilized in order to fulfill the intended objectives. The fifth chapter covers the outcomes,
including results and their discussion. Finally, the sixth chapter addresses the conclusion
alongside some suggestions for future work.
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2

Theoretical Background

This Chapter contemplates a broad overview of the theoretical concepts relevant to this
dissertation. Firstly, it will cover relevant Machine Learning (ML) methods in the context
of this dissertation, including dimensionality reduction techniques and clustering. Then,
it will present the concept of recommendation systems and their explanations. Finally,
it features some metrics which are relevant in the evaluation of ML classifications and
recommendation applications present in this project.

2.1 Machine Learning

Machine Learning (ML) is a sub-field of Artificial Intelligence (AI) comprised of algorithms
which attempt to identify patterns within data samples and associate them into discrete
classes [17]. ML techniques are based on the development of learning algorithms which
in turn build models from an initial dataset that can be used to make predictions on new
data [18].

Because ML algorithms do not require explicit programming, they are more dynamic
when compared to hand-coded solutions, as the logic utilised to make decisions isn’t
specific to a single domain and require less intimate knowledge of the task [19].

Typically, ML approaches are classified into three categories: supervised, unsupervised
and reinforced learning [20]:

• Supervised ML, in which the user provides pairs of input and output, allowing the
algorithm to learn how to make predictions for unknown outputs given new inputs
[19].

• Unsupervised ML, in which only the input data in known and the output must be
defined with the application of the algorithm [19]. It’s goal is the identification of
underlying characteristics in the data structure [21].

• Reinforced learning approaches are somewhere between the other two, requiring
some supervision without specifying an output [20].

3



CHAPTER 2. THEORETICAL BACKGROUND

Supervised ML approaches are commonly used to solve description problems in data
science, in which the goal is to predict or classify an outcome of interest [21]. These
techniques can be further categorized into two families, classification or regression [22]. In
the former, predictions are made about categorical variables (e.g. identifying health issues
in patients), while in the latter predicts numerical variables like the cost of a treatment
[17].

Unsupervised ML techniques can also be divided into two families, clustering and
dimension reduction. Clustering aims at dividing data into distinct classes, usually relying
on distance between them and assuming that data points in the same cluster will have
similar properties [17]. Dimension reduction, also known as ordination, aims to reduce
the dimensionality of the data, either to compress it, or to improve it’s visualization, these
include PCA and t-SNE techniques [19].

ML models are also classified according to their interpretability. [23] defines this
concept as an algorithms ability to be "understood by a human, either by introspection
or through a produced explanation". These include linear and logic regressions, decision
trees, Naive Bayes and KNN [24]. Non-interpretable models, which are often called black-
box models, include neural networks, deep neural Networks, support vector machines,
tree ensemble and non-linear models [25]. These algorithms usually have better accuracy
when compared with interpretable ones [26].

For this dissertation, both an interpretable model and a non-interpretable one were
selected in order to compare their general performance and conduct a more thorough
examination of the systems explanability. The chosen algorithms were the KNN and SVD
respectively, which are commonly used in media recommendations [27, 28].

2.1.1 K-Nearest Neighbors

KNN algorithms are based on the assumption that different items in a database are similar
to each other if they are close in proximity. Using distance metrics, these algorithms
attempt to perform classifications by associating samples into clusters [17, 29].

The quality of estimation is dependant on the neighborhood size 𝑘, as the radius of the
local region around each item is determined by it’s distance to the 𝑘-th nearest neighbor.
If 𝑘 is too small, the local estimation will be affected by data sparseness and ambiguity. If
it’s too large, the classification will suffer from over-smoothing, meaning it will ignore the
more subtle patterns and may be degraded by outliers [30].

Some of the metrics typically used in KNN are displayed on Table 2.1, as they are
described in [31].

KNN is considered a memory-based classification model as it requires all available
instances of a task to be stored before it can make extrapolations about similarities in the
data [32]. These types of model are characterized by their interpretability, simplicity and
easy implementation [33].
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2.1. MACHINE LEARNING

Table 2.1: Commonly used distance metrics, to calculate distance between vectors 𝑥𝑠 and
𝑦𝑡 belonging to matrices 𝑋 and 𝑌 respectively.

Distance Metric

Minkowski 𝑑𝑠𝑡 =
𝑝

√∑𝑛
𝑗=1 |𝑥𝑠 𝑗 − 𝑦𝑡 𝑗 |𝑝

Euclidean 𝑑2
𝑠𝑡
= (𝑥𝑠 − 𝑦𝑡)(𝑥𝑠 − 𝑦𝑡)′)

City Block 𝑑𝑠𝑡 =
∑𝑛
𝑗=1 |𝑥𝑠 𝑗 − 𝑦𝑡 𝑗 |

Cosine 𝑑𝑠𝑡 = 1 − 𝑥𝑠 𝑦
′
𝑡√

(𝑥𝑠𝑥′𝑠 )(𝑦𝑡 𝑦′𝑡 )

2.1.2 Singular Value Decomposition

In contrast with the memory-based ML techniques, model-based techniques aim to use
the training data to construct a model of scoring rules. Model-based solutions demand
a more complex implementation, but are preferable in the case of high data sparsity. A
notable approach in the context of recommendation systems relies on Singular Value
Decomposition SVD, a matrix factorization technique [34].

SVD is based on linear algebra theorems which allow any rectangular matrix to be
broken down into the product of three matrices: an orthogonal matrix𝑈 , a diagonal matrix
𝑆 and a transposed orthogonal matrix 𝑉 [35]. A popular application in this context is the
matrix completion problem in which given a data matrix with 𝑆 rows and 𝑛 columns, it
can extract uncorrelated low-dimension factors. The original matrix can then be recreated
from these factors [36]. Given a 𝑚 × 𝑛 size matrix 𝐴, it’s SVD can be presented as:

𝑆𝑉𝐷(𝐴) = 𝑈𝑆𝑉𝑇 (2.1)

In which U, S and V are of dimensions 𝑚×𝑚, 𝑚× 𝑛 and 𝑛× 𝑛 respectfully. These matrices
represent the breakdown of the original relationships into independent components or
factors. An important property of SVD is the possibility of ignoring some of the entries in
the diagonal matrix S, allowing for a lower rank approximation of the original matrix 𝐴.
That is, with a 𝑘 number of non-zero entries in 𝑆, the dimensions of𝑈 , 𝑆 and 𝑉 become
𝑚 × 𝑘, 𝑘 × 𝑘 and 𝑛 × 𝑘 respectfully. The resulting matrix from the multiplication of these
three is a rank k approximation of 𝐴. This process allows for the smoothing of the entries
in the original matrix, resulting in a reduction of dimensionality [36, 37].

Recommendation systems are a prominent application of SVD, aiming to find a model
of relationships between users and items to recommend by identifying latent factors.
A user’s rating of a particular item is predicted based on these factors. Due to it’s
properties as a diagonal matrix, 𝑆 simply acts as a scalar on 𝑈 and 𝑉𝑇 . We can assume
the approximation as merged scalar factor into 𝑈 and 𝑉 , so 2.1 becomes 𝐴 = 𝑈𝑉𝑇 . If
we consider the predicted rating of item 𝑖 by user 𝑢 to be 𝑥𝑢 𝑖, this will be the result of
corresponding vectors 𝑝𝑢 and 𝑞𝑖 which are a row of 𝑈 and a column of 𝑉𝑇 respectfully
[36]. The elimination of 𝑆 results in the loss of biases, which are systematic tendencies of
certain users to rate items more highly and for certain items to be more highly rated. In
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CHAPTER 2. THEORETICAL BACKGROUND

order to avoid this information loss, [27] proposes that these biases should be added back
into the model as a linear combination, resulting in:

𝑥𝑢 𝑖 = 𝑝𝑢 × 𝑞𝑇𝑖 + 𝑏𝑢𝑢 + 𝑏𝑖𝑖 (2.2)

In which 𝑏𝑢𝑢 represents the singular value of user bias for 𝑢 and 𝑏𝑖𝑖 represents the singular
value of item bias for 𝑖.

2.2 Dimensionality Reduction

In a dataset with high dimensionality, the detection of understandable patterns and their
classification is more challenging, as many of the features included may be redundant
or irrelevant [38]. On the other hand, many scientific applications, like those involving
exploratory data analysis, rely of graphical visualisation to identify qualitative data
structures, such as clusters [39].

Dimensionality reduction techniques aim to reduce the number of input variables by
exploiting redundancy in the data. Their implementation allows the creation of a smaller
set of new variables, each being a combination of the ones featured in the input, while
keeping as much of the original information as possible [40].

2.2.1 Principal Component Analysis

PCA is the most widely used dimensionality reduction technique. It is a orthogonal
statistical method whose main aim is to find the optimal position for the best information
variance and vector dimensional features reduction. This is done by transforming a set of
observations of linearly related variables into a set of non-linearly related values. [41].

More specifically, dimensionality reduction is accomplished by identifying directions,
referred to as the namesake principal components, along which the variation of data is
maximal [42]. Given a data matrix with 𝑝 variables, the first principal component 𝑌1, the
one with the greatest variance, is obtained with:

𝑌1 = 𝑎11𝑋1 + 𝑎12𝑋2 + ...𝑎1𝑝𝑋𝑝 (2.3)

In which 𝑋1,𝑋2,...,𝑋𝑝 are the variables, and 𝑎11 ,𝑎12 ,...,𝑎1𝑝 are weights that can be used to
make the variance as large as possible by selecting large values for each of them, with
the constrain that the sum of their squares is equal to 1. The second principal component
is calculated the same way, with the condition that it is uncorrelated with the first one.
This process can continue until up to 𝑝 principal components are determined, with each
component "explaining" or accounting for some of the total variance [43].

Samples can then be plotted using the principal components as axis in order to visually
evaluate if or how they can be grouped [42].
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2.2.2 t-Distributed Stochastic Neighbor Embedding

t-SNE is another technique which allows visualization of high-dimensionality data by
reducing it such that each sample can be described by a location in 2D or 3D spaces.
This approach minimizes the Kullback-Leibler divergence between two probabilistic dis-
tribuitions: 𝑝𝑖 𝑗 which measures pairwise similarities in the high-dimensionality input
space and 𝑞𝑖 𝑗 that represents pairwise similarities in the corresponding embedded low-
dimensionality space. The cost function 𝐶 is given by [44, 45]:

𝐶 =
∑
𝑖

𝐾𝐿(𝑃𝑖 | |𝑄𝑖) =
∑
𝑖

∑
𝑗

𝑝𝑖 𝑗 𝑙𝑜𝑔
𝑝𝑖 𝑗

𝑞𝑖 𝑗
(2.4)

In which 𝑃𝑖 represents the conditional probability distribution over all other points in the
data given a high dimensionality data point and 𝑄𝑖 represents the conditional probability
distribution over all other points in the data given a low dimensionality data point. This
process allows the preservation of the local structure of the data [44]. In applications for
data visualisation, this technique may feature a perplexity parameter used to balance the
importance local and global structures: Higher perplexity translates to a larger number
of points included in the t-distribution when attempting to find neighbors, resulting in a
less localized preservation of the original structure [45].

2.3 Clustering

Clustering is one of the most commonly utilized approaches to unsupervised learning
and data mining. This technique is based on the division of the data into various
clusters or classes, which may represent relevant similarities or distinctions between their
objects [46]. Clustering algorithms are classified according to the methods used in their
implementation:

• Partition methods, in which the data is split into a predetermined number of clusters,
formed according to distances, like those in 2.1.1, or pattern correlations [47]. The
most famous of these is K-Means, an algorithm that uses iterative computation to
update the center of a cluster until the convergence criteria are met [48].

• Hierarchical methods generate an hierarchical decomposition of the data. Each
object starts by forming an independent class, which is then combined with similar
classes until all are combined into one or a specific condition is fulfilled. This can be
achieved with a binary merge tree [49].

• Density-based methods denote non-parametric approaches where the clusters are
the high density areas in the data, separated by low density regions between them.
These algorithms do not require a predetermined number of clusters as input and
do not make assumptions about the variance within each cluster [50].
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• Grid based methods translate the data into a grid structure composed of a defined
number of cells. This approach allows for parallel processing and the application of
other techniques, such as density-based or hierarchical methods in the grid structure
[48].

The clustering algorithm used in this dissertation is K-means, which as partition
method is characterized by it’s simple implementation and low processing time [47]. It’s
general process starts by selecting K initial points as centroids, forming a cluster around
each centroid by assigning data points to the closest one and recompute the centroid for
each cluster until the result does not change [46].

2.3.1 Silhouette Method

Clusters can be validated with internal measures that quantify certain characteristics of
their structure. These include separation, which determines how distant different clusters
are from each other, and cohesion, which measures the distance of data objects in the
same cluster [51].

Cohesion is assessed by the sum of squares within cluster (𝑆𝑆𝐸) which is calculated
with equation 2.5, while separation is determined by the sum of squares between cluster
(𝑆𝑆𝐵), described in equation 2.6 [52].

𝑆𝑆𝐸 =
∑
𝑖

∑
𝑥𝜖𝐶𝑖

(𝑥 − 𝑚𝑖)2 (2.5)

𝑆𝑆𝐵 =
∑
𝑖

|𝐶𝑖 |(𝑚 − 𝑚𝑖)2 (2.6)

Since this project employs a partition method for clustering, an appropriate number
of clusters must be chosen as input for the algorithm. A popular approach to evaluate
this variable is the silhouette method. This technique uses a coefficient based on both
cohesion and separation, which is computed with [53]:

𝑠 =
𝑆𝑆𝐵 − 𝑆𝑆𝐸

𝑚𝑎𝑥(𝑆𝑆𝐸, 𝑆𝑆𝐵) (2.7)

This measure ranges from -1 to 1. A positive value indicates a good separation between
clusters, while a negative value suggests the presence of many outliers and poor clustering
[53].

2.4 Recommendation Systems

Recommendation systems are AI applications which generate suggestions tailored to user
needs or preferences. This is typically achieved by analyzing users and items as input,
finding hidden relationships between them with the use of ML techniques [54–56].

These are usually classified according to the type of filtering used, that is, the technique
utilized to find relations between users and items that can result in a recommendation:
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• Content-Based filtering focuses on item profiling, it attempts to recommend to the
user items which are similar to those they have selected or rated positively in the
past [54].

• Collaborative filtering relies on a user-item rating matrix, generating recommenda-
tions based on the ratings of similar users. [54, 57].

• Knowledge-based filtering approaches rely on information not usually included in
the previous techniques such as explicit knowledge about an item or user preference.
[55, 58]

• Hybrid filtering is obtained by utilizing multiple of the previous approaches in the
same system [55].

Collaborative filtering is the most widely utilized and successful recommendation tech-
nology, it’s traditional aim being to recommend items to a user based on the behaviour
of similar users. This approach is however requires a substantial profile of each user and
item to make reliable predictions. This limitation is known as the "cold start" problem[55,
59]. It’s also susceptible to issues caused by data sparsity, making the similarities between
users more challenging to correctly identify [60].

Content-Based filtering on the other hand is not as affected by cold start, since it
directly relies on item characteristics and may require only a small number of ratings
to create a user profile. This method is however, susceptible to scalability issues, as it
requires the characterization of each new item added to the database. Another limitation
is the technique’s dependence on previously established item attributes, which may be
potentially incorrect or incomplete [55].

Hybrid filtering attempts to solve the limitations of the previously mentioned tech-
niques by combining them. They may also feature a knowledge filtering component, in
the form of contextual information, which improves the effectiveness of the resulting
recommendations [54].

2.5 Recommendation Explanations

In the context of research and development for recommendation systems, there is an
increasing awareness of the need for explanations that improve the interpretability of such
systems and user’s confidence in their results [61]. In the healthcare domain, the biggest
obstacle for the implementation of AI tools in general is the lack of transparency. Since
clinicians have a responsibility to give the best care possible to their patients, they require
an understanding of how the model operates [14].

For recommendation systems featuring interpretable algorithms, like KNN, typically
employ the explainable modelling approach, making use of their inherent explainability
to develop task models which are easily understandable by the user. These are however
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susceptible to large numbers of objects in the data and the comprehensibility of input
features, which negatively affect explainability [14].

Recommenders based on black-box algorithms often attempt to generate explanations
with the help of interpretable surrogate systems with an approximated behaviour to that
of the non-interpretable algorithm. This is called a post-hoc approach, which does not
describe the actual operations of the recommendation system, but instead seek to justify
them with approximations. In the case of matrix factorization algorithms, like SVD, this
can be achieved with model-specific techniques that attempt to find the latent factors used
by the model [62].

Post-hoc explanation techniques that can be applied to any algorithm are classified
as model-agnostic [14]. These include methods like Local Interpretable Model-Agnostic
Explanations (LIME) and Shapley Additive Explanations (SHAP). LIME seeks to explain
the predictions for each particular input by sampling it’s neighboring inputs and learning
a sparse linear model based on the predictions for those neighbors [63]. SHAP determines
the influence of each feature by repeatedly computing a prediction result given different
subsets of features, presenting explanations like the one in Figure 2.1 [64, 65].

Figure 2.1: SHAP explanation, adapted from [65].

Model-agnostic approaches also include simple explanation methods based on user
and item similarities. These include the usage of neighbor ratings for the recommended
item or explanations based on common features between items appreciated by the user
and the suggested ones. Although such methods present weaker approximation to the
algorithm, they’re easier to implement and more versatile [66].

The importance of explanations for recommendation systems is usually divided into
seven characteristics, which are meant to reflect their impact on the users [67]:

• Transparency refers to the capability of describing how the recommendation was
generated.

• Scrutability reflects whether users can tell when the system is wrong.

• Trust describes the user’s confidence in the system.

• Effectiveness is determined by the ability to help users make good decisions.
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• Persuasiveness denotes how the explanation incentivises the user to buy products
in a context of commercial recommendations.

• Efficiency describes whether the explanation decreases the time required by users
to make decisions.

• Satisfaction reflects whether the explanation increases user’s satisfaction with the
overall system.

2.6 Machine Learning Metrics

This section introduces relevant metrics used in development this dissertation to evaluate
the performance and accuracy of the employed ML algorithms and to compute similarities
between objects in the data for the recommendation systems.

2.6.1 Precision and Recall

Precision and recall are the most used metrics in the assessment of performance for
information retrieval or pattern recognition applications. Precision is defined as the
number of correct results relative to the number of all results while recall is determined
by the number of correct results relative to the number of expected results [68, 69]. They
are calculated using concepts from set theory, which can be visualized in Figure 2.2.

.
Figure 2.2: Visual representation of set theory. Adapted from [68].

Ground truth (G) denotes the truth classifications while the predicted result (P) com-
prise the prediction made by ML algorithms. The interception presents the correct
predictions, although usually only the true positives (TP) are relevant and true negatives
are discarded [68].

Considering the concepts from Figure 2.2, precision and recall can be calculated with
equations 2.8 and 2.9 respectively.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
|𝐺 ∩ 𝑃 |
|𝑃 | (2.8)
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𝑅𝑒𝑐𝑎𝑙𝑙 =
|𝐺 ∩ 𝑃 |
|𝐺 | (2.9)

2.6.2 Root-Mean-Squared Error

Root-Mean-Square Error (RMSE) is a standard statistical metric of accuracy for ML ap-
plications. Considering 𝑛 observations of 𝑦 and the 𝑛 corresponding predictions �̂�, the
value of RMSE is computed by [70]:

𝑅𝑀𝑆𝐸 =

√√
1
𝑛

𝑛∑
𝑖=1

(𝑦 − �̂�)2 (2.10)

Equation 2.10 results in a mean squared value for the residual (difference between
the prediction and the true value). This difference is expressed in the same units as the
observations, allowing for a direct interpretation of the mean error.

2.6.3 Cosine Similarity

Cosine similarity is metric used to compute the proximity of objects in a dataset. From a
visual perspective, it can be understood as a measurement of the angle of cosine between
two vectors as represented in Figure 2.3, a lesser angle denotes greater similarity [28].

Figure 2.3: Visual representation of cosine similarity, adapted from [28].

It is obtained by dividing the scalar product of the vectors by the product of their
lengths as can be seen in equation 2.11, allowing for a similarity measurement on a
normalized scale.

𝐶𝑜𝑠𝑆𝑖𝑚(𝑥, 𝑦) =
∑
𝑖 𝑥𝑖𝑦𝑖√∑

𝑖 𝑥
2
𝑖

√∑
𝑖 𝑦

2
𝑖

(2.11)

2.6.4 Mean Explainability Precision

This dissertation does not cover user evaluations for the developed explanations. However,
their performance can be assessed using the concept of MEP, introduced by [71]. This
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approach requires a threshold to be defined for each style of explanation. For example,
an explanation based on the rating of similar users for the recommended item may take
as threshold the presence of a minimum number of neighbors who’ve rated it. Only
recommendations that fulfill this condition are considered explainable.

To compute the MEP, the number of explainable recommendations generated for each
user is divided by the number of all recommendations for that user and then the users
mean is calculated [72], as in :

𝑀𝐸𝑃 =
1
|𝑈 | ∗

∑
𝑢∈𝑈

|𝑅𝑟𝑒𝑐 ∩ 𝐸 |
|𝑅 | (2.12)

In which 𝑈 is the set of users, 𝑅𝑟𝑒𝑐 is the set of recommendations for each user, 𝑅
represents all the recommendations and𝐸 is the set of all the explainable recommendations.
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3

Literature Review

This Chapter contains the literature review, initially pertaining to the promotion of active
aging with a focus on information and communication technology approaches. It will
also cover recommendation systems have been used in the context of healthcare as well
as current approaches to explanations for their recommendations.

3.1 Active Aging

The topic of active aging raises a few challenges such as how to convince people to follow
healthy behavior advice and how to promote social inclusion for elderly populations [73].
The following studies present examples of media-based applications for the promotion of
healthy aging.

In 2015, Chessa et al. developted an home care service based on information and
comunication technologies targeting elderly patients. This system proposes active aging
lifestyle protocols, which receive constant feedback from a set of mobile aplications. These
include social games, cognitive games and diet applications which also motivate the
users to continue following the protocol. Although in this case the supervision was
complemented with wearable and enviromental sensors, it exemplifies the adaptation of
active aging solutions into the target’s environment through the use of media [74].

Also in 2015, Caprara et al. conducted a study in order to evaluate the effectiveness
of a psycho-educational multimedia program designed to promote healthy aging. This
program, "Vital Aging-Multimedia" was implemented over 3 months through 35 hours
of video lessons and addressed four components of healthy aging: cognitive functioning,
aging self-efficacy, social participation and general health habits. A total of 115 senior
citizens aged 52-82 participated in the study, of which 73 were exposed to the program,
while 42 were used as control. The participants were accessed before and after being
exposed to the materials with a battery of psychological instruments and were found to
score higher than the control group and reported better health, attesting to the positive
effects of the program [75].

14



3.2. RECOMMENDATION SYSTEMS IN HEALTHCARE

In an article from 2019, Vázquez et al. propose the development of a cognitive-
behavioral intervention for active aging based on an interactive multimedia online game.
This intervention, which consists of 8 modules of approximately 45 minutes each, would
be administered through a mobile application at the rate of one per week. The game is a
graphic adventure, in which the main character is introduced to a variety of techniques
that promote well-being and increase quality of life. The overall intervention focuses on
prevention of depression, cognitive stimulation and promotion of healthy lifestyle habits.
This approach counts anonymity, the ability for the participant to choose the time of
application and accessibility as advantages when compared to traditional therapy [76].

3.2 Recommendation Systems in Healthcare

Recommendation systems are utilized in a number of fields, such as e-learning and e-
commerce, usually attempting to suggest the items which will better gauge the users
attention. However, they have also become a popular application of artificial intelligence
in the healthcare context. Utilizing a variety of ML techniques, it can solve difficult issues
featuring unstructured information [77].

A study from 2017 comparing the quality of recommendations in the context of online
health forums found hybrid methods to be the most successful [78]. An article from
the same year comparing the recommendation system in a healthcare focused social
network which aimed at suggesting specific medical professionals and facilities for each
patient, concluded that pre-filtering techniques for similar patients greatly increased
recommendation accuracy [79].

In 2018, researchers applied recommendation systems in to the EU-funded AGILE
project. Their purpose was to build a "modular hardware and software gateway" for a
networked infrastructure of interconnected devices, which would allow mobile tracking of
biomedical data. They proposed two recommendation systems in this context: one which
recommends activity plans and devices(such as step-count watches and wristbands), based
on demographic data and user similarities, and another system which motivates chronic
patients to reach the goals of a recommended treatment plan, using a content-based
filtering approach [80].

A systematic review was conducted in 2021 focusing on recommendation systems
targeting non-medical staff. This study divided the featured recommendation systems into
4 categories. Of the 73 unique papers analysed, 24 dealt with lifestyle recommendations, 26
dealt with nutrition, 23 were about information and 9 focused on specify health conditions.
The authors noted a majority presence of knowledge-based approaches. While only 13
of the papers featured exclusively knowledge-based systems, 32 included them in hybrid
systems, resulting in a total of 49 out of 73. According to this review, the most popular
offline evaluation metrics include precision, accuracy, performance and recall [58].
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3.3 Recommendation Systems Explanability

Recommendation systems often rely on black-box ML models, which provide no explana-
tory information. When that is the case, the recommendation should be accompanied of
an explanation that describes why specific items were recommended [81].

In 2000, Herlocker et al. studied explanations for automated collaborative filtering
systems. They evaluated 21 different explanation styles in a movie recommendation
context, with two experiments. In the first one, users preferences for each explanation
method was measured, resulting in histograms of neighbors rating, as depicted in Figure
3.1, past performance and similarity to items in the user’s profile being the highest rated.
The second experiment measured the response to adding an explanation interface to their
recommendation system, which wielded positive results [82].

Figure 3.1: Histogram with ratings from similar users, the best performing explanation
method in [82].

A paper from 2012 empirically studied the effectiveness of feature-based explanations
in recommendation system for films and cameras. The movie features covered in the
study included cast, director and genre. These were used to generate textual explanations
that were then evaluated by users. By comparing effectiveness and satisfaction, the
investigators found that even when feature-based explanations do not help the user make
better decisions, they still increase their satisfaction with the system [83].

In 2020, Shmaryahu et al. proposed a post-hoc approach for explaining black-box
recommendation systems. Instead of trying to extract latent factors from matrix factor-
ization applications, this approach is based on attempting to find justifications for the
recommendation that still provide value for the user despite not shedding light on the
model’s inner mechanism. After the recommendation is realized by the black-box model,
the recommended item is used as input by the explanation system, which in turn produces
a score for each possible explanation and picks the most highly rated. These may include
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simply item popularity, similarity between recommended item and items chosen by the
user in the past, similarity between the user and users who’ve picked said item, etc. This
explanation method was tested in a movie recommendation context with 207 participants,
in which most of the explanation types were positively received. [66]
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4

Methods

This Chapter presents an overview of the methods used to achieve the proposed objectives.
It starts with an introduction of the dataset. Then, it includes a description of the
computational methods used, followed by a presentation of the proposed recommendation
system and explanation suggestions. Lastly, it explains the process utilized to identify
elderly users.

4.1 Dataset

The data provided by NOS Inovação® was collected over the course of April, May and June
in 2019. It was comprised of two .𝑡𝑠𝑣 files. One contained information on the avaliable
VOD (Video on Demand) and EPG (Eletronic Program Guide) television content, featuring
331,865 items, each identified with a content ID, consisting of 58.7 Megabytes. The other
file contained the usage data, consisting of 12,018,379 content visualisations from 100,000
devices, corresponding to users, each identified with an anonymised user ID, containing
1.16 Gigabytes of data. The information featured on the content file included the television
genres of each entry, as well as directors, year of release, duration, age rating and some of
the actors who participated in the content in question. The usage file contained the time
and date when the user started watching each content (identified with it’s respective ID)
and when they finished the visualisation.

4.2 Computational Methods

The project’s coding was realized with the Python language, utilizing the Spyder code
editor. To organize the dataset and extract features, different libraries such as Pandas [84]
and NumPy [85] were used, while the Scikit-Learn [86] and Surprise [87] libraries were
employed in the ML applications. Visualisations of the data and graphical explanations
for the recommendations were developed with the usage of the Seaborn and Matplotlib
libraries.
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4.3 Processing of the Dataset

The first step in processing the data was to load each .𝑡𝑠𝑣 file into a Pandas Dataframe.
This is a two-dimensional tabular data format, in which the rows represent entries while
the columns are used to represent their features.

In this project, we focused on VOD content, which is usually associated with recom-
mendation systems used by popular media services such as Netflix [88] and large television
providers [89]. As such, the EPG information was filtered out of both Dataframes, along-
side columns expressing characteristics exclusive to this type of content like the television
channel they are featured in. VOD trailers were also removed, resulting in 364,230 vi-
sualisations and 24,493 items remaining, still including different episodes of the same
series.

As previously mentioned, the usage data included the beginning and end of each
visualisation, but not the actual duration. The next stage was therefore to calculate it. This
was done by converting it’s ISO 8601 format into minutes and subtracting the time of day
in which each visualisation started from when it ended, adding this information into a
new column in the usage Dataframe. It was followed by the removal of entries from this
Dataframe that were less than 5 minutes long, in order to remove overly short interactions,
which may negatively affect exploration results. Entries lacking in user ID or content ID
were also removed.

The two Dataframes were then combined by matching content IDs, resulting in a
new usage Dataframe which includes each item’s characteristics. Because many series
were divided into episodes, some more processing was required to organize a user’s
visualisation of an item into a single row. With this, we have finally organized the relevant
data into a single Dataframe containing the features displayed in table 4.1, describing
84,322 content visualisations in total.

Table 4.1: Features of the processed dataset.

Column Description

UserID A string used to identify the user
Genres A string containing each genre of the content item, separated by coma.
Season The season of the series, it features a 𝑛𝑎𝑛 instead if it’s a movie.
Year The year when the item was released.
Rating The age rating for the item.
Directors The item’s directors.
Actors Notable actors featured in the item.
ContentName Name of the item.
ContentID String number used to identify the item.
ViewTime Time duration of the user’s visualisation for the respective item.
Duration Total time duration of the item. Considers all episodes of a season.
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4.3.1 Exploratory Data Analysis

When it comes to content-based filtering for recommendation systems, television genres,
actors and directors are amongst the most useful meta-data features recognised in the
literature [90, 91]. Out of these, the content’s genre in particular seemed the most likely
to allow us to identify elderly users through their viewership habits. This was because,
cultural surveys tend to include statistics about said genres, as well as viewing time [16].
As such, an exploratory data analysis of the dataset was performed with a focus on the
genre classification of contents.

First, an histogram was plotted for each television genre, allowing the visual repre-
sentation of the distribution of viewing times for items included in it. Then, a mean of
these times, as well as their standard deviation and maximum and minimum values, were
calculated.

4.4 Proposed Recommendation System

In the literature, healthcare recommendation systems often gauge the interests of each
user in order to generate more personalised suggestions, which increases the chances that
users actually following said recommendations [58, 80]. Collaborative techniques can also
group users in a way that is useful when addressing similar needs [79].

With these considerations, the next step in the development of the recommendation
system was to obtain a quantifiable appreciation for the items visualised by each user.
This was done by dividing the 𝑉𝑖𝑒𝑤𝑇𝑖𝑚𝑒 by the 𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛 for each entry. The result is
a ratio between the viewing time of the user and the total duration of the item, which
was then normalized into a range from 1 to 10 added as a new column in the Dataframe
named 𝑉𝑖𝑒𝑤𝑒𝑟𝑅𝑎𝑡𝑖𝑛𝑔.

Next, a user-item matrix was created, with a column for each item and a row for each
user, featuring the 𝑉𝑖𝑒𝑤𝑒𝑟𝑅𝑎𝑡𝑖𝑛𝑔 for each pair. When a user didn’t watch a certain piece
of content, the rating was considered 0. From this matrix, it could be seen that 18,124
users and 6537 items remain from the previous processing.

The metadata from the previously obtained Dataframe and ratings matrix allowed the
application of collaborative and content-based techniques into the creation of a conceptual
recommendation system. As was previously mentioned in Chapter 2, hybrid recommen-
dation systems aim to reduce the weaknesses of other filtering techniques by combining
them. By employing these two approaches at once, we hoped to avoid the "cold start"
problem and to decrease the effects of data sparsity, as each user only watched a few of
the items featured in the dataset.
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4.4.1 Content-Based Filtering

As was mentioned in the Data Exploration section of this chapter, the 𝐺𝑒𝑛𝑟𝑒𝑠, 𝐷𝑖𝑟𝑒𝑐𝑡𝑜𝑟𝑠
and 𝐴𝑐𝑡𝑜𝑟𝑠 columns of the Dataframe contain prime features to be used in the content-
based component of a recommendation system. Following the method proposed in [92],
a new column was added into the usage Dataframe containing these features merged into
a "metadata soup". That is, a string containing each genre, actor and director respective to
the item. This format allows the application of Scikit-Learn’s CountVectorizer, a feature
extraction technique which converts text into a dimensional vector of token (word) counts.
These vectors can then be compared to find the content similarity of different items.

A 6537 by 6537 cosine similarity matrix was then built, in where the cell in the 𝑖𝑡ℎ

row and 𝑗𝑡ℎ column represents the similarity between items 𝑖 and 𝑗. This matrix was the
foundation of the proposed recommendation system’s content-based component. The
concept was tested in the form of a top 10 recommendation which took a contentID as an
argument and generated a recommendation for the ten most similar items.

4.4.2 Collaborative Filtering

For the collaborative component of the proposed recommendation system, ML algorithms
were used to predict user’s rating for items they have not yet seen. The chosen approach
was user-based, meaning the predictions are based on the behaviour of similar users.

In order to properly utilise the Surprise library’s functionalities, a 𝑟𝑎𝑡𝑖𝑛𝑔𝑠 Dataframe
was built, containing only the IDs for the user and series, as well as the rating for each
particular pair. The algorithms chosen were the KNN and SVD, as they are often cited in
the literature [27, 28, 59].

To complete the desired hybrid system, predictions generated by these algorithms
were incorporated into the previously mentioned content-based concept: taking both a
user and item as arguments, it finds the 25 contents that are the most similar to the item
and orders them according to the predicted rating of the user, presenting only the top 10
as recommendations.

To evaluate the accuracy of the ML components of the system, the RMSE was calculated
for each algorithm. The precision and recall where also computed in order to assess their
performance. This was done through a K-fold method, in which the data was divided
into 5 subsets, with the last one being used as the test set and the other as training sets.

4.5 Recommendation Explanations

To explain and justify the recommendations generated by the proposed system, a model
agnostic approach was applied. Although these explanations do not uncover the latent
factors in black box algorithms, like SVD, they still provide a personalised justifications
for the suggestions that tend to increase user’s trust [66].
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The first type of explanation developed was a of a textual nature. It attempts to explain
both the content-based and the collaborative components of the recommendation through
common characteristics between items. This approach compares the metadata between
the suggested items and the one used as argument in order to explain their similarity.
It also compares the recommended content to each item that was highly rated by the
user. The common features found in these comparisons are then displayed to justify the
recommendation.

Anotherproposedexplanation style was the nearestneighbors recommendation, which
was found to be well rated by users in the literature [82]. For each item suggested, an
histogram is presented, displaying the ratings of said content by the 10 users most similar
to the target one. Cosine similarity was the metric used in this process.

The evaluation of explanations in this project focused on explainability of the chosen
approaches, calculated with MEP as was proposed in [71]. For the textual explanations,
having at least two common features with content previously enjoyed by the user was the
minimum to be considered explainable. While for the nearest-neighbors explanations the
existence of 10 nearest users who have seen the recommended content was the threshold
utilized to classify an item recommendation as explainable.

4.6 Identification of Elderly Users

One of the objectives of this project was the identification of elderly users based on the
data provided by NOS. In order to fulfil this purpose, statistical data from Marktest, a
major market study group in Portugal was requested. In response, the statistics described
in Figure 4.1 were supplied. This data concerns the types of content watched by elderly
users, compared with the total population.
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Figure 4.1: Television viewership statistics for the elderly in Portugal, adapted from [93].
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According to [93], the metrics used in Figure 4.1 are described as in Table 4.2. Among
these, Average Time Spent was considered to be the most useful for this project, allowing
for some comparative understanding of elderly television viewing times, in relation to
content genres. Priority was given to the statistics from 2019, since that was the year in
which the NOS dataset was also collected.

The data in Figure 4.1 is not without limitations however: Considering its size, the
study’s universe likely includes individuals who, despite not being older than 65, may
be very similar in age and possessing similar viewership habits. For future work, a study
stratified by age groups would likely to allow for more consistent results.

Table 4.2: Metrics displayed in the Marktest data.

Metric Description

Rating Mean audience per minute.
Share Audience share.

Average Time Spent(ATS) Average time spent by each user watching a piece of content.

4.6.1 Clustering

In order to obtain features similar to those presented in [93] , as they’re described in
Marktest’s website [94] a new Dataframe was created. With each row representing a user,
each column contains the mean amount of viewing time among items seen containing
certain genres as presented in Table 4.3. It also contained a column for the mean viewing
time from among all items seen by respective user.

Table 4.3: Conversion of television genres into the content typologies studied by Marktest.

Feature Genres

Entertainment 𝑒𝑛𝑡𝑒𝑟𝑡𝑎𝑖𝑛𝑚𝑒𝑛𝑡, 𝑚𝑎𝑔𝑎𝑧𝑖𝑛𝑒, 𝑚𝑢𝑠𝑖𝑐, 𝑚𝑢𝑠𝑖𝑐𝑎𝑙
Information 𝑖𝑛 𝑓 𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛

Sport 𝑠𝑝𝑜𝑟𝑡

Knowledge 𝑏𝑖𝑜𝑔𝑟𝑎𝑝ℎ𝑦, 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑎𝑟𝑦, ℎ𝑖𝑠𝑡𝑜𝑟𝑦
Kids 𝑘𝑖𝑑𝑠, 𝑎𝑛𝑖𝑚𝑎𝑡𝑖𝑜𝑛
Other 𝑎𝑑𝑢𝑙𝑡, 𝑒𝑟𝑜𝑡𝑖𝑐
Fiction (all genres not included in other features)

Clustering techniques were then applied to the features obtained in Table 4.3 as well
as the mean viewing time for all genres, with the intention of identifying a cluster from
among the dataset that is likely to contain elderly users.

In order reduce the dimensionality of this data while losing as little information as
possible, PCA and t-SNE were employed as dimension reduction techniques.

To test the performance of PCA, the explained variation for principal component was
computed in order to verify if only two or three dimensions, used to plot the clusters, were
appropriate.
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According to the literature, the perplexity values used in t-SNE applications should
range from 5 to 50 [45, 95]. To assess the appropriate perplexity for the t-SNE usage in
cluster visualisation, values of 5, 50 and 30 were tested. This was done by producing
scatter-plots using the first and second dimensions obtained from the application of t-SNE
and comparing the effect of this variable between them.

In order to find the optimal number of clusters to classify the users into, the Silhouette
Method was utilized [86]. A silhouette coefficient was computed for different numbers of
clusters, ranging from 2 to 6 and the one with the highest coefficient was chosen.

The plots obtained by PCA and t-SNE were then visually compared, to distinguish
which technique would be more appropriate for the desired study. For each cluster
obtained, it’s features were visually represented using bar charts and compared with the
data in Figure 4.1.
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5

Results and Discussion

This chapter presents and discusses the results obtained from the methods that were
previously described. It starts with the presentation of the developed recommendation
system and the employed explanation techniques alongside their evaluations. Then it
will cover the clustering analysis and the identification of elderly users from among the
dataset.

5.1 Exploratory Data Analysis

In total, 31 genres were detected in the dataset. Some of the histograms obtained from
the viewing times for each genre are presented in Figure 5.1. From these representations,
it was perceived a significant variety of visualisations durations between genres, which
motivated a more thorough data exploration, described in Table 5.1, where the mean
viewership time for content items included in each genre and its standard deviation, as
well as minimum and maximum time spent viewing said items are presented.

(a) biography (b) documentary

Figure 5.1: Examples of histograms obtained for the television genres "biography" 5.1(a)
and "documentary" 5.1(b).
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Table 5.1: Statistics for the viewing time of each television genre in the dataset, in minutes.

Genre Mean Standard Deviation Minimum Maximum

action 169 199 5 4634
adult 33 47 5 1176

adventure 140 171 5 4744
animation 107 173 5 5308
biography 97 61 5 618

classic 72 80 5 411
comedy 137 390 5 11722
crime 153 217 5 2266

documentary 60 49 5 279
drama 181 328 5 11722

entertainment 56 86 5 828
erotic 40 46 5 195
family 107 166 5 5308
fantasy 168 236 5 5043
history 135 147 5 1332
horror 116 155 5 1376

information 67 110 6 538
kids 56 133 5 1190

magazine 284 901 5 9299
martialarts 156 200 17 968

music 404 1163 5 11722
musical 332 896 5 10937
mystery 111 156 5 1427
romance 129 179 5 5526

scifi 157 176 5 2724
serie 401 407 5 2019
sport 80 86 5 989

thriller 107 112 5 1828
tutorial 29 17 5 53

war 102 110 5 977
western 97 61 5 422
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From the statistics displayed in Table 5.1, the effect of the 5 minutes threshold is
perceived in the minimum viewing times, indicating most genres featured some very
short content visualisations that were filtered out. The high values of standard deviation
when compared to the respective mean, suggest the importance of collaborative features
that do not consider absolute viewing times, but instead their relation with the full duration
of the respective content item, like the user rating concept that was employed in this project,
described in section 4.4. The diversity and high values of maximum visualisation times
are reflective of the grouping of episodes for each series and the large variety of total
durations among items.

5.2 Recommendation System Prototype

As was described in the previous chapter, the proposed recommendation system takes
both a userID and itemID as arguments and attempts to generate ten recommendations,
ordered by their predicted rating. This simulates the generation of recommendations after
a user just watched a piece of content. Before the implementation of any explanation,
these consist of a simple list of suggested content.

The K-Fold assessment of the KNN and SVD classifiers is described in table 5.2. These
results suggest that the SVD is the more accurate algorithm for the dataset. Although it’s
mean RMSE represents a deviation of more than 3 units in the context of predicted 1 to
10 rating, which is enough to affect the recommended items.

The values obtained for the Precision and Recall also point towards SVD being the
better algorithm for this type recommendation system. A higher Recall suggests that
the system is efficient when it comes to including the items which are predicted to be
highly rated, into the recommendation. The Precision values also indicate that most
recommended items are predicted to be well rated by the target user.

Table 5.2: Performance and accuracy of each model.

Algorithm Metric Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Mean Std

KNN
RMSE 3.43 3.46 3.44 3.53 3.47 3.47 0.03
Precision 0.82 0.81 0.82 0.82 0.81 0.82 0.003
Recall 0.84 0.83 0.84 0.83 0.83 0.84 0.004

SVD
RMSE 3.09 3.14 3.16 3.11 3.15 3.13 0.03
Precision 0.83 0.83 0.82 0.83 0.83 0.83 0.003
Recall 0.86 0.86 0.86 0.86 0.86 0.86 0.003

5.2.1 Generated Explanations

In the case of the textual explanation style, the genres, actors and directors shared by the
recommended item, the recently watched item and contents previously watched by the
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user, are presented after the title of the suggested movie or series, as can be perceived in
the following examples:

Anatomia de Grey T2

You have enjoyed content f ea tur ing : Shonda Rhimes , Pa t r i ck Dempsey ,
J u s t i n Chambers , Sandra Oh, E l l en Pompeo , drama

Pequena Sere i a I I (VP)

You have enjoyed content f ea tur ing : animation , drama , family

The neighbors style of explanation, on the other hand, plots an histogram of rat-
ings obtained from the ten most similar users as it’s presented in Figure 5.2, for each
recommendation.

Figure 5.2: Histogram with ratings for the recommended item, from the ten most similar
users.

For both explanation styles, the recommendations are only presented if they’re con-
sidered above or equal to the thresholds described in section 4.5, similarly to the method
introduced in [66]. Therefore, the MEP assessments, featured in Table 5.3, also suggest how
many recommendations are to be expected from the implementation of each explanation
style, out of the ten possible ones for each user and item combination.

These results propose that the neighbors explanation can only be applied to around half
the recommendations, while the textual explanations can cover most. This indicates that
finding similar users who have watched the recommended content is far more demanding
than detecting similarities between items in the recommendation and those in a user’s
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Table 5.3: Evaluation of explanations.

Algorithm Explanation Style MEP

KNN Textual Explanation 0.9
Neighbors Histogram 0.52

SVD Textual Explanation 0.9
Neighbors Histogram 0.52

profile. However, it’s also important to consider how the literature suggests a higher
approval for graphical explanations among users [82]. If such possibility were to be
verified in future work, the results obtained in this project could indicate a trade-off
between the amount of explainable recommendations, and their appreciation by the users.

Table 5.3 also suggests a confirmation of the model-agnostic nature of the chosen
explanation style, considering the lack of different results for the distinct algorithms.
This proposes that the SVD could be chosen without a loss of explainability using while
following this approach, despite being classified as black-box.

5.3 Clustering

The mean and standard deviation values were computed for each of the features described
in section 4.6.1 used in the clustering application. The results are presented in Table 5.4.

Table 5.4: Statistics for the clustering features.

Feature Mean Standard Deviation

All 72.70 36.39
Entertainment 10.24 34.46
Information 0.05 1.71
Sport 3.20 17.29
Knowledge 11.58 31.26
Kids 20.43 35.52
Other 1.27 7.19
Fiction 72.33 38.10

These values are quite different from those of 𝐴𝑇𝑆 in Figure 4.1, likely due to being
obtained from videos on demand instead of passive television viewership. The standard
deviation of the Marktest data is also not included so establishing direct comparisons is
challenging. However, it was considered that a relative comparison focused on which
typologies are more relevant for elderly users would still allow for some results.

5.3.1 Principal Component Analysis

In the initial stage of PCA application, the explained variation calculated for each of the
first three principal components is displayed in Table 5.5.
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Table 5.5: Evaluation of Principal Components.

Principal Component Explained Variation

First 0.65
Second 0.27
Third 0.05
Cumulative 0.97

These results suggest that most of the variation for the features can be explained using
only the first two principal components. A reduction of those initial seven features into
said components was therefore considered appropriate for the PCA application in the
clustering classification.

The dispersion plot resulting from taking the two first principal components of the
data as axis is presented in Figure 5.3.

Figure 5.3: Scatter-plot for the PCA dimension reduction.

It’s not possible to visually perceive any separable clusters in Figure 5.3. This indicates
that PCA is not an appropriate technique with which to separate the dataset. Considering
that PCA assumes linearity in the data [41], this result suggests that the linear relationship
between the features utilized is very low.

5.3.2 t-Distributed Stochastic Neighbor Embedding

The obtained scatter-plots for the assessment of the t-SNE, using perplexity values of 5,
30 and 50 are presented in Figure 5.4. The horizontal and vertical axis correspond to the
first and second t-SNE dimensions respectively.
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(a) Perplexity 5 (b) Perplexity 30

(c) Perplexity 50

Figure 5.4: Scatter-plots of t-SNE dimensions for different perplexity values.

The lack of any perceivable clusters in 5.4(a) suggests that low perplexity is not
appropriate for the intended clustering. On the other hand, the similarities between 5.4(b)
and 5.4(c) indicate that high perplexity values do not cause too much variation of results.
This suggests that separable structures in the dataset are only discernible at the higher
ends of recommended perplexity values. As such, the intermediate value of 40 was chosen
in the application of t-SNE for the following steps in the project.

According to the literature, higher perplexity translates to a better preservation of
global structure in detriment of the local one [45, 95]. As such, the results obtained in
Figure 5.4 indicate that this data is only separable when considering it’s global structure.

5.3.3 Silhouette Coefficient

The silhouette coefficients obtained for different k numbers of clusters, applied to t-SNE
dimensions is presented in Figure 5.5. As was mentioned in 2.3.1, a coefficient of 1 would
have suggested a perfect separation between clusters.
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Figure 5.5: Silhouette Coefficient for different numbers of clusters.

Figure 5.5 indicates that a division of the data into 5 clusters is the most appropriate,
as it presents the highest coefficient and a visually discernible maximum. The silhouette
coefficient computed for this number of k was approximately 0.40. This value suggests
that some separation is possible, although far from perfect, a result which reflects the
shapes observed in the Figures 5.4(b) and 5.4(c).

5.4 Identification of Elderly Users

In order to visually identify the clusters, each data point, representing each user, was
colored according to the result of the K-means clustering algorithm applied to the two first
t-SNE dimensions of the dataset. This process produced the plot represented in Figure
5.6.

Figure 5.6: Plot of the clusters.

From Figure 5.6 it can be perceived how each cluster includes the shapes identified
in previous plot, yet also contain many outliers. These are possibly a reflection of the
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high values of standard deviation obtained for the features in Table 5.4, which in turn are
congruent with the high variation of viewing times in the original dataset.

To visualise the mean values for each feature in each cluster, the histograms presented
in Figure 5.7 were produced.

(a) Cluster 0 (b) Cluster 1

(c) Cluster 2 (d) Cluster 3

(e) Cluster 4

Figure 5.7: Mean values for each cluster.

As was mentioned in section 5.3, to identify which cluster is more likely to contain
elderly users, comparisons were made between which features in Figure 5.7 are above or
below their respective mean in Table 5.4. This was then compared to which typologies
in Figure 4.1 are above or below in 𝐴𝑇𝑆 for elderly individuals when compared to the
universe. Among the years presented in the Marktest statistics, 2019 was chosen because
it’s the year in which the NOS data was collected.

Upon an initial visual inspection, 5.7(a) appeared to be the most plausible to include
elderly users as it features the highest value for 𝐸𝑛𝑡𝑒𝑟𝑡𝑎𝑖𝑛𝑚𝑒𝑛𝑡 and an above average
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value for 𝑆𝑝𝑜𝑟𝑡. It was assumed that the former might be particularly important, as it
includes content usually associated with elderly viewers, such as telenovelas and rural
cultural shows.

In order to obtain a more detailed perspective, the mean values for each cluster are
presented in Table 5.6.

Table 5.6: Statistics for the clustering features.

Cluster All Entertainment Information Sport Knowledge Kids Other Fiction

0 81.64 50.12 0.09 11.06 22.58 22.64 0.73 82.38
1 94.42 0.19 0.01 0.04 0.14 49.26 1.44 94.32
2 60.65 0.19 0.01 0.09 0.18 12.05 1.25 62.58
3 79.38 0.34 0.00 0.21 34.26 8.96 2.71 77.26
4 45.51 1.61 0.12 5.00 0.77 7.52 0.14 43.28

When comparing these results with Table 5.4, it can be perceived that Cluster 0 has
above average means for 𝐸𝑛𝑡𝑒𝑟𝑡𝑎𝑖𝑛𝑚𝑒𝑛𝑡, 𝐼𝑛 𝑓 𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 and 𝑆𝑝𝑜𝑟𝑡, as well as below
average mean values for 𝑂𝑡ℎ𝑒𝑟, which is consistent with elderly viewing habits in Figure
4.1. The fact that the overall mean watch time for contents is above average can also be an
indication of older users [16]. However, the other features do not reflect the statistics for
individuals who are older then 65, in particular the mean value for 𝐾𝑖𝑑𝑠 and 𝐾𝑛𝑜𝑤𝑙𝑒𝑑𝑔𝑒
are above average. These may be a result of outliers, which were very perceptible in Figure
5.6. They can also be explained by limitations in the genre classification of items. For
example, contents with the 𝑎𝑛𝑖𝑚𝑎𝑡𝑖𝑜𝑛 genre will always count towards the 𝐾𝑖𝑑𝑠 feature
even if they’re meant for adults.

Cluster 4 presents above average 𝑆𝑝𝑜𝑟𝑡 and 𝐼𝑛 𝑓 𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛, as well as below average
𝐾𝑛𝑜𝑤𝑙𝑒𝑑𝑔𝑒, 𝐾𝑖𝑑𝑠 and 𝐹𝑖𝑐𝑡𝑖𝑜𝑛. However, it’s 𝐸𝑛𝑡𝑒𝑟𝑡𝑎𝑖𝑛𝑚𝑒𝑛𝑡 value is very low.

The remaining clusters do not display many similarities with the viewership patterns
of elderly individuals proposed in the Marktest data. Although the importance of the
𝐸𝑛𝑡𝑒𝑟𝑡𝑎𝑖𝑛𝑚𝑒𝑛𝑡 many require some future work to be better understood, these results
suggest that Cluster 0 is the more likely one to contain elderly users.
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6

Conclusion and Future Work

This chapter summarizes the work produced during the development of this dissertation
alongside it’s conclusions, followed by suggestions for future work.

6.1 Conclusion

The objective of this dissertation was the development of an explainable recommendation
system for television contents which could be employed to promote active aging and
well being, while also identifying elderly individuals through their television viewership
habits.

Using a dataset supplied by NOS Inovação®, this project resulted in the creation of
a hybrid recommendation system for television content, developed by employing both
collaborative filtering, implemented through KNN and SVD algorithms, and content-
based filtering, obtained with methods based on cosine similarity between items. Two
explanation styles were proposed for the system: a textual explanation, featuring the
similarities between content favoured by the user and the recommendations, and a visual
explanation, presented in the form of an histogram of neighbors ratings for the suggested
item. For the recognition of elderly people within the dataset, clustering techniques
were applied to divide users into groups with similar habits, employing PCA and t-
SNE. The group with whose features were most consistent with statistics supplied by
Marktest, a major market study group in Portugal, concerning the television consumption
characteristics of older populations was selected.

The assessment of the ML algorithms used in the system indicated better results
for SVD across all metrics, including accuracy, precision and recall. This attests to the
importance of the development of explaination models, since unlike KNN, this algorithm
isn’t inherently interpretable.

When evaluating the explanation styles, their model-agnostic nature was evidenced
by obtaining the same MEP with both algorithms. Although the textual explanation
was shown to be less demanding, neither style could explain all the recommendations,
reflecting the trade-off between explainability and performance.
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The clustering application did not present separable results with PCA, suggesting
that method isn’t reliable for the intended study. t-SNE allowed for the separation of
clusters, and it was possible to select one as the most likely to contain elderly users.
However, the comparison of the features obtained from the dataset to the available
statistics was challenging and required some assumption about the importance of certain
genres. Considering how elderly people are some of the biggest consumers of this type of
media, there is potential in the creation of better studies about their viewing habits.

Overall, this dissertation produced an explainable recommendation system that could
be implemented into other health applications and proposed a method to detect older
users from a dataset pertaining to television usage. These types of systems show a lot of
potential for non-intrusive solutions in the healthcare domain that can be personalised to
individual taste. This dissertation intents to provide a basis and motivation for further
research into real-world applications of ML and media usage to promote active aging.

6.2 Future Work

The developed work still contains some limitations that could be improved in further
studies which are presented in this section alongside some ideas for additional research.

The recommendation system was tested in a static context, without the constant addi-
tions of new users and item that would be present in a real world application. Additionally,
not all types of data were utilized. Future studies could find a way to use other formats
such as EPG in conjuction with the VODs. Further research could also point towards a
knowledge filtering component for the recommendations, which was mentioned in the
literature to improve performance.

Testing the explanation styles in interactions with real users would allow for a more
thorough evaluation, using metrics such as scrutability and trust. Further research in that
direction could be used to better specify thresholds with which to consider the explanations
acceptable. Other approaches, such as LIME and SHAP could also be implemented in
future work.

Further studies could also focus on obtaining higher quality data about the habits of
elderly individuals that would allow for a more precise identification of this population
within the dataset. These could evaluate the assumptions made about typologies like
𝐸𝑛𝑡𝑒𝑟𝑡𝑎𝑖𝑛𝑚𝑒𝑛𝑡.

A similar framework to the one proposed in this dissertation could be employed to
other vulnerable members of the population, such as individuals with depression and
anxiety.

An important suggestion for future work would be the development of active aging
and well being focused recommendations that would allow the system to directly promote
these concepts.
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