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ABSTRACT
Genetic Programming (GP) has the potential to generate intrinsi-
cally explainable models. Despite that, in practice, this potential
is not fully achieved because the solutions usually grow too much
during the evolution. The excessive growth together with the func-
tional and structural complexity of the solutions increase the com-
putational cost and the risk of overfitting. Thus, many approaches
have been developed to prevent the solutions to grow excessively
in GP. However, it is still an open question how these approaches
can be used for improving the interpretability of the models. This
article presents an empirical study of eight structural complexity
metrics that have been used as evaluation criteria in multi-objective
optimisation. Tree depth, size, visitation length, number of unique
features, a proxy for human interpretability, number of operators,
number of non-linear operators and number of consecutive non-
linear operators were tested. The results show that potentially the
best approach for generating good interpretable GP models is to
use the combination of more than one structural complexity metric.
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1 INTRODUCTION
Machine Learning (ML) models are known to have a high ability to
capture non-linear patterns in data. To do that, they can easily get
overly complex. When this happens, they become prone to overfit-
ting, require extra computational power, and cannot be understood
by humans. When there is a lack of knowledge on how the models
transform the input data to generate the output prediction, they
are called black-box, or opaque, models. This is the case for several
ML techniques, for instance, deep learning neural networks [1]. On
the contrary, models that can be understood by humans are called
white-box, or transparent, models. Transparent models are not only
more reliable [18], they also have the potential of generating knowl-
edge by discovering unknown rules among the features [10] and of
revealing errors in the input data [15]. Explainable models can be
intrinsically explainable, when the model itself can be understood
by humans, or post-hoc explainable, when the predictions of the
opaque model are themselves modelled by a surrogate transparent
model. Following the nomenclature in [11], we refer to intrinsically
explainable models as interpretable models.

Tree-based Genetic Programming (GP) [5] evolves a direct repre-
sentation model that usually does not require any coding-decoding
phase. Thus, it has the potential of being an interpretable technique.
However, in practice, this potential is not fully achieved because
the trees typically tend to grow during the evolution of the algo-
rithm. Many works have been proposed to control the increasing
of the size and complexity of GP solutions (see Sec. 2). However,
interpretability is not achieved only by controlling the size or the
mathematical complexity of the function.

The present empirical study aimed at understanding how the ex-
isting techniques to control the structural complexity of the GP solu-
tions can improve their interpretability. Eight structural complexity
metrics were studied: depth, size, number of operators, number of
non-arithmetic operators, number of consecutive non-arithmetic
operators, proxy for human interpretability [17], visitation length
and number of unique features. They were used, together with the
train error, as optimisation criteria in multi-objective problems.

The manuscript is organised as follows: Section 2 presents how
structural complexity has been addressed in GP models; Section 3
presents the experimental study conducted with these methods;
Section 4 presents and discusses the results of the experiments;
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finally, Section 5 concludes the manuscript with the main remarks
and ideas for future work.

2 COMPLEXITY OF GP MODELS
The exact definition of complexity depends on its context of appli-
cation. In ML field, it usually refers to the size and non-linearity
degree of the model [12, 19]. In GP, two kinds of complexity have
been studied, the structural and the functional [7, 8]. This work
focus on the strategies that have been proposed to control the struc-
tural complexity with multi-objective optimisation, also referred as
parsimony pressure. In this case, a second fitness measure is used
as an additional criterion for selection. The main approaches found
in literature use (i) structural fitness measures, and (ii) complexity
scores. They are described hereafter. Structural fitness measures. In
addition to the size and depth, other metrics for the structure of the
trees were proposed in literature. Smits and Kotanchek [14] used
as complexity measure the tree depth, the total number of nodes,
the total number of features, the number of unique features and the
ratio of operator nodes of a tree. Keijzer and Foster [3] proposed a
measure called visitation length (_), defined by:

_ = 𝜋 + Z + 𝑆 (1)

where 𝜋 is the internal path length of the tree, the Z is its exter-
nal path length and 𝑆 is its size. It measures the total number of
nodes that need to be visited starting at the root node. De Vega
et al. [2] proposed to use the computational time of the model as
a fitness measure to control bloat [9]. To use it, however, the sys-
tem and the hardware of the computer must be highly controlled.
Complexity scores. LaCava et al. [6] proposed a score system in
which all operators of the tree receive a value between 1 and 4
according to the mathematical complexity of the operators. The
final score is given by the sum of the scores of all internal nodes
of the solution. Kommenda et al. [4] proposed a score system that
assess also the complexity of the terminal nodes of the trees. It first
assigns to terminal nodes 1 if they are a constant or 2 if they are a
feature of the dataset. Then, the internal nodes are assigned with
the value resulting from the combination of the complexity scores
of all of its branches. In their experiments, tree size and visitation
length generated smaller models. Virgolin et al. [17] proposed a
non-arbitrary score system, built with a linear model that defines
the relationship between the tree structure and the complexity of
its mathematical expression. The proposed model, called Proxy for
Human Interpretabily (𝜙), was defined by:

𝜙 (𝑠, 𝑛𝑜, 𝑛𝑎𝑜, 𝑛𝑎𝑜𝑐) = 79.2 − 0.2𝑆 − 0.5𝑛𝑜 − 3.4𝑛𝑎𝑜 − 4.5𝑛𝑎𝑜𝑐 (2)

In this score system, the only distinction among the operators of a
solution is with regard to its arithmetic or non-arithmetic nature.
Besides that, it does not consider the number of features.

Most of the mentioned publications focus on limiting the growth
of the solutions and were engineered to control bloat. Potentially,
all these strategies increase the interpretability of the models. How-
ever, this is not guaranteed because although the interpretability,
size (or depth) and complexity of the models are related, they do
not necessarily imply one another. It is still an open question the
advantages and drawbacks of these approaches for improving the
interpretability of GP. The present empirical study is a first investi-
gation on how some of the most important the existing techniques

to control the structural complexity of GP solutions can improve
the interpretability of the models.

3 EXPERIMENTAL STUDY
The following structural complexity metrics were considered in
the experimental study: tree depth (𝑑), size (𝑆), visitation length (_),
number of unique features (\ ), the proxy for human interpretability
[17] (𝜙), number of operators (𝑛𝑜), number of non-arithmetic oper-
ators (𝑛𝑎𝑜), and number of consecutive non-arithmetic operators
(𝑛𝑎𝑜𝑐). The experiments used a multi-objective GP with Nested
Tournament (NT) selection method [16]. NT has one tournament
for each objective to be optimised. All tournaments had size 2. The
first tournament used as selection criterion the Root Mean Squared

Error (RMSE), 𝑅𝑀𝑆𝐸 = 1
𝑀

√︃∑𝑀
𝑖=1 (𝑦𝑖 − 𝑦𝑖 )2, where𝑀 is the number

of observations, 𝑦𝑖 is the 𝑖𝑡ℎ target and 𝑦𝑖 is the tree output for the
𝑖𝑡ℎ observation. The extra tournament(s) used one of the above
mentioned complexity metrics. Two experiments were performed
with more than two optimisation criteria: one using RMSE, size and
unique features (denoted by 𝑆\ ) and another using the RMSE and
𝜙 components (𝑆 , 𝑛𝑜 , 𝑛𝑎𝑜 and 𝑛𝑎𝑜𝑐), denoted by 𝜙𝐶 . The elitism
was applied combining an archive of the best individuals for each
objective and the Euclidean distance to the ideal candidate solution.
The ideal candidate individual is a point in the fitness space that
corresponds to the best value found so far for each objective. The
elite individual is the closest individual from this ideal one, and the
worst individual is the farthest individual from it.

The primitive functions used to build the GP-trees were +, −,
×, 𝑠𝑖𝑛, 𝑐𝑜𝑠 , power of 2, √ and protected ÷ (denominator equals to
zero replaced by the constant 1.0 × 10−6). The terminal set was
composed by ephemeral constants from ] − 1, 1[, in addition to
the dataset features. Trees were initialised with the ramped-half-
and-half method [5], with trees maximum initial depth equals 2
and maximum depth equals 7. The population size was 200 and
the number of generations, 500. The probability of crossover and
mutation were respectively equals to 0.7 and 0.2. Each experiment
was run 30 times with random data partitioning, using 70% of the
data for training and 30% for test. The statistical significance of the
results were tested with Wilcoxon signed-rank test for two-samples
and with Wilcoxon paired test for multiple samples comparisons
[13] with Bonferroni correction and level of significance 𝛼 = 0.05.
Tables with all 𝑝-values are in the Supplementary Material1 (SM).

Six public2 real-data datasets were used: Boston, with 506 in-
stances and 13 attributes; ENB Cooling, and ENB Heating with 768
instances and 8 attributes; Airfoil, with 1503 instances and 5 at-
tributes; RB Cost and RB Sales, with 372 instances and 107 attributes.
The ENB Cooling and ENB Heating have the same features, but
different targets. The same for the RB Cost and RB Sales.

4 RESULTS AND DISCUSSION
4.1 Effect of the metrics on the predictive

ability of the models
The first concern on generating less complex models relies on if it
keeps its predictive ability. The effect of the parsimony selection
1Supplementary material available at https://bit.ly/3XdKDEY.
2OpenML https://www.openml.org/.
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on the RMSE of the test partition was dataset-dependent. Thus,
it was not possible to observe a pattern in the effect of using the
complexity metrics on the predictive ability of GP. Tables SM 1 to
6 present the 𝑝-values for the tests of the differences between the
mean test error using only RMSE versus using RMSE and the other
complexity metrics on each dataset.

For the Boston dataset, only the 𝑑 worsened the RMSE of the test
partition. For the ENB Cooling and ENB Heating, all complexity
metrics worsened the RMSE of the test partition, except the 𝑛𝑎𝑜
and 𝑛𝑎𝑜𝑐 . For the Airfoil, the 𝑛𝑜 , 𝑆 and _ worsened the RMSE of
the test partition. For RB Cost and RB Sales, none of the complexity
metrics worsened the RMSE of the test partition.

4.2 Effect of the metrics on the generalisation
ability of the models

In addition to maintaining the predictive ability, it is important to
verify whether the algorithms maintain their generalisation ability.
This can be inferred by the difference between train and test errors.
A much higher test error than a train error is an indication that the
algorithm is overfitting. Table 1 shows the mean RMSE in train and
test partitions for each experiment and dataset. The 𝑝-values are in
Table SM 7. In general, the 𝑆\ had the best effect on controlling the
overfitting of the algorithms. The 𝜙 and _ were also good.

For the Boston dataset, the mean test error was larger than the
mean train error in all experiments. On the other hand, for the RB
Sales and RB Cost, the mean test error was smaller than the mean
train error in all experiments. This indicates that for these datasets
the use the parsimony selection did not have a significant effect in
the generalisation ability of the model. For the ENB Cooling dataset,
the 𝑝-value for the difference between the train and test errors was
not significant. For the ENB Heateing dataset, the mean test error
was larger than the mean train error when using only the RMSE.
For both datasets, all solutions using more than one optmisation
criterium had the mean test error larger than the mean train error,
except the 𝜙 , 𝑆\ and _ solutions. For the Airfoil dataset, the test
error was larger than the train error using the RMSE and 𝑛𝑎𝑜𝑐 . The
use of the other metrics improved the generalisation ability of the
algorithm, as with them the test error was equals or smaller than
the train error.

4.3 Effect of the metrics on the interpretability
of the solutions

Interpretability is not directly measurable and it depends on the
use of the model. In this Section, the structure of the best solutions
in terms of train error are compared. As we were interested in
intrinsically understandable models, no simplification was consid-
ered. Besides the structure of the solutions, two other criteria were
used for their comparisons: the train error and the use of frequent
features among the best solutions for the respective dataset. The
analysed solutions are presented in Table SM 8.

For the Boston dataset, all best solutions used exclusively the
dataset feature 𝑓5, except the _ solution, which was composed
just by the 𝑓10 feature. This indicates that 𝑓5 is the most important
feature of this dataset. The solutions generated with 𝑛𝑜 and 𝑆\ were
considered the best in terms of interpretability. Their train errors are
at the same scale of the train errors of the other analysed solutions,

they are small and their mathematical expression is simple, as they
do not contain any trigonometric operators. For the ENB Cooling
dataset, all best solutions used the dataset feature 𝑓4, except the 𝑆\
solution, which did not use any dataset feature. The 𝑛𝑜 solution was
considered the best because it is very small, simple and, in addition
to the feature 𝑓4, it uses the 𝑓1 and 𝑓3. Both were also used by the
RMSE solution, the best solution in terms of train error. Thus, the
𝑛𝑜 solution likely incorporated relevant information available in
the dataset. For the ENB Heating dataset, all best solutions used
the feature 𝑓4, except the 𝜙 and 𝑆\ , which did not use any feature.
The 𝜙𝐶 was selected as the best by the same reasons of the 𝑛𝑜

solution for the Boston dataset. For the Airfoil dataset, the solutions
generated by 𝑆 , 𝑆\ and _ did not contain any dataset feature. The𝜙𝐶
was chosen as the best because it is small, mathematically simple,
and it uses two dataset features. The use of two features is an
advantage in this dataset with only 5 features and for which many
solutions did not use any of them. For the RB Cost dataset, all best
solutions used the 𝑓11, despite the large number of features of this
dataset (107). The solutions with the simpler structure were the 𝜙𝐶 ,
𝑑 , 𝑛𝑜 , 𝑆 and _. The𝜙𝐶 was chosen as the best because its structure is
small and simple, and it has the smallest train error after the RMSE,
𝑛𝑎𝑜 and 𝑛𝑎𝑜𝑐 solutions. For the RB Sales dataset, all best solutions
used the 𝑓11, as observed in the RB Cost dataset. Among them, the
𝜙𝐶 and the 𝑛𝑜 were the best in terms of interpretability. The 𝜙𝐶 is
bigger, but it only uses the sum and subtraction operators.

All best solutions generated with 𝑛𝑎𝑜 and 𝑛𝑎𝑜𝑐 were too big to
be analysed. However, the differences between their train errors
and the train errors of the RMSE solution were small. Indeed, their
train error were smaller than the train error of the RMSE solution
for the RB Cost ans RB Sales datasets. Only 𝑛𝑜 and _ criteria gen-
erated solutions with size < 20 for all datasets, but only the 𝑛𝑜
solution was selected as the best (Boston, ENB Cooling and RB
Sales datasets). Most of the solutions selected as the best in term of
interpretability were generated by a composition of more than one
structural complexity metric. The 𝑆\ was selected for the Boston
dataset and the 𝜙𝐶 was selected for the ENB Heating, Airfoil, RB
Cost and RB Sales datasets. Interestingly, the 𝜙 and 𝜙𝐶 used the
same criteria, but the former used by them combined in the 𝜙 for-
mula and the latter used them separated. It is not possible to know
it the best performance of the 𝜙𝐶 in comparison to the 𝜙 is due to
the preservation of the multi-objective nature of the problem or if
a formula of 𝜙 can work, but it needs to be improved.

5 CONCLUSIONS
The need for Machine Learning models whose predictions and
structure can be understood by humans has increased with the
use of these models by society. Tree-based Genetic Programming
(GP) has the potential of generating intrinsically explainable, called
interpretable, models as its solutions usually do not require any
coding-decoding phase. However, this potential is frequently not
fulfilled because the solutions tend to grow too much during the
evolution. Many structural complexity metrics have been proposed
in the literature to be used in parsimony selection for generating
smaller and less complex GP models. However, although inter-
pretability, size and complexity of the models are related, they do
not necessarily imply one another. Thus, it is not guaranteed that
these approaches will increase the interpretability of the models.
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Table 1: Train and test mean RMSE for each experiment and dataset. Bold pairs are significantly different (𝛼 = 0.05, with Bonferroni correction
for multiple comparisons). Values with (*) indicate the cases in which the error in the test partition is smaller than the error in train partition.

Boston ENB Cooling ENB Heating Airfoil RB Cost RB Sales
train test train test train test train test train test train test

RMSE 3.17 24.89 2.33 3.17 2.57 3.74 4.79 6.47 199.51 132.43* 205.57 149.48*
𝜙𝐶 6.53 12.45 4.92 6.71 5.01 6.83 7.09 6.67 286.32 184.07* 283.04 197.85*
𝑑 4.42 12.57 4.88 6.87 5.23 6.72 7.04 6.74* 345.03 132.73* 345.32 137.25*
\ 4.54 12.09 4.66 6.19 4.65 6.35 6.48 6.43 409.03 194.12* 421.45 190.91*
𝑛𝑎𝑜 3.19 221.09 2.81 4.17 2.91 3.58 5.63 6.60 175.41 119.37* 172.21 115.23*
𝑛𝑎𝑜𝑐 3.13 13.82 2.21 3.02 2.28 3.22 5.08 6.38 175.10 145.43* 180.53 126.11*
𝑛𝑜 4.94 12.55 5.22 6.59 5.14 6.68 13.12 13.44 339.35 139.30* 338.43 135.63*
𝜙 8.80 13.55 7.81 9.26 8.07 10.12 12.72 12.56 333.01 140.45* 339.87 172.00*
𝑆 5.77 13.03 5.75 7.60 6.05 7.95 9.64 9.70 343.11 136.80* 343.14 139.65*
𝑆\ 6.27 12.89 6.58 8.17 5.94 7.52 6.84 6.48* 409.50 151.99* 404.93 157.02*
_ 7.11 11.71 6.97 8.45 6.25 8.44 15.63 15.49 345.81 153.23* 343.73 131.16*

The present empirical study investigated how some of the most
important existing metrics for controlling the structural complex-
ity of GP solutions affect the interpretability of the models. Tree
depth, number of unique features, number of operators (𝑛𝑜), num-
ber of non-arithmetic operators (𝑛𝑎𝑜), number of consecutive non-
arithmetic operators (𝑛𝑎𝑜𝑐), size and a proxy for human inter-
pretability (𝜙) were tested withmulti-objective problems. In general,
the use of 𝑛𝑎𝑜 and 𝑛𝑎𝑜𝑐 individually did not have any effect in the
generated models. For the other metrics, the effect of their use was
dataset-dependent in all results. Importantly, the metrics not always
worsened the prediction ability of the models. In general, the most
interpretable solutions were generated with the components of 𝜙
used separately. The 𝑛𝑜 and the 𝑆\ also generated good solutions
in terms of interpretability. As two of the experiments with the
best results apply more than one metric as optimisation criteria,
this can indicate that the combination of the structural complexity
metrics is a good strategy for generating interpretable GP models
with the parsimony selection approach. In fact, this makes sense, as
the interpretability of the models is a multi-factorial concept. Thus,
further studies on the combination of the structural complexity
metrics in parsimony pressure are promising.
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