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Abstract 

This thesis examines which financial indicator is the most accurate to model and predict the tail 

risk of output growth in the euro area. The CISS is more informative than other indicators that 

only focus on specific segment of the financial market. To capture the tail distribution 

information, the thesis implements quantile regression, capturing determined quantile of the 

output growth distribution. The forecast produced with the quantile regression for the 10th and 

the 5th quantile outperformed the standard OLS model in terms of forecasting evaluation metrics 

in predicting the 2008 output growth downfall, concluding that the quantile specification, 

combined with the CISS as financial indicator, improves the modeling and forecasting accuracy 

of tail risk output growth in the euro area. 
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1 Introduction 

The first purpose of the thesis is to examine and define which measure of financial conditions 

is the most informative about the tail risks to output growth in the euro area, which will be 

defined in the thesis as the bottom 10th quantile. Further analysis will also be provided for the 

bottom 5th quantile, which can give a better understanding of the euro area output growth risk, 

especially if we apply this analysis to the 2008 financial crisis, where the magnitude of the 

shock can be considered as an extreme tail event. The second purpose, but also main to the 

thesis, is to find, and then demonstrate if it is present, the advantage of using a quantile 

regression framework while trying to model and forecast output growth, and in particular output 

growth declines such as recessions. The thesis will apply quantile regression framework to the 

2008 financial crisis to predict the output growth downfall using each bottom quantile, 

especially the 5th and the 10th, as they should be representative of the output growth tail risk. 

2 Literature 

Considering the recent literature, Adrian et al (2019) found that financial conditions play a 

critical role for forecasting the distribution of future output growth in the US economy. During 

the recent years of financial turmoil, policy makers have been drawn towards the relationship 

between financial variables and output growth. This thesis contributes to the recent literature 

on tail risk to output growth, literature composed by papers such as Adrian et al (2019); 

Brownlees and Souza (2019); Reichlin et al (2019); Chaveleishvili and Manganelli (2019). This 

thesis differs from those papers by focusing the analysis on the euro area financial conditions, 

trying to find a relation between various financial variables and output growth tail risks. The 

paper of Adrian et al (2019), applied a similar analysis for the US economy, in this thesis, the 

analysis will be performed for the European economy, defining, and choosing the financial 

indicator which is the best to model output growth tail risks. Another part of the literature that 
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should be considered is the working paper of Figueres and Jarocinski (2020), while this 

elaborate differs by not only modeling output growth tail risk (that is done in the first part of 

the working paper, but also forecasting output growth using different quantiles, evaluating those 

forecasts for each quantile and then performing an application for 2008 financial crisis with the 

regression quantile framework and the financial indicator that better explain the output growth 

tail risks for euro area. Similar forecasting analysis has been done in the working paper of 

Chaveleishvili and Manganelli (2019). This thesis differs from the working paper by 

performing a variables selection analysis and then using a univariate time series framework for 

the quantile regression model in the 2008 forecasting application. Performing univariate 

quantile regression analysis saves several degrees of freedom, criticality due to the availability 

of the data for the financial indicator CISS, which has also been used by Chaveleishvili and 

Manganelli (2020). Another difference from the literature is that the thesis also presents a 

quantile forecasting application using Gradient Boosting Regression, which is a state-of-the-art 

machine learning algorithm for classification and regression problems that can be applied to the 

quantile framework and context. 

3 Quantile Regression Analysis 

In this section, as first step, the optimal financial indicator will be detected using the quantile 

loss function called Tic Loss, which is the implicit loss function when the object of interest is 

a forecast of a particular quantile of a distribution, according to Giacomini and Komunjer 

(2005). Later in the section, different quantile regression model will be estimated with the 

optimal financial indicator as independent variable and output growth as dependent variable. 

Each model will be estimated using different quantile levels of the output growth distribution, 

and then the coefficients will be analyzed for each one of them, showing their dynamics through 

the dependent variable distribution. 
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3.1 Variable Selection 

The Analysis starts by performing variable selection considering different financial indicators 

for the euro area. Sovereign spread, defined as 10-years European bond minus the 10-years 

German bond, reflects the riskiness of the euro area sovereign debt relative to the German debt 

which is less risky. The TED spread of the euro area, defined as the 3-month Euribor minus the 

3-month German bond, is a financial measure that reflects the credit risk for interbank loans. 

The Term Spread of the euro area, defined as the 10-year German bond minus the 3-month 

German bond. The reason to focus on the Germany term spread is because the German bonds 

have virtually no risk of default, while other countries in Europe could have the term spread 

distorted by this risk-reward compensation at different horizons. Finally, it is considered a 

financial measure that aggregates financial conditions: The Composite Indicator of Systemic 

Stress (CISS) by Hollò et al. (2012). The CISS is defined as a non-linear aggregation of 15 raw 

financial stress measures, divided into 5 market-based categories: Financial intermediaries’ 

sector, money market, bond market, bond market and foreign exchange markets, equity 

markets. This indicator picks up the episodes when multiple financial stress measures are 

simultaneously high and exhibiting high time-varying correlation. The core purpose of this 

indicator is to detect systemic stress episodes, which is perfect for the analysis on tail risk output 

growth. To perform variable selection, it is necessary to have a selection criteria. In this case 

the selection criteria will be a loss function to minimize. Giacomini and Komunjer (2005) argue 

that the Tic Loss is the implicit loss function whenever the object of interest is a forecast of a 

particular quantile of a distribution. The Tic Loss function works as stated by the expression: 

𝐿(𝑦𝑖𝑝,  𝑦𝑝)   =  𝑚𝑎𝑥[𝑞(𝑦𝑖  −  𝑦𝑖𝑝),   (𝑞 −  1)(𝑦𝑖  −  𝑦𝑖𝑝)   (1) 

Where 𝑦𝑖𝑝 is the predicted value of 𝑦, 𝑦𝑖 is the actual-observed value and 𝑞 is the quantile. 

For the analysis and the variable selection process, the data are quarterly, starting from the 
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second quarter of 2000 and ending, for the training sample, in the third quarter of 2007, with a 

total of 30 observations. The test sample starts in the last quarter of 2007 and ends in the second 

quarter of 2009, for a total of 7 observations in the test sample. The variables considered are: 

CISS, Sovereign spread, TED spread, Term spread. All of them are taken considering from the 

first to the fourth lag and evaluated at 10th quantile, while the output growth is considered at 

time t such as 𝑦𝑡. A general linear regression model would be as in the equation below: 

𝑦𝑡  =  𝛽0 +  𝛽1𝑥𝑡−𝑖 + 𝜖   (2) 

Taking a similar structure to the linear regression, the general quantile regression model 

equation for the 𝜏𝑡ℎ quantile is: 

𝑄(𝑦𝑡)  =  𝛽0(𝜏) + 𝛽1(𝜏)𝑥𝑡−𝑖 + 𝜖   (3) 

In this specific analysis the estimation of the univariate quantile regression model is performed 

at 10th quantile level for each variable. Then the financial indicators will be evaluated against 

the test sample using the Tic Loss function (1) as selection criteria (Table 1).  
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Table 1: Tic Loss Quantile Report for different financial indicators at different time lags. 

Tic Loss value for each variable at different time lags where the univariate quantile regression 

model is estimated at 10th quantile. 

 

As shown in Table 1, 𝐶𝐼𝑆𝑆𝑡−2, where 𝑡 is time in quarters, is the variable which minimizes the 

Tic Loss Function given the 10th quantile estimation of the model. Thus, the CISS best fits the 

10th quantile of output growth distribution, followed by the Sovereign spread and TED spread. 

This is the same result found in the working paper of Figueres and Marek Jarocinski (2020).  

Focusing only on the CISS financial indicator, Table 1 provides the Tic Loss for all the last 

year quarters, in which is shown that CISS second lag minimizes the Tic Loss. The decision of 

using the Tic Loss function as objective function in the analysis is based on the knowledge that 

the it is the implicit loss function whenever the object of interest is a forecast of a particular 

quantile of a distribution as analyzed in the paper of Giacomini and Komunjer (2005). 
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Considering this foundation, the thesis will continue the analysis by using the CISS as the main 

explanatory variable for the quantile regression models and the forecasting analysis. 

3.2 Coefficients Analysis 

As shown in Exhibit 1, different quantile regression models have been built considering as 

dependent variable the output growth and as independent variable 𝐶𝐼𝑆𝑆𝑡−2. The models are 

estimated given different quantiles: 5th, 10th, 50th and 90th, considering our data sample from 

second quarter of 2000 to last quarter 2021.  It is also estimated the OLS model, to show the 

different coefficients of each model. Considering the relation between output growth and CISS, 

we are expecting negative coefficients due to the economic reasons that an increase in the CISS 

will lead to a decrease of output growth. This economic thought is reflected in Exhibit 1 where 

all the coefficients are negative. The purple top line is the quantile regression model estimated 

at the 90th quantile. This model has a negative coefficient of -0.0060, which is statistically 

significant at 10% significance level. The coefficient of 𝐶𝐼𝑆𝑆𝑡−2 at 10th quantile is -0.0288, with 

a p-value at a significant level less than 1% (Table 3). As shown in Exhibit 1, the model 

estimated using OLS has a smaller in absolute term, but still negative, coefficient of -0.018 than 

the one of the models estimated at the 10th quantile (-0.0288), highlighting that the 10th quantile 

model captures a tail distribution dynamic that the baseline OLS model is not able to capture. 

The OLS model and the quantile regression model estimated at 10th quantile also differs in the 

intercept as shown in Exhibit 1. Considering the same exhibit, it is also possible to see how the 

5th quantile is capturing tail distribution behavior that is neglected by the other quantile levels 

and the OLS model, highlighting that there are some tail risk events in the output growth 

distribution that can be modelled using the 5th quantile model. In this model the coefficient is -

0.065 (statistically significant at less than 1% as shown in Table 4). Difference in the OLS 

model and the 50th quantile regression model is due to the underlying distribution, which is not 
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a normal distribution, so the two models give different results. Considering now Exhibit 2, it is 

possible to analyze the coefficient evolution and dynamics at different quantile levels. The slope 

of the CISS coefficient changes at each quantile, highlighting different behaviors of the model 

for different sections of the output growth distribution, showing that the CISS can capture the 

nonlinear relationship between financial conditions and future output growth in the euro area. 

Considering the dynamics of CISS coefficients between different quantile levels, it is possible 

to conclude that the CISS has a significantly asymmetric effect on the lower tail of the output 

growth distribution. 

Exhibit 1: Quantile Regression coefficient analysis. Quantile regression models estimated at 

different quantiles level: 5th, 10th, 50th and 90th. OLS regression model as red line. 
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Table 3: Quantile Regression results. Model estimated at 10th quantile for 𝐶𝐼𝑆𝑆𝑡−2  as 

independent variable and output growth as dependent variable. 

 

Table 4: Quantile Regression results. Model estimated at 5th quantile for 𝐶𝐼𝑆𝑆𝑡−2  as 

independent variable and output growth as dependent variable. 

 

Exhibit 2: Quantile Regression coefficient dynamics. Evolution of the 𝛽𝐶𝐼𝑆𝑆𝑡−2
 coefficient 

given different quantile levels. Confidence intervals as dotted lines. 
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3.3 Fitted and Actual values 

Examining Exhibit 3 it is possible to analyze how different quantile models, estimated using 

the model (3), are fitting differently the output growth actual values observed from second 

quarter 2000 to last quarter 2019. The purple line is the model in equation (3) estimated 

considering the 90th quantile. This model only captures and fits the upper part of the output 

growth distribution, in this particular case, the OLS model (green line) is more sensitive to 

capture the financial crisis of 2008 and its output growth fall. The 10th quantile model is able to 

capture more the output growth downfall of 2008 then the OLS baseline model, but the massive 

improvement in terms of fitting the 2008 financial crisis is reached by modeling using the 5th 

bottom quantile, while in Chaveleishvili, Manganelli (2019) and Figueres, Jarocinski (2020) 

only the bottom 10th quantile is used to represent the crisis scenario, which could lead to lose 

explanatory power of the output growth distribution.  

Exhibit 3: Fitted Values and Actual Values. Estimated values of output growth using different 

quantile levels and 𝐶𝐼𝑆𝑆𝑡−2 as independent variable. Actual output growth as black dotted line. 
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4 Forecasting Analysis 

In this section, two different forecasting analysis will be performed using the financial indicator 

CISS and the quantile regression framework. The first analysis will be applied to the 2008 

financial crisis, and the second one to the covid-19 shock in Europe. The analysis will focus on 

how the financial indicator CISS is a critical variable to model financial crisis, while it is not as 

explanatory if used to model and forecast non-financial shocks as the covid-19 was. The 

quantile framework will allow us to focus on the part of the distribution representing the output 

growth downfall. Attention will be provided for the bottom 10th quantile and the bottom 5th 

quantile while performing the quantile regression analysis and forecasting. 

4.1 The 2008 Financial Crisis 

Following the logic covered in the variable selection chapter, the forecasting section considers 

the general regression quantile model as defined in equation (3). It will be estimated using 

different quantile thresholds with the 𝐶𝐼𝑆𝑆𝑡−2 as independent variable which is the most precise 

financial indicator in terms of the Tic Loss function. As covered earlier in the thesis, the CISS 

is the indicator that picks up the episodes when multiple financial stress measures are 

simultaneously high and exhibiting high time-varying correlation. The core purpose of this 

indicator is to detect systemic stress episodes, which is perfect for the analysis on tail risk output 

growth. That being said, it is possible to examine the high inverse correlation between output 

growth and the CISS, especially during crises that can be explained by the financial sector of 

the economy as the 2008 financial crisis was. The CISS in Europe started to increase sharply 

already in the last quarter of 2007, as the financial crisis started in the US economy, going from 

0.0745 in the third quarter of 2007 to 0.2477 in the last quarter of 2007. This highlights that the 

financial indicators were already detecting financial stability changes in the European economy. 

After few quarters the CISS doubled, reaching 0.4807 in the second quarter of 2008. After 
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continued increases, the CISS reached the peak in the second quarter of 2009, with a value of 

0.7401. Considering output growth, it stayed stable around 1% for the 2007, starting to approach 

zero only in the early 2008, while the CISS was already increasing rapidly. In the first quarter 

of 2009 the output growth reached the deepest peak during the financial crisis, touching the 

minimum value of -3.66%. The CISS during the same period reached 0.7370, which is the 

second maximum historical value. The absolute peak of CISS will be reached only the next 

quarter, at a value of 0.7401 (Table 5). Exhibit 4 provides the historical values of output growth 

and the CISS, highlighting their high negative correlation especially during the events of the 

financial crisis. The CISS stayed at high level in the years after the 2008 crisis as the financial 

turmoil persisted, in fact, during 2012 Europe was hit by the sovereign debt crisis. 

Table 5: Output growth and CISS values during and after the 2008 financial crisis.  
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Exhibit 4: Output growth and CISS historical observations. Quarterly data of the financial 

indicator CISS (red line) and output growth (blue line). 

 

4.2 Forecasting the 2008 Financial Crisis 

To forecast output growth during the 2008 financial crisis, the thesis will start the analysis by 

splitting the data into training and test sample. The independent variable is the 𝐶𝐼𝑆𝑆𝑡−2, for this 

reason the training sample is composed of the CISS values starting from the second quarter of 

2000 and ending in the third quarter of 2007, for a total of 30 observations. The test sample is 

composed of observed output growth values, the data that the model is built to forecast. It starts 

in the last quarter of 2007 and ends in the second quarter of 2009, for a total of 7 observations, 

to capture all the output growth downfall of the financial crisis. Then, the quantile regression 

models are estimated according to equation (3) for the 5th, 10th, 25th, 75th and 90th quantile of 

output growth, using the independent variable 𝐶𝐼𝑆𝑆𝑡−2. After training the models for each 

quantile, they are used to predict output growth. The results of the forecasts are compared with 

the test sample using the MSE, RMSE and the MAE as evaluation metrics. The MAE is 
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included for sake of completeness, and it can be easily neglected during this forecasting 

evaluation analysis as the MSE and its root transformation account and penalize for large errors 

more, which is in line with the logic of forecasting analysis during a considerable output growth 

downfall as the 2008 financial crisis was. The OLS model is also included in the analysis to 

compare its forecasts with the quantile regression ones, to establish a real advantage of using a 

quantile regression framework to predict output growth during a crisis. The 10th output growth 

forecasts produced by the quantile regression model are more accurate than the values 

forecasted by the other quantile models (excluding the 5th one) and by the OLS model as shown 

in Exhibit 5, where the forecasts of each quantile regression model are compared to the test 

sample of output growth. This intuition is provided by Exhibit 5 in a graphic representation by 

analyzing the forecasts line and concluding that those are closer to the output growth negative 

peak, which corresponds to the first quarter of 2009. Table 6 provides forecasting evaluation 

metrics for all the models estimated. The 10th quantile regression model has a MSE of 0.000169 

(RMSE of 0.013), the smallest compared to the other quantile models (excluding the 5th 

quantile) and most importantly, it is significantly smaller than the MSE of the Ordinary Least 

Square model (0.000288), concluding that the quantile regression, if considering the right 

quantile, could improve the forecasting analysis of output growth during crisis. The 10th 

quantile was the one considered representative of an economic crisis and the one upon which 

the analysis is developed in the paper of Chaveleishvili and Manganelli (2019) and in the paper 

of Figueres and Jarocinski (2020).  In this thesis the analysis is pushed forward by estimating a 

quantile regression model considering the 5th quantile. Following the analysis for the 10th 

quantile, the 5th should be able to capture the crisis even more, representing the bottom 5% of 

the output growth distribution such as tail events. The forecast produced by the 5th quantile 

regression model is more accurate in terms of MSE (or its square transformation the RMSE) 

than the forecast of the 10th quantile model as it is shown in Table 6, dropping from 0.000169 
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to 0.000145. Considering Exhibit 5, the 5th quantile forecast is capturing the output growth 

downfall peak more than all the other models, suggesting that even if the forecasting evaluation 

metrics are close to the 10th quantile ones, the 5th quantile forecast should be considered capable 

of capturing more extreme negative tail events. Table 7 shows the single forecasted values for 

each quantile model and for each quarter. The 5th and the 10th quantile models are the only ones 

that capture the downfall of output growth, forecasting significant negative values while other 

models forecast remain positive or close to zero for the entire test sample period. The 5th 

quantile forecast is the closest one to the output growth negative peak of 2009 first quarter, with 

a forecasted value of -2.04% against the actual value of -3.66%, while the 10th quantile forecast 

is -0.78%, not even close to the negative peak or the 5th quantile forecast. The 5th quantile 

forecast referred to the last quarter of 2008 is -2.39%, against the actual value of -2.28%, while 

the 10th quantile forecast is -0.98%. In this last example, the 5th quantile model is way more 

accurate to capture the output growth downfall. In Conclusion, forecasting output growth with 

a regression quantile framework, using the 10th and the 5th quantile, leads to significant 

improvements in the forecasts that would have been obtained using the OLS regression model 

without the quantile approach. As already analyzed, forecasting using the 10th quantile instead 

of the OLS, reduces the MSE from the OLS value of 0.000288, to 0.000169, value of the 10th 

quantile model (Table 6). Moreover, further improvements in the forecasts can be reached by 

considering also for the 5th quantile, which was not examined in other papers as Chaveleishvili 

and Manganelli (2019), Figueres and Jarocinski (2020). That being said, the MSE of the 5th 

quantile model is halved compared to the OLS MSE, representing significant improvements in 

the forecast accuracy of output growth during the crisis. Lastly, as shown in Table 7, the 5th and 

the 10th quantile models capture the output growth negative peak during the last quarter of 2008 

and first quarter of 2009, while the OLS model continued to forecast positive values during this 

entire period of the financial crisis.  
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Exhibit 5: Quantile regression models forecasts and test sample. The quantile regression 

models are trained using different quantile levels and the 𝐶𝐼𝑆𝑆𝑡−2 as independent variable. 

 

 

Table 6: Forecasting Evaluation Metrics. Mean absolute error, mean squared error and root 

mean squared error are calculated for each quantile model forecast.  
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Table 7: Models forecasts and output growth actual values during 2008 financial crisis. 

 

4.3 Features Engineering 

Considering the forecasting analysis that has been done in the previous section, the purpose of 

this analysis is to improve the quantile model from equation (3) by training and testing other 

models using different features combinations. The CISS is considered in different lags and 

combined with the 𝐶𝐼𝑆𝑆𝑡−2, which minimizes the Tic Loss function. The previous quarter of 

output growth is also included as an independent variable in the set of model combinations 

accounting for memory and information in the past output growth observations. The final 

purpose is to obtain more accuracy in the forecasts for the 5th and 10th quantiles than in the ones 

obtained only using 𝐶𝐼𝑆𝑆𝑡−2 as independent variable. The results of the train and test analysis 

of the different models is reported in Table 8, in which all forecasting evaluation metrics are 

exposed for each variable combination used. The models are evaluated at the 5th and the 10th 

quantile, priority in the evaluation metrics is given to the mean squared error, reflecting the 

logic of the previous section. Table 8 shows that the combination of  𝐶𝐼𝑆𝑆𝑡−2 and 𝐶𝐼𝑆𝑆𝑡−3 leads 

to a better forecast accuracy than the model estimated only using 𝐶𝐼𝑆𝑆𝑡−2 as independent 

variable, performing better at both 5th and 10th quantile for all the metrics considered. Table 9 

provides a comparison between the MSE of the 5th and the 10th quantile and the OLS MSE, 

concluding that the forecasting accuracy increases if applying a quantile specification to the 

regression framework. Equation (4) represents the mathematical specification of the new 
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quantile regression model, while Exhibit 6 shows a graphical representation of the different 

quantile forecast. 

𝑄(𝑦𝑡)  =  𝛽0(𝜏) + 𝛽1(𝜏)𝐶𝐼𝑆𝑆𝑡−2 + 𝛽2(𝜏)𝐶𝐼𝑆𝑆𝑡−3  + 𝜖   (4) 

Table 8: Forecasting evaluation metrics for features optimization. Different features are 

considered and combined to increase the accuracy of the forecast. 

 

Exhibit 6: Quantile regression models forecasts and test sample.  

The forecasts are obtained using model (4) at all the different quantile levels in the chart legend. 

The OLS forecasts are also reported to complete the analysis.
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Table 9: Forecasting evaluation metrics for the feature optimized model and the OLS. The 

quantile models are estimated using equation (4), while the OLS model is estimated using the 

same independent variables but without the quantile specification. 

 

4.4 Forecasting the Covid-19 Shock 

In this section the quantile forecasting analysis will be pushed forward by implementing an 

analysis for the Covid-19 shock. After increasing the forecasting accuracy by implementing the 

model in equation (4), in this section it will be used and applied to forecast the output growth 

shock due to the covid-19 pandemic. The model (4) is trained with the CISS training sample, 

starting in the second quarter of the 2000 and ending in the third quarter of 2019, for a total of 

78 observations. The output growth test sample starts from the last quarter of 2019 and ends in 

the second quarter of 2020, for a total of 3 observations as the analysis is only considering the 

output growth downfall and not the positive correction in the quarters after. In Table 10 the 

forecasting evaluation metrics for each quantile model are reported, highlighting that the 5th and 

the 10th quantile models still the best ones to predict a crisis. Although the findings of those 

models are not as good as the ones founded for the 2008 financial crisis. During the first and 

second quarter of 2020 the output growth fell and became negative, while the models that were 

trained, regardless of the quantile, are not able to capture the output growth downfall, 

forecasting positive values for all the period and only values close to zero for the 5th quantile 

one (Table 11), showing how wide the difference between the forecasted values of output 

growth using model (4) and the actual output growth values during the shock are. In conclusion, 
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the CISS fails to capture the covid-19 shock due to the nature of the indicator, which is a 

financial one while the shock was a supply side shock not originating in the financial sector of 

the economy. 

Table 10: Covid-19 forecasting evaluation metrics for each quantile model.  

 

Table 11: Models forecasts and output growth actual values during the covid-19 shock. 

 

4.5 Gradient Boosting Regression 

Gradient boosting regression is a machine learning technique, more in details it is a supervised 

learning algorithm. Supervised learning means modeling the data relationship between 

measured features (covariates) and the associated label. An algorithm of this kind analyzes the 

data and extrapolate a function from them, as the regression analysis does, which is in fact a 

supervised learning algorithm. Gradient boosting is an ensemble method where multiple weak 

models are created and then combine to get better performance. The gradient boosting algorithm 
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involves training weak learners, which are low bias estimators, to predict the outcome of the 

target variable. Once the first step of training is finished, then another model is trained using 

the residual from the previous model. After the first step, the following learners are not trying 

to predict the target variable, but the residuals of the previous learner. This process of predicting 

residuals continues until no further improvements are possible. In the next section an 

application of the model is provided for the 2008 financial crisis, while in appendix the 

mathematical derivation of the algorithm is presented, following the paper of Friedman (1999). 

4.5.1 Gradient Boosting Regression Application 

Following the analysis that has been done in forecasting the output growth using a quantile 

regression framework, in this section the gradient boosting algorithm is applied to the 2008 

financial crisis, to assess if this machine learning technique is able to out-perform the quantile 

regression forecast presented in section 4.2 and 4.3. This machine learning algorithm will also 

be evaluated and compared with the forecasts of the standard OLS regression. The train and test 

sample are the same presented in section 4.2: The training sample is composed of the financial 

indicator values starting from the second quarter of 2000, ending in the third quarter of 2007, 

for a total of 30 observations. The test sample is composed of output growth values, the data 

that the model is built to forecast. The test sample starts in the last quarter of 2007 and ends in 

the second quarter of 2009. It is composed of 7 observations. Then the machine learning model 

is trained using 𝐶𝐼𝑆𝑆𝑡−2 and 𝐶𝐼𝑆𝑆𝑡−3 as features (independent variables). Output growth at time 

𝑡 is the target variable (dependent variable). Table 12 provides the forecasting evaluation 

metrics for the machine learning model estimated using the quantile loss function as in equation 

(1). The table highlights that the Gradient Boosting Regression model is performing poorly if 

compared to the simpler OLS regression model, which has a MSE of 0.000251, smaller than all 

the MSE of the machine learning models. The MAE is pointing in the same direction of the 
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MSE, concluding that the non-quantile OLS model performed better in terms of forecasting 

evaluation metrics compared to the quantile gradient boosting regression. The gap is even more 

evident if considering the MSE and the MAE of the quantile regression model estimated using 

model (4) and compared it to the forecasting evaluation metrics of the quantile gradient boosting 

regression (Table 13). As reported in Table 13, the quantile regression model, with the same 

covariates of the quantile gradient boosting regression, is out-performing in terms of forecasting 

accuracy the machine learning algorithm, presenting a MSE at the 5th quantile of 0.000131, 

while the gradient boosting at the same quantile has a MSE value of 0.000489, more than three 

times the quantile regression MSE value. The difference still considerable if examine the 10th 

quantile of both algorithms. The gradient boosting has a MSE of 0.000463, while the quantile 

regression model has a MSE of 0.000148, more than a third compared to the machine learning 

forecasting metric. In conclusion, the quantile regression model outperformed the gradient 

boosting regression (with quantile specification) in terms of forecasting accuracy of the 2008 

output downfall. 

Table 12: Quantile gradient boosting regression forecasting evaluation metrics. 
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Table 13: Quantile regression model and gradient boosting regression compared. 

Forecasting evaluation metrics accuracy of the quantile gradient boosting regression and 

quantile regression model. Values ordered by MSE. 

 

5 Conclusion 

In the thesis it has been found that the financial indicator CISS is the most accurate in modeling 

and predicting output growth downfall during financial crisis. While the quantile regression 

framework models each quantile of the distribution, capturing the non-linear relationship and 

the coefficient dynamics, the standard OLS regression model fails in capturing the left tail 

behavior of the output growth distribution. The economic intuition of a negative correlation 

between the CISS and output growth is reflected in the coefficient of the quantile regression 

models estimated using different quantiles of the output growth distribution, and as the quantile 

become smaller, the CISS coefficient become smaller in absolute terms. A CISS shock in the 

left tail of output growth distribution, such as the 5th or the 10th, has a more negative impact 

than shocks in other quantiles of the distribution.  

Forecasting output growth with a regression quantile framework using the 10th quantile 

outperformed in terms of forecasting accuracy the standard OLS regression model, which fails 

to capture the tail behavior. Further improvements in the forecast accuracy can be reached by 

estimating at the 5th quantile of the output growth distribution, and by so a better fit of the 2008 

financial crisis is reached. Performing features selection and optimization leads to select 

𝐶𝐼𝑆𝑆𝑡−2 and 𝐶𝐼𝑆𝑆𝑡−3 as independent variables for the quantile models, which increase the 



24 

forecasting accuracy at the 5th and 10th quantile level. In particular, forecasting output growth 

during the 2008 financial crisis using the 5th quantile and  𝐶𝐼𝑆𝑆𝑡−2 and 𝐶𝐼𝑆𝑆𝑡−3 as independent 

variables lead to a MSE of 0.000131, a significant accuracy improvement from the OLS MSE 

of 0.000251. What can be moved as the main limitation of the analysis is the data availability. 

For the euro area the CISS was only available starting from the early 2000s, while in the US 

this financial indicator has more historical observations. The data are considered with quarterly 

time frame, and predicting the 2008 cuts the data sample, limiting the training data only to 30 

observations. The loss of degrees of freedom can be considered not brutally impacting the 

analysis, has the last model in section 4.3 is estimated considering only two independent 

variables. Indeed, this reduces the sample data to few observations less than 30 to train the 

model with the intent to predict the 2008 financial crisis.  Despite the remarkable results, the 

CISS financial indicator is not able of modeling and predict with accuracy the covid-19 shock. 

The reason is found in the fact that the CISS is a financial stress indicator, and the covid-19 was 

a different kind of shock. This result could be expected if considered the economic theory 

behind the indicator and the shock. The CISS financial indicator is not able to predict this 

specific output growth downfall, even if the quantile specification highlights that the forecasts 

of the lower left quantiles are more accurate that the OLS model. Lastly, the Gradient Boosting 

Regression was implemented to improve the Quantile Regression model accuracy. 

Unfortunately, the machine learning algorithm failed in performing better than the quantile 

regression model.  In conclusion, it has been found that the CISS is more accurate than the other 

commonly used financial indicators in modeling and predicting output growth downfall during 

financial crisis. The 10th, but more important, the 5th quantile provides significant improvements 

in the forecasting accuracy than the standard OLS regression model.  This suggests that without 

quantile specification we are losing explanatory power and prediction accuracy while modeling 

and forecasting financial crisis in the euro area. 
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Appendix 

Gradient Boosting Regression Algorithm 

Below the logics and methods of the gradient boosting algorithm are presented following the 

paper of Friedman (1999) to briefly introduce the fundamental concept of the machine learning 

model. The first step is to initialize the model with a constant value. 

𝐹0(𝑥) =  𝑎𝑟𝑔𝑚𝑖𝑛𝑦 ∑ 𝐿(𝑦𝑖, 𝛾)

𝑛

𝑖=1

  (5) 

Where 𝐹0 is the initial value, and 𝐿 is the generic loss function that can be specified in the 

algorithm. In this analysis the quantile loss function will be considered later during the 

algorithm application, while in the mathematical specification below it is reported the squared 

loss function as in the Friedman (1999) paper. After initializing the first value, the residuals are 

calculated as follow: 

𝑟𝑖𝑚 =  − [
𝜕𝐿(𝑦𝑖, 𝐹(𝑥𝑖))

𝜕𝐹(𝑥𝑖)
]

𝐹(𝑥)= 𝐹𝑚−1(𝑥)

𝑓𝑜𝑟 𝑖 = 1, … , 𝑛  (6) 

The residuals 𝑟𝑖𝑚 are calculated by taking the derivative of the loss function with respect of the 

previous prediction 𝐹𝑚−1 and multiplying it by -1. The equation is resolved for the residuals 

𝑟𝑖𝑚. 

𝑟𝑖𝑚 =  
𝜕(𝑦𝑖 −  𝐹𝑚−1)2

𝜕𝐹𝑚−1
   (7) 

Taking the derivative from equation (7) we obtain the following result: 

𝑟𝑖𝑚 =  2(𝑦𝑖 − 𝐹𝑚−1)   (8) 
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After this step, the regression tree is trained with feature 𝑥 against 𝑟 and create terminal node 

𝑅𝑗𝑚 for 𝑖 = 1, … , 𝐽𝑚. Where 𝑗 represents a terminal node in the decision tree, 𝑚 denotes the 

tree index, and 𝐽 the total numbers of leaves. The objective is to find 𝛾𝑗𝑚 that minimizes the 

loss function on each terminal node 𝑗. 

𝛾𝑗𝑚 =  𝑎𝑟𝑔𝑚𝑖𝑛𝑦 ∑ 𝐿((𝑦𝑖, 𝐹𝑚−1(𝑥𝑖) +  𝛾)

𝑥𝑖∈𝑅𝑗𝑚

 𝑓𝑜𝑟 𝑗 = 1, … , 𝐽𝑚   (9) 

Plugin the loss function we obtain equation (10): 

𝛾𝑗𝑚 =  𝑎𝑟𝑔𝑚𝑖𝑛𝑦 ∑ (𝑦𝑖 − 𝐹𝑚−1(𝑥𝑖) − 𝑦 )2

𝑥𝑖∈𝑅𝑗𝑚

   (10) 

By taking the derivative of 𝛾𝑗𝑚 , and setting it equal to zero from equation (10), the following 

result is obtained: 

𝛾 =
1

𝑛𝑗
 ∑ 𝑟𝑖𝑚

𝑥𝑖∈𝑅𝑗𝑚

   (11) 

Where 𝑛𝑗  stands for the number of samples in the terminal node 𝑗. This means that the 𝛾𝑗𝑚 

which minimize the loss function is the average of the residuals 𝑟𝑖𝑚 in the terminal node 𝑅𝑗𝑚. 

In the last iteration, the prediction is updated providing equation (12). 𝑣 is the learning rate 

ranging between 0 and 1 which controls the degree of contribution of the additional tree 

prediction 𝛾 to the combined prediction 𝐹𝑚. A bigger learning rate increases the effect of the 

additional tree prediction, but it also increases the chance of the model to overfit the training 

data. 

𝐹𝑚(𝑥) =  𝐹𝑚−1(𝑥) + 𝑣 ∑ 𝛾𝑗𝑚1(𝑥 ∈ 𝑅𝑗𝑚)   

𝐽𝑚

𝑗=1

(12) 
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