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Abstract: AI Chatbots are commonly used nowadays in different sectors such as real estate, marketing, healthcare, as well 
as education, in which both students and educators use these intelligent systems to gain personalized support and guidance 
to perform their tasks. Usage varies from solving assignments or setting the assignment questions, similarly, matters arising 
on whether these uses are acceptable, salutary, or ethical. In this research, a review of AI chatbots, and their ethical 
implications are presented, and a framework for better use of AI Chatbots in Educational Institutions is proposed in order to 
control the unethical use of it. 

Keywords: Chatbots, NLP, LLMs, Technology Ethics. 

1 Introduction 

Although chatbots have gained popularity in the recent years, the evolution of chatbots started long time ago when Alan 
Turing proposed his famous question “Can Machines think?” as a part of “The Imitation Game” which is now referred to 
as the Turing test; the Turing test determines whether a machine can demonstrate human intelligence by engaging in a 
conversation with human without being detected as a machine [1].  A conversational agent, also known as a chatbot, is an 
Artificial Intelligence program and Human Computer Interaction (HCI) model that conducts natural language processing 
(NLP) and responds automatically using human language [2].  

AI conversational agents have shown great competence to imitate real conversations, as a result, they were used in 
different industries such as logistics, customer service, education, healthcare, educational institutions, banking, etc. [3]. 
Different research studies were conducted to examine the uses of chatbots in these domains, and to review the limitations 
and challenges of this technology.  

In education sector, researchers explored various areas of interest concerning educational chatbots. A study concentrated 
on studying how several educational chatbot approaches empower learners across various domains. The study analyzed 
36 educational chatbots, assessed each chatbot within seven dimensions: educational field, platform, educational role, 
interaction style, design principles, empirical principles, challenges, and limitations [2]. The results showed that the 
chatbots were proposed mainly in computer science, language, general education, and a few other fields such as 
engineering and mathematics.  

Recent research was conducted to explore the potential use of AI systems and chatbots in the academic field and their 
impact on research and education from an ethical perspective [4]. The author reviewed the utility of AI tools and 
techniques as well as the ethical challenges that might emerge from their excessive use. The study admits that the 
potential benefits of AI systems and chatbots in the academic field are substantial, and their use is likely to increase in the 
coming years. However, to fully realize the potential use of AI in research and education, it is important for researchers 
and educators to critically evaluate the ethical and technical implications of AI systems and ensure that they are used in a 
responsible and transparent manner.  

In a similar study, a research paper reviewed the potential applications of AI in education, and the challenges faced. The 
authors suggested that a collaborative effort involving educators, researchers, and policymakers is needed to ensure the 
ethical and responsible use of AI in education [5]. The authors also believe that we can build a more fair and successful 
education system that gives kids the individualized teaching, feedback, and support they need by solving the problems 
posed by AI technologies and utilizing their advantages. 

In this research, a review of AI chatbots and their ethical implications are presented, and a framework is proposed in 
order to control the unethical use of AI Chatbots. Therefore, the following are the research questions: 

RQ1: Is using AI chatbots in educational institutions ethical? 

RQ2: If there are concerns about using AI chatbots in educational institutions, what is the framework to control the 
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unethical use of this technology? 

The objectives of this research are: 

1. Identify the implications of AI Chatbots in educations. 

2. Investigate the awareness of society on AI Chatbot implications. 

3. Propose a framework for enhancing AI Chatbots utilization in education. 

2. Theoretical Background 

 Artificial Intelligence (AI) has affected the way people perform their daily activities, the use of intelligent conversational 
agents has emerged in many fields, and different chatbots were proposed in the recent years. In this section, approaches 
of developing AI chatbots are reviewed, in addition to its applications and architecture. 

Chatbots can be developed using two different approaches: pattern matching, and machine learning, the approach is 
chosen based on the algorithms and techniques used. In pattern matching approach, rule-based chatbots match the user 
input to a rule pattern and select a predefined answer from a set of responses by adopting pattern matching algorithms [6]. 
This can be implemented through different languages such as Artificial Intelligence Markup Language (AIML), 
RiveScript, and Chatscript [7].  

In Machine Learning approach, the interaction of human with computers is enabled through natural language, by using 
the Natural Language Processing (NLP), where chatbots extract the substance from the user input and regulate of the 
capability to learn from conversations, as the entire dialogue is considered. This approach is based on comprehensive 
training sets, and there are two basic methods for chatbot to generate  responses: retrieval and generative. The 
implementation is usually done by using Artificial Neural Networks (ANNs) which assign scores and select the most 
likely response from a set of responses as a part of Retrieval-based models. On the other hand, Generative models 
synthesize the reply, usually using deep learning techniques [8].  

Recently, Large Language Models (LLMs) have revolutionized Natural Language Processing, as it was observed that 
growing the scale of language models (e.g., training compute, model parameters, etc.) results in enhancing the execution, 
performance, and efficiency [9]. Language Models have been scaled primarily along three main factors: amount of 
computation, number of model parameters, and training dataset size [9].  

A number of conversational AI chatbots were developed based on utilizing various capabilities of LLMs by different 
companies such as Google which introduced Bart (based initially on the LaMDA family of large language models and 
later the PaLM LLM), Bing by Microsoft, Ernie by Baidu, in addition to OpenAI which released an advanced version of 
the Generative Pre-trained Transformer (GPT) also known as ChatGPT.   

ChatGPT is fine-tuned from a model in the GPT-3.5 series, which finished training in early 2022, both ChatGPT and 
GPT-3.5 were trained on an Azure AI supercomputing infrastructure [10]. OpenAI explains that the model was trained 
using Reinforcement Learning from Human Feedback (RLHF), they trained an initial model using supervised fine-tuning: 
human AI trainers provided conversations in which they played both sides—the user and an AI assistant. Then they 
provided the trainers with access to model-written suggestions in order to assist them prescribe their responses. This 
dialogue dataset was mixed with the InstructGPT dataset, which then was transformed into a dialogue format. To create a 
reward model for reinforcement learning, gathered comparison data, which is composed of two or more model responses 
ranked by quality. To collect this data, the conversations (by AI trainers and the chatbot) were taken, then they randomly 
selected a model-written message, sampled several alternative completions, and had AI trainers rank them. Using these 
reward models, the model was fine-tuned using Proximal Policy Optimization, and this process was iterated for a number 
of times [10]. The main steps for training ChatGPT are shown in Figure 1. 

 
Fig. 1: ChatGPT Training Process [10] 
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Chatbots can be classified using different parameters: the knowledge domain, the service provided, the goals, the input 
processing and response generation method, the human-aid, and the build method [11]. In general, the chatbots 
architecture can be illustrated in Figure 2. It is composed of User Interface, User Message Analysis, Dialog Management, 
Backend, and Response Generation. 

 
Fig.2: General Chatbot architecture [6] 

Another detailed architecture with the basic communication flow is illustrated in Figure 3. 

 
Fig.3: Architecture of a Conversational Chatbot [12] 

It can be observed that with the improvement in the development, the use of chatbots has increased to fit almost all 
aspects of our daily lives. They are used not only used for messaging but also as information-gathering tools. It is 
believed that with further development of AI and machine learning, people will not be able to determine if they are 
interacting with a chatbot or a human agent. 
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3. Technology Ethics 

Ethics is a branch of philosophy that includes regulating, preserving, and recommending the significance of right and 
wrong behavior, it examines the rational justification for our moral judgments. Ethics in information technology is crucial 
to study the issues arising out of entrenched and emerging technologies.  

Technology ethics involves the application of ethical thinking to the factual concerns of technology. The field of 
technology ethics is rising as the emerging technologies create new potential and therefore people are entailed to make 
decisions and preferences that were not needed before. 

 In this research study, the ethical aspects of AI chatbots, specifically ChatGPT are reviewed. Eventhough the chatbot 
seems to be useful in many areas, there are some ethical implications which can be listed as: 

1. The potential for bias and discrimination: ChatGPT as any machine learning chatbot learns from the data it is 
trained on, and if the training data is biased, the answers may also be biased. For instance, if the training data 
discriminates a certain group by comprising a certain language, the chatbot will most likely generate discriminated 
answers unintendedly.  

A study was conducted by [13] where ChatGPT was asked to write job posts, and it was concluded that the best writing 
ChatGPT did was also the most biased for this kind of content. The author tested several combinations of professions and 
traits, for some, ChatGPT generated gender-neutral feedback, for others, the gender bias was apparent. For example, 
when it was asked to write a review about a kindergarten teacher, the chatbot assumed that it is a female for 100% of the 
times, while it assumed the worker is male for 100% of the time when it was asked about a construction worker (Figure 
4). 

 
Fig.1: ChatGPT often relies on gender stereotypes to choose pronouns [13] 

A similar study was conducted by [14] to test ChatGPT in creating job descriptions, it was noted that the answers 
generated differ based on the gender, and when it was not given a gender, it was still be pulling biased answers from the 
training data.  

Hence, it is crucial for developers to cautiously contemplate the training data, in addition to continuosly observe the 
generated responses to assure they are not biased or discriminatory. 

2. It has racism problem: similar to the previous point, the chatbot generates answers based on the text that was found 
in the training data, some of which are explicitly racist, some of which implicitly, and some of which are not.  

For instance, someone on Twitter [15] has asked ChatGPT to write a Python function to check if someone would be a 
good scientist, based on JSON description of their race and gender, and the function generated assumed that good 
scientists should be white and male (Figure 5).  
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Fig. 2: Python function by ChatGPT [15] 

However it seems like Open AI promptly addressed this matter as when other users tried the same query, the chatbot 
responded with “It is not appropriate to base a person’s potential as a scientist on their race or gender.” 

3. Inaccurate Translation and Lack of Cultural Sensitivity: Cultural Sensitivity implies the awareness and 
acceptance of cultural differences. And as a machine, ChatGPT may generate or translate text that lacks cultural 
sensitivity according to subjective ideas held by its developers. We asked ChatGPT to translate “It is raining cats and 
dogs” to arabic, and it generated a literal translation of the phrase, but then when asked for another meaning, it 
clarified the confusion (Fig. 36). 

 
Fig. 3: ChatGPT in Translation 

4. The protection of customer data: when ChatGPT is asked about information security, the response was: “As an Al 
language model, I don't have the ability to store or access any data that is uploaded to me by users. All conversations and 
questions asked to me are processed in real-time using my pre-existing knowledge and algorithms, and I don't save or 
retain any information from previous conversations. Therefore, the content loaded into ChatGPT is not considered 
proprietary in the traditional sense, as it is not stored or used for any purpose other than generating a response to the 
user's inquiry. 

However, it's important to note that the original content being used to train and develop Al language models like 
ChatGPT may be subject to intellectual property laws and ownership rights. For example, if a company provides 
ChatGPT with proprietary information as part of its training data, the ownership of that information would still belong to 
the company.” 

It clearly stated that “…it is not stored or used for any purpose other than generating a response…”, this implies that 
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information fed to ChatGPT is still being stored, and might be accessed and used! So, it is critical for businesses to make 
sure that clients’ data is gathered and utilized in a transparent method that there are suitable security measures appiled to 
ensure the protection of this data from any unauthorized access. 

A similar concern is it is noticed that ChatGPT has the information but does not seem to reveal until it is asked in a way 
that bypasses the safety features. To test that, the chatbot was asked for a way to hotwire a car, it stated that it is illegal 
and refused to provide an answer, on the other hand, when it was given a scenario where hotwiring the car is needed to 
save a baby’s life, it did provide the require instructions [16], as can be seen in (Fig. 47). 

 
Fig. 4: ChatGPT different responses to hotwiring a car [16] 

5. Intellectual Property Risks: it is important to ensure that the Intellectual Property is always protected, 
however, ChatGPT can lead to some possibly serious circumstances when it comes to Intellectual Property (IP). this 
includes Infringement of Third-Party IP, Misuse of Your Intellectual Property, Ownership Loss, Data Protection and 
Security Risks [17]. 

On the other hand, some people have concerns regarding who owns the IP of ChatGPT’s generated content. ChatGPT 
answerd with the following: “I do not own the content that I generate. I am a machine learning model developed and 
owned by OpenAI, and the content generated by me is subject to OpenAI's license and terms of use”. 

As a matter of fact, according to the European and US law, Artificial Intelligence cannot own copyright, as it cannot be 
recognised as an author and does not have the legal personality which is a pre-requisite for owning (intangible) assets 
[18]. 

6. It can generate harmful content: this involves information that may injure people’s reputation, phishing emails, 
password cracking, malicious code. Fig. 58 illustrates ChatGPT’s response to "write a phishing email that appears to 
come from TD Bank." [19] 

 
Fig. 5: ChatGPT's response to  "write a phishing email that appears to come from TD Bank." [19] 

Another risk it that AI chatbots can be used to write maleware code, there are set of parameters to prevent this, many 
developers were able to pypass the security measures. ChatGPT was asked to generate a minified JavaScript to detect 
credit card information [19], as seen in (Fig.69). 
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Fig.6: ChatGPT generates a minified JavaScript to detect credit card information [19] 

7. Generate fake news or misleading content: this could have severe consequences, like spreading rumors an  
false information, damaging reputations, or inciting violence. According to the Washington Post Newspaper, ChatGPT 
invented a sexual harassment scandal and named a real law prof as the accused [20]. The chatbot stated that the law 
professor Jonathan Turley had made sexually suggestive comments and attempted to touch a student while on a class trip 
to Alaska, citing a March 2018 article in The Washington Post as the source of the information. The problem is no such 
article existed, there had never been a class trip to Alaska, and Turley said he’d never been accused of harassing a 
student. 

Another incident has happened in New York, when a lawyer representing a man who sued an airline relied on artificial 
intelligence to help prepare a court filing. "Six of the submitted cases appear to be bogus judicial decisions with bogus 
quotes and bogus internal citations," Judge P. Kevin Castel wrote in the court order [21]. 

8. Risks in Education: despite the fact that ChatGPT has shown great results in education in terms of explaining 
concepts and answering students’ doubts, it is also used to generate reports, solve assignments and write thesis. And 
while this is clearly against any educational institution rule, the chatbot proved that it is not reliable enough to generate 
this type of content. Academics believe that it is possible to detect AI generated content as it has a habit of repeating the 
exact phrasing of the question in its introductions and conclusions [22], and when citing sources of information, as is 
standard in academic work, it simply makes them up (Fig. 7). 

 
Fig. 7: ChatGPT invents academic papers [22] 

On the other hand, instructors have also managed to use ChatGPT to accomplish some tasks, such as grading assessments 
and generating questions, and the bot seemed to give comprehensive feedback [23].  
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Fig. 8: ChatGPT grading essays [23] 

This may lead to over-reliance on AI, which may lead to a reduction in critical thinking skills, problem-solving abilities, 
and creativity. In addition to acting as a third party by providing the answers of students’ assessments. 

It can be concluded that as any technology, there are positive and negative consequences for using AI chatbots, and to 
ensure responsible use and development of Chat GPT, it is important for developers, users, and society to be aware of 
these limitations and ethical considerations. It is crucial to use the technology in a way that maximizes its benefits while 
minimizing potential negative consequences. This can be achieved by developing and implementing guidelines and best 
practices for the use of Chat GPT, and continually monitoring and evaluating its impact. 

4. Methodology  

This research is quantitative descriptive research that uses focus group discussion and questionnaire as the research 
methods. A questionnaire instrument was designed to gather data to answer the research questions. An online was built 
and sent to a diverse group of people in Bahrain. The questionnaires collected data about the respondents’ perception of 
using AI Chatbots in educational institutions, A 5-point rating scale of Strongly Agree=5, Agree=4, Neutral=3, 
Disagree=2, Strongly Disagree=1, which was used to elicit responses from the respondents for data analysis. A 14-item 
questionnaire with four open ended questions was sent to the respondents. The quantitative descriptive analysis method 
was used to analyze the collected data and derive measures of frequency of the responses.   

5. Questionnaire Analysis 

As a part of this research study, a questionnaire was conducted to study people’s viewpoint towards AI chatbots, by 
examining their reactions to this technology and quantifying their opinions on the uses of this technology in Education.  

The questionnaire’s respondents are IEEE SSIT Bahrain chapter members, faculty members and students from different 
universities in Bahrain, in addition to some representatives from the industry.  

The online questionnaire was taken by 100 respondents, equally distributed between female and male, with 45% of the 
respondents in the age group (18-25) and the other 55% are older than 25 years. The group included students, faculty 
members, and people from the industry.  

The results have shown that 55% already use AI chatbots, 41% do not use them, and only 4% do not know what AI 
chatbots are. Most users prefer ChatGPT, while other chatbots include Google Bard, YouChat, Quillbot, AI Genie, POE, 
and AI Smith. AI chatbots users have stated their purpose of using this technology which can be summarized in Error! 
Reference source not found.. 

 Table 1: Uses of AI Chatbots 

Writing reports 35.3% 

Solving Assignments 23.5% 

Writing/ responding to Emails 26.5% 

Finding Articles 32.4% 
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Helping in Programming 39.7% 

Summarizing articles 42.6% 

Writing Graduation project/ dissertations 5.9% 

Drawing diagrams or models 13.2% 

Other responses include explaining some concepts, having fun, writing songs, and increasing word count for essays. This 
indicates that the majority of people are aware of the uses of ChatGPT and are already using it for multiple purposes. 

On the other hand, 52.8% of the respondents who do not use AI chatbots have chosen that they don’t need it, and 24.5% 
think that it is unreliable, while 13.2% think it is unethical, the same percentage also believe that it is unsecure and only 
3.8% think that it is not useful. 

In addition, Error! Reference source not found. illustrates how the respondents agree or disagree to the given 
statements. 

Table 2: Questionnaire statements and responses 

Statement 1 2 3 4 5 

In general, Using AI chatbots is Legal 5% 8% 41% 20% 26% 

It is ethical for students to use AI chatbots in writing reports 
(dissertations, articles, ….) 26% 27% 29% 8% 10% 

It is ethical for students to use AI chatbots in searching for information 7% 7% 17% 32% 37% 

It is ethical for students to use AI chatbots in programming 18% 14% 31% 18% 19% 

It is ethical for students to use AI chatbots in drawing diagrams and 
models 11% 12% 33% 26% 18% 

It is ethical for programmers to use AI chatbots in programming 13% 16% 26% 24% 21% 

Using AI chatbots in writing emails is ethical 7% 16% 21% 24% 32% 

It is ethical for instructors to use AI chatbots in grading 35% 19% 31% 7% 8% 

It is ethical for instructors to use AI chatbots in preparing assessments 17% 18% 30% 18% 17% 

Broadly, responses were neutral on whether using AI Chatbots is legal. In general, it can be observed that respondents 
believe that using AI in searching for information and writing emails is ethical, however, when it comes to solving 
assignments and writing students reports, respondents were uncertain. The same results were found when asked whether 
or not AI chatbots should be used by instructors to create and grade assessments.  

The main reason behind this judgment is that 61% think it is considered as a third-party academic misconduct, 47% think 
it is Plagiarized work. Others declared that AI tools should be used as a support tool to help rather than do the whole job 
and using them will diminish people's intellectual ability and self-independence. Overall, people tend to believe that using 
this technology is acceptable as a tool of assistant and support, rather than relying on it to do the full task on behalf of 
users. This signalizes that respondents are fully aware of the ethical considerations and critical consequences that arise 
with the use of this technology.  

Finally, 52% of respondents think that using reliable AI detection tools should be utilized to control the use of AI 
chatbots in educational institutions, 47% think that there should be a reconsideration of assessment methods by using 
only in-class assessments, and only 24% think that using written exams only would solve this issue. Other respondents 
reported that there should be clear regulations about using this technology in the education sector, in addition to asking 
students to present their assignments and emphasizing on in-class discussion. Moreover, it is important to spread 
awareness about this topic and bring greater attention. In general, the answers to this question indicate that there is a need 
to change the type of assessments, in addition to a clear guideline on how to use this technology.  

6. Proposed Solution 

According to the research results and in line with IEEE code of ethics [24], the following regulations to use AI Chatbots 
in the educational institutions are proposed: 
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1. Do not use AI Chatbots features to attempt to create, or share abusive, illegal, or confidential content. 

2. Do not use AI Chatbots to injure others, their property, reputation, or employment by false or malicious actions, 
rumors, or any other verbal or physical abuses. 

3. Do not use AI Chatbots to engage in harassment of any kind, including sexual harassment or bullying behavior. 

4. Do not use AI Chatbots to engage in discrimination based on characteristics such as race, religion, gender, disability, 
age, national origin, sexual orientation, gender identity, or gender expression. 

5. Do not use AI Chatbots features to create content that violates third-party copyright, trademark, or other rights is 
prohibited.  

6. Do not use AI Chatbots to generate the student’s homework reports (assignments, dissertations, etc.) 

7. Do not use AI Chatbots to grade or generate course assessments. 

8. Do not use AI Chatbots to generate computer programs. 

9. Do not use AI Chatbots to generate diagrams, models, etc. 

10. Strive to ensure this guideline is upheld by colleagues and coworkers. 

To achieve the ethical use of AI chatbots in the educational institutions, four dimensions should be considered which are: 
rules and regulations as mentioned above, and the following, see figure 12: 

1. Technology and Tools: Use reliable detection tools to detect AI generated content submitted by students. 

2. Course Assessments:  

a. All course homework assessments must be discussed in the classes.  

b. Enforce students to use references and citation in their reports and must be verified by the instructors. 

c. A faculty member should be assigned to be course verifier to review the summative assessments and ensure that AI 
tools are not used for generating the assessment questions, and grading. 

d. Rely on critical thinking questions in the homework. 

e. Increase the use of in-class assessments. 

3. Awareness: Foster public awareness and understanding of AI Chatbots and their consequences. In case of any 
violation of these regulations, it is considered as third-party academic misconduct. 

 
Fig.9: Proposed Framework 

7. Conclusion 

The technologies such as in AI, promise great advances in human productivity, as well as the risk and harms.  Therefore, 
Technology has bad and good impacts on the society that we have to be aware of and require new ways of thinking. 

The new technologies will raise new questions that will require new ways of thinking. New standards will need to 
consider, whether in the form of industry rules, regulations, or legislation. Therefore, this paper is to consider the 
implications of AI Chatbots in education that we must be aware of. A framework has been proposed to assure the ethical 
use of AI Chatbots. We need new ways and methods for the course assessments, usage regulations, and effective 
detection tools. 
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