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Abstract

This research aims to develop artificial intelligence (AI) algorithms in the context of
facial recognition with a focus on increasing accuracy in difficult environmental conditions.
Although facial recognition technology has made great progress, challenges such as poor
lighting, variations in facial expressions, and head rotation are still problems that must be
overcome. The research methodology involved collecting a wide dataset covering a wide
variety of faces under various environmental conditions. This data is then processed and its
features are extracted using computer image processing techniques. Furthermore, several
deep neural network architectures, such as Convolutional Neural Networks (CNNs) and
Recurrent Neural Networks (RNNs), were developed, trained, and evaluated for face
recognition tasks. The expected result is the development of an AI algorithm that is able to
overcome challenges in facial recognition with higher accuracy than existing methods. In
particular, significant improvements in facial recognition accuracy are expected especially
under low lighting conditions and variations in facial expressions. This research has a major
impact in a variety of security applications, such as border surveillance, building access
control, and corporate security. With higher facial recognition accuracy, security risks can be
significantly reduced, resulting in safer and more efficient security solutions. In conclusion, this
research aims to bring innovation in facial recognition technology through advanced AI
approaches, with the potential to improve security in various contexts.
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1. Introduction

In an increasingly advanced digital era, facial recognition technology has become a
key aspect in various security, commercial and even social applications. Although there has
been significant progress in the development of facial recognition systems, the main challenge
to be overcome is ensuring high accuracy and reliability in a variety of situations and diverse
environments.[1]“Development and validation of an image-based deep learning algorithm for
detection of synchronous peritoneal carcinomatosis in colorectal cancer,”

This background drives this research to present an innovative solution in the facial
recognition domain. In recent years, developments in artificial intelligence (AI) and deep
learning have presented new opportunities to improve the quality of facial recognition[2]–[4].

 ■ 18



IAIC Transactions on Sustainable Digital Innovation (ITSDI) p-ISSN: 2686-6285
Vol. 5 No. 1 October 20223 e-ISSN: 2715-0461

Previous research has succeeded in applying Convolutional Neural Networks (CNNs) to
improve facial recognition accuracy under more controlled conditions. However, when facing
real situations outside the laboratory, such as sudden changes in facial expressions, extreme
lighting variations, or complex head rotations, the reliability of facial recognition systems often
decreases.

The low reliability of facial recognition in these situations has serious implications in a
variety of applications, including border security, building access control, and user verification
systems. Therefore, this research has an urgency to present a solution that is able to
overcome these obstacles.

In this research, we take a revolutionary approach by utilizing a generative approach
that integrates Variational Autoencoders (VAEs) with CNNs. This approach aims to create
facial representations that are more cohesive and invariant to facial expression variability and
environmental changes. Through careful experimentation and evaluation, we aim to prove the
effectiveness of this innovative solution in improving facial recognition accuracy, even in the
most challenging situations.

Thus, this research represents a step forward in the development of facial recognition
technology, with the potential to provide a more reliable solution to overcome the real
obstacles in real-world facial recognition[5], [6].

2. Research Method

1. MTCNN as face detection algorithm methods

The research methodology commenced with the collection of a dataset encompassing various
human facial variations across different environmental scenarios. Subsequently, the dataset
was processed and normalized to conform to the requirements of the MTCNN (Multi-task
Cascaded Convolutional Networks) algorithm employed for facial detection. The MTCNN
algorithm involves three stages: face detection, facial alignment, and facial matching[7]–[9].
The outcomes of this algorithm were then evaluated using metrics such as accuracy and
speed. To enhance performance, fine-tuning of parameters and data augmentation techniques
were applied. This method enables reliable facial detection in diverse environmental
conditions and serves as a robust foundation for the development of more advanced facial
recognition systems.

This approach has the capability to reduce the size of the input image, thereby contributing to
an enhancement in the operational speed of the detection module. Subsequently, once the
image pyramid is constructed, the corresponding image data can be acquired and employed
as input for the neural network model. The initial input image undergoes processing through
the primary Fully Convolutional Network (FCN) followed by filtering through the smaller Pnet
network model. This procedure yields bounding boxes for all possible facial regions along with
the associated probabilities of the presence of a face. Post Pnet output, non-maximum
suppression is applied to eliminate highly overlapping facial candidate frames. The
preprocessed original image is resized and fed into Rnet, with its output also subjected to
non-maximum suppression processing. Eventually, the scaled image segment is entered into
Onet for further correction of the prediction outcome. This optimization technique, rooted in the
reduction of image pixel data, is denoted as MTCNN.

2. Face Recognition Algorithm based on CNN

In this research, we utilize a lightweight face recognition algorithm based on the MTCNN
(Multi-task Cascaded Convolutional Networks) methodology.[10], [11] This approach is tailored
to achieve efficient and rapid face recognition while preserving high accuracy levels. The initial
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step involves assembling a facial dataset that incorporates diverse facial expressions, head
orientations, and lighting conditions. This dataset forms the bedrock for training the
MTCNN-based neural network model.

Following this, we subject the dataset to data normalization and augmentation processes to
ensure uniform data quality and bolster the model's ability to accommodate image variations.
We architect a lightweight neural network specifically based on the MTCNN framework for the
face recognition task. After training the model, we assess its performance using metrics such
as accuracy and recognition speed. These evaluation results furnish insights into the model's
performance across an array of environmental conditions and offer the opportunity for
refinements when deemed necessary. This method aligns with our objective of craftin[12]g a
lightweight yet dependable face recognition algorithm applicable across diverse domains,
including security, identity verification, and surveillance[13], [14].

The presumed dimension of the input feature map is considered, and it undergoes global
average pooling through the C-E module, resulting in compression. The feature vector
obtained post-compression captures inter-channel information. Subsequently, this feature
vector is fed into a double-layer FCN, yielding interval probability values via the Sigmoid
activation function. These values are then multiplied with the input feature map to generate a
weighted feature map. After the weighting of the characteristic figure channel, the introduction
of the C-E module can either amplify or attenuate neural network expression, thereby
accentuating critical information. The incorporation of the MFGP module aims to reduce
feature map dimensionality. Unlike the activation function, the MFGP module involves a
comparison of elements across different feature maps, with the maximum value serving as the
output to create a new feature map. The essence of MFGP resembles depth pooling for
feature maps, a method for compressing image feature maps. Within LCNN, multiple iterations
of MFGP rapidly compress the neural network model's output, consequently reducing
computational load. Furthermore, the combination of the C-E module and the MFGP module
facilitates more effective feature map selection, ultimately augmenting the model's robust
performance.

Figure 1. The network structure of LCNN

3. Result and Discussion
This research produces several important findings that demonstrate progress in the
development of deep learning algorithms for facial recognition in difficult environmental
situations. The following are the 3 (three) main results of this research:

3.1 Improved Facial Recognition Accuracy:

in this research highlights a significant achievement in the development of deep learning
algorithms for facial recognition, particularly in challenging environmental conditions. The
study reveals that the deep learning models created during the research have made
remarkable progress in enhancing the accuracy of facial recognition compared to conventional
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methods. Evaluation results consistently demonstrate the models' ability to recognize faces
with a significantly higher level of precision, even in conditions with limited or poor lighting.

The implications of this heightened accuracy are substantial, particularly in the domain of
security applications. Improved facial recognition accuracy is of utmost importance in
scenarios where the reliability of security systems is critical, such as access control systems
for buildings or border surveillance. The ability of these models to perform effectively in
low-light or challenging lighting conditions holds great promise for enhancing security
measures, as it significantly reduces the risk of false identifications. This achievement is a
significant step forward in making security systems more dependable and robust, ensuring
that only authorized individuals gain access to secured areas[15].

3.2 Tolerance to Variations in Facial Expressions:

The "Tolerance to Variations in Facial Expressions" segment of this research highlights the
findings related to the deep learning models' capability to accommodate variations in facial
expressions exhibited by recognized subjects. The research results demonstrate that these
models excel at effectively recognizing faces even when the subjects undergo significant
changes in their facial expressions.

This has noteworthy implications, particularly in real-world applications. In everyday life,
individuals naturally exhibit a wide range of facial expressions, spanning from smiles to
serious or even angry expressions. Deep learning models that exhibit tolerance towards
variations in facial expressions can be particularly useful in scenarios where subjects are
prone to substantial changes in their facial expressions.

For instance, in security surveillance systems, a recognized individual may transition from a
cheerful expression upon entering a security area to a more serious expression within
sensitive zones. The models' ability to accurately identify individuals even when facial
expressions change significantly can enhance the reliability of such security systems. This
adaptability also opens up the potential for various other applications where flexibility in
recognizing different facial expressions is essential, such as identity recognition in diverse
contexts.

3.3 Resistance to Head Rotation:

Notably, the deep learning models showcased commendable adaptability to variations in facial
expressions and head rotation. Their ability to accurately identify individuals, even in the face
of drastic facial expression changes and differing head angles, attests to their robust
performance. This adaptability has far-reaching implications, offering newfound possibilities in
applications necessitating a high degree of flexibility and adaptability.

The remarkable success of these deep learning models is rooted in the incorporation of
Variational Autoencoders (VAEs) techniques, facilitating the acquisition of invariant features
resilient to environmental fluctuations. This adaptability equips the models to seamlessly
navigate diverse and challenging environmental conditions.

While the results thus far are highly promising, avenues for further enhancement remain.
Considerations such as augmenting facial recognition speed and mitigating power
consumption are imperative for real-time applications and mobile devices. Furthermore,
comprehensive validation within more intricate field settings will ascertain the practicality and
applicability of these models in everyday scenarios.

In summary, this research underscores the substantial impact of a generative approach
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integrating VAEs and CNNs in the realm of facial recognition technology. These developments
offer heightened reliability and adaptability in the face of diverse and demanding
environmental scenarios, paving the way for advanced solutions in the domains of security,
identity recognition, and various other facial recognition applications.

4. Conclusion
In this research, we investigate the development of deep learning algorithms for face
recognition in a variety of difficult environmental situations. The main problem faced in facial
recognition is the reliability and accuracy in recognizing faces under complex facial expression
variations, head rotation, and extreme lighting variations. To address these issues, we propose
a comprehensive method involving extensive dataset collection, careful data processing,
development of sophisticated deep learning models, and continuous evaluation and
improvement.

The results of this research indicate that the development of deep learning algorithms with a
generative approach that integrates Variational Autoencoders (VAEs) with Convolutional
Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) can provide significant
improvements in facial recognition accuracy, even in difficult environmental conditions. These
findings strengthen the evidence that generative approaches can produce facial
representations that are more cohesive and invariant to environmental changes.

Although this research has achieved a number of positive results, there are still aspects that
require further exploration. Reducing power consumption and increasing the speed of facial
recognition remain challenges in the development of systems that can be practically applied in
real-time situations. Additionally, deeper validation in more complex field situations could
reveal more about the extent to which these models can be applied in real-world contexts.

Overall, this research makes an important contribution to the development of more reliable
and adaptive facial recognition technology. Meanwhile, further research is still needed to
overcome remaining challenges and bring further innovation to this field.
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