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• Principles of the most used non-invasive 
and non-intrusive diagnostic techniques. 

• Recent applications of such techniques 
to gas-solid fluidized beds. 

• No technique outperforms all the others 
on all fronts. 

• Coupling of different techniques showed 
promising results.  

A R T I C L E  I N F O   

Keywords: 
Diagnostic technique 
Gas-solid 
Fluidized bed 
Non-invasive 
Non-intrusive 
Hydrodynamics 

A B S T R A C T   

Gas-solid fluidized-bed systems offer great advantages in terms of chemical reaction efficiency and temperature 
control where other chemical reactor designs fall short. For this reason, they have been widely employed in a 
range of industrial application where these properties are essential. Nonetheless, the knowledge of such systems 
and the corresponding design choices, in most cases, rely on a heuristic expertise gained over the years rather 
than on a deep physical understanding of the phenomena taking place in fluidized beds. This is a huge limiting 
factor when it comes to the design, the scale-up and the optimization of such complex units. Fortunately, a wide 
array of diagnostic techniques has enabled researchers to strive in this direction, and, among these, non-invasive 
and non-intrusive diagnostic techniques stand out thanks to their innate feature of not affecting the flow field, 
while also avoiding direct contact with the medium under study. This work offers an overview of the non- 
invasive and non-intrusive diagnostic techniques most commonly applied to fluidized-bed systems, high-
lighting their capabilities in terms of the quantities they can measure, as well as advantages and limitations of 
each of them. The latest developments and the likely future trends are also presented. Neither of these meth-
odologies represents a best option on all fronts. The goal of this work is rather to highlight what each technique 
has to offer and what application are they better suited for.  
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1. Introduction 

Fundamental knowledge of fluid-particle hydrodynamics and ther-
mal behaviour in gas-solid fluidized beds is extremely important to in-
dustries that adopt these technologies as part of their processes, 
including biofuel production [1], energy generation [2], chemicals and 
polymers manufacturing [3], carbon capture [4], food processing [5], 
and waste thermal treatment [6]. 

Many of these processes operate with several classes of particles with 
different mechanical and physical properties, often including particles 
that are difficult to fluidize due to their size and shape, such as waste or 
biomass, or evolving particles and aggregates that form as part of the 
process as main or by-products [6,7]. Similarly, the gas phase can evolve 
dynamically, depending on chemical reactions, localised temperature 
gradients and coexistence of multiple source locations [8]. 

The large differences in size and density between different classes of 
particles and the non-uniform gas distribution can lead to uneven mix-
ing within the fluidized bed, where gas-particle and particle-particle 
interactions become critical, causing unwanted phenomena, such as 
agglomeration [7], defluidization [9], channelling [10], slagging [11], 
elutriation [12], and segregation [13]. Techniques that enable full 
characterization, and provide detailed information, of flow patterns 
inside reactor vessels are highly desirable and extremely beneficial to 
avoid these problems and to design better performing units. 

Eminent researchers in the past have highlighted the problems 
encountered by engineers in predicting multiphase flow behaviour. As 
Prof. J. G. Yates stated: ‘multiphase flows are often extremely complex in 
nature and many of the relationships used for multiphase flows are of an 
essentially empirical nature, are of limited applicability, and reflect the 
poor physical understanding of many two-phase flow phenomena’ [14]. 

Important parameters that need to be measured to characterize gas- 
fluidized beds and avoid most common problems include general hy-
drodynamic quantities, such as voidage distribution, mixing pattern, 
particle mass flux and gas velocity, as well as more specific details with 
relation to bubbles size and their velocity, jets lengths, particles velocity, 
etc. [10]. Performing reliable and accurate measurements in gas- 
fluidized beds is extremely important to gain a deeper understanding 
of these systems as well as for validating CFD and other mechanistic 
models. 

Ideally, ad hoc experiments can be made to provide information on 
the fluidization characteristics of a specific system, but the opacity of the 
bed material impedes visualization techniques. On the other hand, 
intrusive monitoring methods, employing optical and capacitance 
probes, can influence the internal flow, thereby reducing the reliability 

of the measurements [15–18]. 
Although sometimes used interchangeably, invasiveness and intru-

siveness, referred to diagnostic techniques, have two different meanings. 
An invasive technique is one where the probe is in direct contact with 
the medium that is being studied. A non-invasive technique relies on 
some form of wave, whether this is electromagnetic or acoustic, to 
convey information through the system walls. On the other hand, 
intrusive techniques are characterized by probes protruding into the 
medium studied and therefore disturbing its flow or being damaged. 
Fig. 1 shows the different possible combinations. Non-invasive and non- 
intrusive diagnostic techniques represent the ideal options as their effect 
on the system is minimal. However, these cannot be applied to all 
configurations due to some limitations [19–22]. 

Among the advantages brought about by non-invasiveness are the 
ease of installation of the equipment, the capability to perform main-
tenance during operation and the lack of contamination of the medium 
studied. Furthermore, the risk of losing valuable process materials is 
reduced, as well as the safety risks linked to handling dangerous mate-
rials [19,21]. On the other hand, the non-intrusiveness guarantees that 
the medium studied is not disturbed, and reduces the risk of erosion of 
the protrusion into the system [20,22]. For the wide range of advantages 
non-invasive and non-intrusive techniques guarantee, the application of 
these diagnostic techniques to gas-solid fluidized-bed systems will be the 
focus of this work. It is worth noting that some invasive and non- 
intrusive techniques, such as pressure measurements, introduce fairly 
limited drawbacks and for this reason are extensively used in industrial 
applications of fluidized beds. However, they fall outside the scope of 
this work and will therefore not be treated in detail in the following 
sections. 

The invasiveness and intrusiveness of diagnostic techniques, how-
ever, is just one way of classifying them. There are, in fact, plenty of 
classification criteria possible. Diagnostic techniques can be classified as 
active or passive, depending on whether the signal is emitted by the 
measuring instrument or by the process itself. One further distinction 
that can be made is between Eulerian and Lagrangian diagnostic tech-
niques, where Eulerian or Lagrangian refers to the approach the diag-
nostic technique studied adopts in observing the medium studied. These 
approaches are commonly used to describe fluid dynamics but lend 
themselves very well to the study of fluidized beds as well. Since the 
focus of this work is to provide an overview of what information non- 
invasive and non-intrusive diagnostic techniques can provide about 
gas-solid fluidized beds, this classification was adopted for the structure 
of this study. 

Most of these techniques have been developed for different 

Fig. 1. Schematization of intrusiveness and invasiveness of diagnostic techniques. Image reproduced with permission from reference [19].  
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applications, but are becoming essential tools in multiphase systems, 
and fluidization in particular. They can be used both as a diagnostic tool 
– to help identify the cause of the ‘problem’ and also to help formulate 
the ‘solution’ to that problem – and as a way of understanding multi-
phase flow phenomena and their relevance to commercial operational 
parameters. In the context of industrial processes, the information are 
usually taken from scaled-down reactors, pilot plants or parts of process 
units operating at, or as close as possible to, realistic process conditions. 
This can mean performing experiments at elevated temperatures and 
pressures, with real-scale process hardware and catalyst systems. 

Invaluable knowledge has been gained by the travelling fluidized 
bed (TFB) collaborative project [15,16] led by Prof J. Grace in 2015. The 
project aimed at comparing different advanced experimental techniques 
in measuring key hydrodynamic properties by setting up a transportable 
gas-solid fluidization unit at the laboratories of different organizations 
to take measurement with different techniques, under identical oper-
ating conditions. 

In the following sections, we discuss the Eulerian and Lagrangian 
imaging techniques most commonly used in the investigation of fluid-
ized bed reactors. There exist, however, several other Eulerian and 
Lagrangian techniques, such as gamma-ray computed tomography [23], 
near-infrared spectroscopy [24] and radar [25]. These are not discussed 
in this work as there have been limited applications to fluidized bed 
systems. 

This review will be useful to understand complementarity of 
different techniques, providing valuable information on the extent of 
uncertainty associated with each measurement method. 

2. Eulerian techniques 

Eulerian diagnostic techniques allow the measurement of the state 
and of the evolution of the flow field in the volume studied. This means 
that, rather than focussing on individual particles, measurements are 
performed over a pre-determined imaging region to describe the 
behaviour of the system in the region itself. The outputs are most 
commonly ‘macroscopic’, in the sense that they describe the average 
behaviour of multiple fluid – or in the case of fluidized beds solid – 
particles [26,27]. 

2.1. Particle image velocimetry (PIV) 

2.1.1. Operating principle of PIV 
Particle image velocimetry (PIV) allows to characterize the hydro-

dynamic behaviour of multiphase systems through the calculation of 
their velocity field. Several non-intrusive and non-invasive diagnostic 
techniques rely on the direct visualization of a multiphase system, such 
as particle image velocimetry, particle streak velocimetry, particle 
tracking velocimetry and digital image analysis. The focus of this sec-
tion, however, will be on particle image velocimetry alone, but de-
scriptions, uses and differences of the other techniques can be found in 
[28–31]. Particle tracking velocimetry (PTV) will be discussed in detail 
in the section devoted to Lagrangian techniques. Both PIV and PTV 
capture pairs of consecutive frames in which particles emit or scatter 
light. The aim is, in both cases, to follow the motion of these particles in 
order to describe the flow field. The main difference between the two 
techniques lies in their approach. PIV, in fact, adopts an Eulerian 
approach, measuring the average displacement of groups of particles, 
while PTV relies on a Lagrangian approach, tracking individual particles 
as they move throughout the system. Furthermore, they differ for the 
concentration of particles that can be observed, with higher concen-
trations in PIV applications, as they need to be identified but not tracked 
[31,32]. 

The components of PIV systems can vary quite significantly; how-
ever, the main ones, present in all applications, are a light source, a 
camera and a computer with PIV software. When PIV is applied to liquid 
or gas flows, very small seeding particles are used as tracers. However, 

for the analysis of fluidized beds, the bed particles act as seeding par-
ticles themselves. The larger size of these particles allows for the use of 
less powerful light sources, such as LED lamps [32]. 

In PIV, two frames separated by a very small time interval are 
recorded, and both images are then split into corresponding interroga-
tion areas, usually with some degree of overlap. The size of these 
interrogation areas is chosen in such a way that the velocity is similar for 
all particles in it. PIV software mostly relies on cross-correlation for the 
image post-processing. This consists in shifting the two consecutive 
frames with respect to each other to then select the relative displacement 
that gives the best overlap, the most likely one, indicated by a peak in 
the cross-correlation plot (Fig. 2). The average particle velocity for the 
specific interrogation area is then simply calculated by dividing this 
displacement by the time interval between the two frames. 

A more detailed description of the principles and implementation of 
PIV can be found in reference [33]. 

2.1.2. Applications of PIV to gas-solid fluidized beds 
PIV was first applied to gas-solid fluidized beds in 1996 by Rix et al. 

[34] to study the gas flow structures in the freeboard, and, for this 
reason, they were able to study the flow in a 3D bed with a square 
section. The first applications to the dense phase of pseudo-2D gas-solid 
fluidized beds, on the other hand, were in 2004 [35,36], when PIV was 
used to describe the effect of a rising bubble on the velocity distribution 
of the neighbouring bed particles and to validate computational fluid 
dynamics (CFD) simulations in terms of time-averaged particle fluxes. 
This first proved the potential of PIV in providing detailed and time- 
resolved velocity fields in fluidized beds. 

This time-resolved velocity field has been employed, among other 
things, to study bubbles. Bubbles are the primary driver of mixing in a 
fluidized bed and their understanding is of paramount importance. In 
the early stages PIV has been used to describe the motion of particles 
ejected by bubbles erupting at the bed-freeboard interface, where the 
flow is more dilute [37–39]. 

To describe the particles motion in the dense phase, however, the 
particle velocity distribution alone can be misleading, as it does not take 
into account the particle concentration. This latter can be captured 
through digital image analysis (DIA), applied onto the same images, and 
combined with PIV results to obtain the particle mass flux instead, which 
can then be used to better describe the bed hydrodynamics, as shown in 
Fig. 3 [40–44]. Specifically, the PIV system used in reference [43] pre-
sents an interesting and novel design, that can operate at temperatures 
up to 1000 ◦C thanks to the use of endoscopes [45]. In addition to the 
particle velocity distribution, the very good spatial resolution of visual 
cameras enables the description of local phenomena at the particle level, 
such as clustering [46]. This is a widely-studied phenomenon occurring 
both in gas-fluidized and vibro-fluidized beds. As its name implies, the 
phenomenon describes the existence of tight, high-density groups (or 
clusters) of particles within an otherwise more dilute system. The 
presence of such clusters can adversely affect mixing dynamics within 
fluidized beds, and as such is a matter worthy of study. This has been 
used to describe the velocities of clusters in circulating fluidized beds 
(CFB) [47,48]. 

Other applications of PIV to the study of fluidized bed hydrody-
namics include the effect of gas membranes on bed hydrodynamics 
[49–51], micro fluidized beds [52] and two-zone gas-solid fluidized 
beds [42,53]. A detailed review of these studies can be found in refer-
ence [31]. Moreover, PIV has also been coupled in a few studies with 
infrared thermography (IRT), in order to obtain the particle velocity and 
temperature distributions. These studies are referred to in Section 2.6. 

The applications described so far relate to the goal of improving the 
current understanding of fluidized-bed systems. However, PIV, poten-
tially coupled with other techniques, can be very useful in the validation 
of CFD simulations. These, in fact, can be an invaluable tool in the scale 
up of fluidized beds, but require validation to prove that they accurately 
describe bed hydrodynamics. PIV can, for example, provide particle 
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fluxes and velocities as validation quantities [35,36]. Dijkhuizen et al. 
[54] showed how the granular temperature distribution (Fig. 4), 
fundamental for simulations relying on the kinetic theory of granular 
flow (KTGF), can also be extracted from PIV measurements [54]. 

2.1.3. Insight on PIV 
PIV comes with an array of advantages, such as the fact that it allows 

for the measurement of the full-flow field of fairly large areas with one 
single measurement, while still maintaining very good spatial resolu-
tions [55]. Furthermore, the temporal resolution of PIV has been very 
rapidly improving, together with the advancement in the technology of 
cameras, with high-speed cameras boasting repetition rates in the order 
of tens of kHz [56]. This means that phenomena occurring in millisec-
onds and at the scale of a few particles can still be captured with PIV. 

On the downside, the use of PIV requires optically transparent walls 
or windows, and only the layer closer to the wall can be observed. For 
this reason, PIV is usually applied to pseudo-2D fluidized beds [57]. 
Moreover, the camera resolution imposes a lower limit on the size of the 
flow structures and of the particles that can be observed through PIV 
[31]. The limit on the particle size usually sits between Geldart group A 
and group B particles for dense flows [55]. Most studies, in fact, have 
been carried out on bed material particles belonging to group B or group 

D [32,40]. The technological advances, however, seem promising 
regarding the ability to apply PIV to smaller particles in dense flows in 
the near future. On the other hand, dilute flows of group A particles have 
been investigated for quite some time [34]. 

This progress in the temporal and spatial resolution allowed the 
development of multi-frame PIV, or time-resolved PIV (TR-PIV) [56,58], 
and of 3D velocimetry methodologies [59–61]. These latter, however, 
can only be applied to dilute flows such as in the freeboard or in CFBs. 
Hence, 2D PIV is expected to be the main particle image velocimetry 
technique applied to fluidized-bed reactors in the near future. 

Finally, the understanding and modelling of fluidized beds could 
largely benefit from a deeper understanding of turbulence. The very 
wide scales, both in time and in space, turbulence acts upon are the 
perfect match for PIV whole-flow-field high-spatial-resolution mea-
surements [31]. 

2.2. X-ray digital radiography (XDR) 

2.2.1. Operating principle of XDR 
X-ray digital radiography (XDR) falls under the category of x-ray 

imaging techniques, meaning that it relies on the penetrating power of x- 
rays to draw information about a system that would otherwise opaque to 

Fig. 2. Representation of the PIV cross-correlation process. The images are divided into smaller interrogation areas. A cross-correlation for each of these areas is 
calculated, returning a distribution of likelihood of displacement. A peak shows the most likely displacement between the same interrogation area in two consecutive 
frames. This average particle displacement is divided by the time interval between the two frames to obtain the average particle velocity in the interrogation area. 
Image reproduced with permission from reference [33]. 

Fig. 3. PIV/DIA approach adopted in reference [40]. (a) Original image, (b) velocity field, (c) voidage distribution obtained via DIA and (d) mass flux distribution 
field obtained combining the voidage and the velocity distributions. Image reproduced and adapted with permission from reference [40]. 
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the visible light. XDR requires an x-ray source and an x-ray detector 
placed on opposite sides of the object to image. The former emits x rays 
that travel through the system under study, and the attenuated beam is 
then collected by the x-ray detector. Fig. 5 shows a simplified repre-
sentation of the visualization of a fluidized bed by XDR. This technique 
returns a 2D projection of a 3D object, where the reading of each pixel 
describes the attenuation encountered by the x-ray beam along the 
corresponding path. The attenuation map can then be linked back to the 
density and volume fractions of the different phases [14,62,63]. 

As XDR relies on x-rays for the imaging, it is affected by x-ray scat-
tering and beam hardening. The former consists in the scattering due to 
the interaction with the material, but is, most of the time, negligible 
[64]. Beam hardening, on the other hand, occurs because common x-ray 

sources produce x-rays with a certain energy distribution. The low- 
energy components are more easily attenuated, causing a shift to-
wards higher energies as the beam travels through a medium, and, in 
turn, the attenuation coefficient to decrease as the x-rays travel through 
the object [63]. However, this non-linearity can be corrected for in order 
to minimize the effect in the recorded image [64]. 

Furthermore, due to the curvature of the image intensifier phosphor 
screen, present in many XDR setups, the resulting images are affected by 
pincushion distortion and need to be corrected before further post- 
processing is performed [65]. On top of this, the diverging x-ray beam 
contributes to the magnification of the object imaged. The actual object 
sizes can be obtained knowing either the source-to-object distance and 
the source-to-image distance, or the pixel-to-mm conversion factor. 

Once the images have been pre-processed, the voidage distribution in 
the field of view can be extracted. The attenuation of x rays is described 
by the Beer-Lamber law: 

I = I0e− μl (1)  

where I is the x-ray intensity after the attenuation, I0 is the initial x-ray 
intensity, μ is the material attenuation coefficient and l is the length of 
material the x rays travelled through. By taking two reference x-ray 
images, one of the empty bed column and one of the packed bed, the 
cumulative volume fraction of the different phases corresponding to 
each pixel can be obtained. 

The volume fraction distribution obtained through XDR has been 
cross-validated with multiple diagnostic techniques, such as magnetic 
resonance imaging, positron emission particle tracking, electrical 
capacitance tomography and radioactive particle tracking [15,16,66], 
showing a good agreement with them. 

Although the post-processing of XDR images is relatively easy, the 
principles behind it and behind the technique itself can be found in 
references [14,63,64]. 

2.2.2. Applications of XDR to gas-solid fluidized beds 
X-ray digital radiography has been used to study fluidized-bed re-

actors for decades, with the first applications dating back to the 1950s- 
1960s [67–69]. Over the years, the temporal and spatial resolutions of x- 
ray imaging systems have been improving, getting to values as low as 1 

(a) (b) (c)

Fig. 4. PIV applied to pseudo-2D fluidized bed for the evaluation of the average velocity distribution and of the granular temperature of the particles. (a) Frame used 
for PIV. (b) Velocity distribution obtained with PIV. (c) Granular temperature distribution obtained through PIV. Image reproduced and adapted with permission 
from reference in [54]. 

Fig. 5. Operating principle of XDR for the visualization of fluidized-bed re-
actors. The x-ray source emits a beam of x rays, and these are attenuated 
differently according to their own individual path and the volume fraction of 
different materials they cross (left). An x-ray detector receives the attenuated x- 
rays as a 2D projection (right) and digitalizes it. 
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ms [70] and 400 nm on a reduced field of view [71]. The improvements 
in resolution, together with increasing operating voltages and currents, 
reaching hundreds of kV and thousands of mA respectively [72], 
allowed for an increasingly accurate description of the phenomena 
taking place in fluidized-beds. The focus of the following sections will be 
on the latest applications of the technique to the study of fluidized-bed 
reactors. 

The most direct quantity that can be drawn about a fluidized-bed 
reactor with XDR is the distribution of the voidage, or gas volume 
fraction. This is possible thanks to the large difference in density be-
tween gases and solids, translating in significantly different attenuation 
coefficients for the two phases. The voidage distribution can then be 
used to characterize several quantities such as bubble properties and 
jets, as well as the effect of different distributors [73] or of intrusive 
probes [15]. XDR proved to be a very valuable tool in quantifying these 
effects. XDR has also been used to investigate the voidage distribution in 
a downward-flowing fluidized bed [74]. 

The visualization of the voidage distribution through XDR immedi-
ately returns the height of the fluidized bed as well. This can be a valid 
alternative when the bed height cannot be observed visually, as, for 
example, in the case of reactors running at industrial operating condi-
tions with opaque walls. It has, in fact, been used to obtain the minimum 
fluidization velocity of a multi-disperse bed material [76], to perform 
bed collapse and bed expansion tests [77,78], as well as to determine the 
bed expansion and contraction of a fluidized bed of TiO2 nanoparticles 
[79]. 

Furthermore, XDR allows the direct visualization of the bubble 
evolution along the height of a fluidized bed, showing nucleation, coa-
lescence and splitting of gas bubbles. The shape, size, frequency and rise 
velocity of both endogenous and exogenous bubbles (Fig. 6) can be 
determined [8,75,80–84]. This has been significantly used to quantify 
the impact of temperature [77,85,86] and pressure [81,86] on bed hy-
drodynamics. Furthermore, early XDR work on fluidized beds enabled 
researchers to visualize and characterize the wake of gas bubbles in gas- 
solid fluidized beds, and to describe how it impacts the bed hydrody-
namics [69,87]. Similar work has been performed more recently on 
endogenous bubbles, created by devolatilization of volatile material in 
biomass [8]. 

Similarly as for bubbles, XDR has proven to be a valuable tool to 
visualize both horizontal and vertical jets in fluidized beds and 

investigate jet stability, spray dispersion and optimal nozzle designs 
[86,88], as well as jet penetration length [72,89,90]. Examples of jet 
visualization through XDR are shown in Fig. 7. In one of these studies 
[72], the authors also used radio-opaque tracers in the liquid feed to 
study the formation and the behaviour of agglomerates. However, it 
could be argued that these might be harder to identify due to their small 
size, and the study only present artificially enhanced images of ag-
glomerates. Alternatively, although only applied to x-ray computed to-
mography as of yet, a dual energy approach could be adopted to detect 
and quantify liquid concentrations [91]. 

While XDR enables the observation of structures like bubbles and 
jets, single particles can hardly be identified due to their size. Clusters, 
however, consist of multiple particles and can, in some cases, be studied 
via XDR. For example, the dynamic formation and break up of nano-
particles clusters, forming due to the very large interparticle forces, were 
observed using a XDR setup with a reduced field of view [71,92]. It was 
shown how a coupling with microtomography can also allow the 
calculation of the break-up energy of such clusters. 

Similarly to PIV, also XDR can be and has been used for the valida-
tion of CFD models [82]. However, while PIV provides information on 
the particle velocity in fluidized beds, XDR can be used to obtain com-
plementary quantities such as bubble size distribution and rise velocity. 
This information has been used for the validation of Eulerian-Eulerian 
CFD codes [93,94]. Time-resolved bubble properties [95] and voidage 
distributions [96] have also been used as validation tool. These appli-
cations, however, are fairly dated. In fact, recently, other diagnostic 
techniques, such as MRI and PEPT, have been preferred over XDR for 
validation of CFD simulations due to the increased level of detail and 
information they can provide. 

2.2.3. Insight on XDR 
The fact that XDR relies on a hard field, meaning the x rays travel 

along straight lines and are not affected by the properties of the mate-
rials outside their direction of travel guarantees a simpler post- 
processing with respect to other diagnostic techniques. On top of that, 
x-rays are generated by an x-ray source, which can be easily turned on 
and off, making it the safest hard-field measurement technique. XDR 
allows the measurement of liquid concentrations either via tracer par-
ticles [72] or via dual-energy systems [91]. Furthermore, electrostatic 
charge, quite common in gas-solid fluidized beds, does not affect x-ray 

Fig. 6. XDR images of an endogenous bubble produced by devolatilization of a biomass particle. (a) Formation, (b) detachment and (c) eruption of the endogenous 
bubble. Image reproduced with permission from reference [75]. 
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measurements, while they may, for example, have an impact on elec-
trostatic capacitance tomographic measurements [64]. Finally, since 
information about the whole bed height can be captured in each mea-
surement, tracking of bubbles is much easier and more accurate than 
with other techniques, such as x-ray computed tomography [97]. 

By contrast, despite the progress in the energy, and therefore the 
penetrating power, of x-rays, the main limitation of XDR is on the size of 
the reactors it can image. In any case, the large size of the resulting 
images poses a limit on the use of the technique in real time, making it 
more suitable for process understanding than for process monitoring. 
Franka et al. [98] investigated different bed materials to increase the 
contrast in x-ray images. Although these alternative materials were 
found to improve the image resolution, they also had a negative effect on 
the fluidization uniformity. Furthermore, the fact that XDR captures a 
2D projection of a 3D object, it loses information about the third 
dimension, limiting its capabilities to describe distributions and struc-
tures in the cross sections. Finally, although safer than technologies 
relying on gamma rays, XDR still raises safety concerns related to their 
ionizing nature are still present. 

Whilst x-ray digital radiography has been used to study fluidized 
beds for decades, it still has much to offer in terms of process under-
standing. Namely, it has proven very powerful in the study of bubbles 
and jets, as well as in the investigation of industrial operating conditions 
and operational problems. It is, however, unfit for process monitoring on 
an industrial scale due to the large size of commercial fluidized-bed 
reactors, to the post-processing computational cost and to the safety 
precautions required when operating x-rays. 

2.3. X-ray computed tomography (XCT) 

2.3.1. Operating principle of XCT 
X-ray computed tomography (XCT) is, for many aspects, similar to 

XDR in that it draws information from the attenuation of the x-ray signal 
as this travels through the object to be imaged. The main difference 
between the two techniques is that XCT uses multiple projections of the 
object to reconstruct a map of densities in bed slices (Fig. 8), or in the 
whole bed volume. XCT is commonly applied to cylindrical fluidized 
beds as this is the most suitable geometry for the technique and it is the 
usual configuration in industrial applications. Two main types of XCT 
have been developed and employed so far: fan-beam 2D time-resolved 
XCT and cone-beam 3D time-averaged XCT [64]. The first one delivers 
time-resolved horizontal slices of an object. The most common config-
urations for this application are XCT systems with multiple source- 
detector pairs [99] and XCT systems relying on the electronic deflec-
tion of an electron beam [100]. On the other hand, cone-beam 3D time- 
averaged XCT combines different time-averaged 2D projections to 
extract information about slices or the whole fluidized bed volume. Most 
systems applying this technique rely on rotating XCT systems [101]. 
This technique can also be used to extract time-averaged 2D horizontal 
or vertical slices [102]. Since, XCT relies on the combination of many 
XDR projections, it is equally affected by x-ray scattering and beam 
hardening. While the first one can safely be ignored in most situations, 
the latter must be taken into account, and Hensler et al. [103] proposed 
a way to do this by means of a calibration method, based on pre- 
filtration of the x-ray beam. 

Once the projections have been collected, the attenuation distribu-
tion and then the phase distribution, need to be determined [64]. This is 
done by breaking down the domain into smaller elements and applying 
reconstruction algorithms, the most common ones being filtered back- 
propagation (FBP) [105] and simultaneous algebraic reconstruction 
technique (SART) [105,106]. Emerging algorithms, such as the adaptive 
genetic algorithm (AGA) [106], the mean intensity ratio reconstruction 
(MIRR) [107], the sparse-source reconstruction algorithm [108] and an 
algorithm based on Abel’s integral equation with a Tikhonov Regulari-
zation [109], have also been applied to XCT projections of fluidized 
beds. A comparison between FBP and AGA can be found in reference 
[110], while the performances of SART and AGA were evaluated in 
reference [106]. It is worth mentioning that the sparse-source recon-
struction algorithm only needs two source-detector pairs but is limited 

(a) (b) (c) (d)

Fig. 7. X-ray visualization of jets for different nozzle designs: (a) single slot on top, (b) 3 horizontal orifices on one side of the nozzle, (c) 3 downward orifices on one 
side of the nozzle and (d) 6 horizontal orifices all around the nozzle. Image reproduced and adapted with permission from reference [88]. 

Fig. 8. Operating principle of x-ray computed tomography. Multiple source- 
detector pairs, or a single rotating pair, capture several projections of the ob-
ject to image. These projections are then combined through image recon-
struction algorithms to back-calculate the attenuation distribution. Image 
reproduced with permission from reference [104]. 
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by the speed of a rotating wheel, while the algorithm based on Abel’s 
integral equation with a Tikhonov Regularization only needs one source- 
detector pair but relies on the assumption of axial symmetry. It is worth 
noting that image reconstruction for tomographic techniques is gener-
ally an ill-posed problem, as the number of pixels, the unknowns, is far 
greater than the number of independent measurements [99]. Validation 
of these reconstruction algorithms is typically done by imaging a 
phantom, which is a test object whose size and density are known 
[64,105]. 

Once the object image has been reconstructed, some further post- 
processing is required before analysing the results. First, in order to be 
able to compare consecutive frames, the reconstructed images need to 
go through normalization. This can be done by taking the wall and the 
air surrounding it as reference values for the normalization, as these will 
not change between different frames. A further step then consists in the 
calibration of the images, with respect to the intensity maps of the empty 
and of the filled column [105]. This calibration step was proven to also 
minimize the error even when the x-ray source settings are varied [111]. 
These post-processing steps are represented in Fig. 9. 

The XCT results obtained through these image reconstruction and 
post-processing have been compared to those provided by other diag-
nostic techniques, such as optical fibre probes, dynamic pressure mea-
surements, electrical capacitance tomography and radioactive particle 
tracking. This comparison was performed in terms of time-averaged 
voidage radial profile at different heights, as well as time-averaged 
axial voidage profile [16]. Drake and Heindel [112,113] showed the 
high degree of repeatability of XCT measurements of the time-averaged 
voidage distribution. They also highlighted how bed material consis-
tency and larger superficial gas velocities contribute to a higher degree 
of repeatability. 

Further details about the XCT principle, the image reconstruction 
algorithms and the post-processing can be found in references 
[64,105,106]. 

2.3.2. Applications of XCT to gas-solid fluidized beds 
Although it has been widely used in the medical field, the application 

of XCT to fluidized-bed reactors only started in the 1990s [114]. The 
imaging potential of the technique has seen a very fast and steep in-
crease in performances in the past 30 years and new configurations have 
been developed specifically for the study of multiphase flows 
[100,115,116]. While the spatial resolution has not been a limitation of 
the technique, and has therefore not seen massive improvements, the 
temporal resolution passed from 3 s in the first application [114] down 
to 0.125 ms in later implementations [117], thanks to the introduction 
of XCT systems without moving parts [118]. However, the image 
reconstruction keeps being a limiting factor in the on-line application of 
XCT to fluidized-bed reactors. Nonetheless, the recent advance in 
computational power, namely with the introduction of graphic pro-
cessing units (GPUs), has been accelerating this step significantly, 
decreasing the technological gap needed for the application of XCT in 
real time [119]. At the moment, most XCT implementations to fluidized- 
bed reactors are 2D time-resolved or 3D time-averaged. However, 
thanks to the continuous and rapid increase in computational power, 3D 
time-resolved XCT, such as the one proposed in [120] are now possible. 

Similarly as for XDR, the first straightforward application of XCT to 
fluidized-bed reactors is the determination of the voidage distribution 
starting from the XCT attenuation map [96,104,121,122], as repre-
sented in Fig. 10. The voidage distribution can then be used to study a 
range of fluidized-bed properties, such as bubbles and jet behaviour 
[123], or to validate CFD models. The presence of hydrodynamic 
structures [124], and the effect of intrusive probes on the local voidage 
[16,17] have also been investigated thanks to XCT. XCT has also been 
used to evaluate the distribution of bed material particles in the cross 
section of a circulating fluidized bed (CFB) [103]. 

It was shown how consecutive cross-sectional voidage distributions 
obtained via XCT can be stacked up on top of each other and, by means 
of image-processing techniques, used to obtain the pseudo-3D shape of 
bubbles [97]. Although this technique is limited to one vertical position 
and assumes no change in the bubble properties as this crosses the 
measurement plane, it allows for a unique and unmatched level of detail 
in the description of the bubble shape, size and rise velocity. A similar 

Fig. 9. Post-processing steps of reconstructed XCT image: (i) normalization 
with respect to the wall and the air surrounding it and (ii) calibration using the 
empty column and filled column reference images. Image reproduced with 
permission from reference [105]. 

Fig. 10. Time-averaged voidage distribution in vertical and horizontal slices 
(Y-slice and Z-slice respectively) in a 3D fluidized bed for different bed heights 
obtained through XCT. Image reproduced and adapted with permission from 
reference [121]. 
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approach was then adopted by references [125] and [99]. Much of the 
research on bubbles by means of XCT has been carried out by the 
research group at the Delft University of Technology led by Mudde and 
van Ommen with an XCT system made up of 3 x-ray tubes and 3 detector 
arrays with 32 detectors each [18,126–130]. For some of the studies two 
layers of detectors were used, such as in reference [125] where two thin 
parallel slices were imaged simultaneously XCT. Significant applications 
of XCT to the study of bubble properties were also performed by Bieberle 
et al. [131,132], as well as by Kantzas’ [133,134] and Heindel’s groups 
[135,136]. 

In addition, XCT has been employed in several studies focussing on 
jets in gas-solid fluidized beds. In fact, a 3D reconstruction of the jets 
allows to evaluate jet penetration length, number of active jets and jet 
merging [137], as well as the time-averaged voidage distribution in it 
and around it [102,138,139]. In the study by Yang et al. [102], the 
authors did not directly observe a jet, probably due to the limited spatial 
resolution of the XCT (1 cm), but they were able to estimate its pene-
tration length with the XCT images of bubbles in its surroundings and 
found it to be in good agreement with results in the literature. 

It is worth mentioning that XCT has also been used to study the mass 
transfer characteristics in a turbulent fluidized bed [140], the motion of 
tracer particles to characterize the particle velocity [117] and gas- 
liquid-solid fluidized beds [91]. This latter study relied on dual energy 
x-ray tomography, which could be extremely useful in studying sprays 
and liquid concentration in gas-solid fluidized beds. However, to the 
authors’ best knowledge, it has not yet been applied to this field. 

Other than for process understanding, XCT has also been extensively 
used as validation tool for CFD simulations. As the main quantities it can 
provide are the voidage distribution and the bubble and jet properties, it 
has mostly been used to validate Eulerian-Eulerian two-fluid models 
(TFM). Other than visually, the main quantities used for validation have 
been time-averaged voidage profiles [141–143], particle segregation 
number [144], bubble size and velocity [131] and jet penetration length 
[90]. Fig. 11 shows the comparison between experimental and simula-
tion results in the description of jets in this last study. 

2.3.3. Insight on XCT 
In addition to the advantages of XDR, XCT is capable of directly 

visualizing a local value of voidage, while the results obtained via XDR 
flatten the 3D object onto a 2D plane, losing information about the third 
dimension. Similarly to XDR, XCT allows measurement of the liquid 

concentration in a gas-solid fluidized bed via a dual-energy approach 
[91]. Even though the post-processing of XCT is computationally more 
costly [64,119] proved how an optimized data processing can reduce the 
reconstruction cost significantly, even allowing for real-time measure-
ments. Furthermore, Stürzel et al. [120] proved that 3D time-resolved 
XCT is feasible, although they only applied it to a relatively limited 
volume, and the relative post-processing is even more demanding. 

XCT, however, does come with some limitations, such as the need to 
find a compromise between computational cost of the XCT reconstruc-
tion algorithms and its spatial resolution [145]. Moreover, the robust-
ness to noise still has some room for improvement. Although XCT has 
historically been characterized by a lower limit on the temporal reso-
lution, several setups overcoming this issue have been designed over the 
last 15 years [99,118]. It is also worth noting that, in most cases, the 
observation of vertical structures or phenomena via XCT is significantly 

Fig. 11. Comparison between experimental and simulation results of the voidage distribution in the vicinity of a two-orifice horizontal nozzle in a fluidized bed. The 
experimental image was captured via XCT with a single source-detector pair and a rotating fluidized bed. Image reproduced with permission from reference [90]. 

Fig. 12. Visualization of an electrical capacitance measurement setup for a 
fluidized-bed systems. The main elements are a set of capacitance probes, a data 
acquisition system, and a computer for the reconstruction of the images. Image 
reproduced with permission from reference [154]. 
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limited. 
Overall, XCT can be a great tool in describing the hydrodynamics of 

fluidized beds. However, due to the difficult scale up of such systems, a 
coupling with CFD simulations and other techniques, such as pressure 
measurements or optical and capacitance probes, is advisable for the 
study and monitoring of plant-scale fluidized beds. 

2.4. Electrical capacitance tomography (ECT) 

2.4.1. Operating principle of ECT 
Electrical capacitance tomography (ECT) aims, through capacitance 

measurements, to reconstruct the distribution of the dielectric permit-
tivity, a measure of the insulating properties of a material. A capacitance 
measurement relies on two capacitive plates, or electrodes, to measure 
the mutual capacitance, where this latter is defined as the ratio between 
the stored charge and the voltage difference between the two plates. The 
dielectric distribution can then be converted into a phase distribution 
thanks to the significantly different dielectric properties of different 
phases. ECT is particularly suited for media with low electrical con-
ductivities and, therefore, for gas-solid fluidized beds. Other electric- 
field tomographic techniques, such as electrical resistance tomography 
(ERT), electromagnetic tomography (EMT) and displacement current 
tomography will not be discussed as they are not commonly applied to 
gas-solid fluidized beds [146,147]. 

Different ECT setups have been developed over the years, however, 
they all share a set of common elements, shown in Fig. 12: a set of 
capacitance plates, a data acquisition system and a computer for the 
reconstruction and visualization of the system images. The most 
commonly employed ECT systems return cross-sectional 2D phase dis-
tributions, while the more advanced electrical capacitance volume to-
mography (ECVT) ones allow the visualization of different phases in 3D 
regions of the system [148]. These latter usually have multiple layers of 
electrodes stacked up on top of each other. More recently, the concept of 
adaptive electrical capacitance volume tomography (AECVT) emerged. 
This technique makes use of capacitance plates made up of smaller 
segments, hence increasing the number of independent measurements 
[149]. ECT has proven to be an effective technique also to study irreg-
ular geometries, such as 90◦ bends [150] and rectangular sections [151]. 
Since the thickness of the wall affects the reconstructed image quality 
[152], a combination of external and internal electrodes may be used to 

increase the accuracy in the centre region of the imaging area [153]. 
However, this form of ECT is invasive and potentially intrusive. 

In ECT, each pair of electrodes provides one independent measure-
ment, adding up to N(N-1)/2 independent measurements for N elec-
trodes. It is worth noting that electrodes need to be electrically insulated 
from metallic walls to avoid short circuiting. Furthermore, each elec-
trode needs to be fairly large to measure a significant change in capac-
itance, limiting the number of electrodes in an ECT system and, hence, 
its spatial accuracy [146–148]. 

Once that the 1D capacitance measurements are taken, the 2D or 3D 
phase distribution needs to be reconstructed. This is done by reversing 
the Laplace equation for the electric field through image reconstruction 
algorithms. These take into account the plate properties and the relative 
positions of the different electrodes [148]. It is worth noting that this is a 
non-linear problem as the solution of the problem, the dielectric distri-
bution, influences the electric field itself. For this reason, ECT is referred 
to as a soft-field tomographic technique. The image reconstruction 
process is further affected by the chosen permittivity model, or con-
centration model, which allows to pass from the reconstructed permit-
tivity distribution to the phase distribution [155,156]. Moreover, ECT is 
characterized by uneven sensitivity maps, meaning that objects in 
different positions in the imaging region will be captured with different 
levels of accuracy. While this is usually seen as a limitation of the 
technique, it has been shown how this can be taken advantage of by 
performing image fusion between ECT sensors with different geometries 
[157]. A typical cross-sectional image of a fluidized bed obtained via 
ECT is shown in Fig. 13. The poorer spatial resolution with respect to 
previously seen techniques can clearly be observed. 

2.4.2. Applications of ECT to gas-solid fluidized beds 
The first applications of ECT to visualize opaque flows date back to 

the 1980s [159], already with a very good time resolution of 5 ms. ECT 
was then applied to fluidized beds only a few years later [160]. Since 
then, ECT has been used to study plenty of fluidized-system elements 
and types, such as cyclones [161] and cyclone diplegs [162], CFBs 
[163,164], spout-fluid beds [165], slugging fluidized beds [166], U- 
valves [167] and pneumatic conveying [168]. ECT has been character-
ized by a relatively high temporal resolution throughout its lifespan, 
although hardly beyond 100 fps, even in recent applications [169,170]. 
Since, in most cases, this value is sufficient to characterize fluidized-bed 
systems, only few studies have used ECT systems with higher capture 
rate [171,172]. On the other hand, due to the limited spatial resolution 
associated with ECT, a great deal of effort has been put into improving 

Fig. 13. Typical image of a gas-solid fluidized-bed cross section obtained via 
ECT. The spatial resolution of ECT is relatively limited and the accuracy of the 
measurement in the central region is worse due to the limited sensitivity of the 
electrodes. Image reproduced and adapted with permission from refer-
ence [158]. 

Fig. 14. Graphical visualization of the cross-correlation method to measure the 
bubble rise velocity in a gas-solid fluidized bed through ECT. A dip corresponds 
to the passage of a bubble. The vertical distance between the two ECT planes 
divided by the time between corresponding dips in the two planes gives an 
estimate of the bubble rise velocity. Image reproduced with permission from 
reference [169]. 
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the image reconstruction algorithms and many alternative approaches 
to the historical linear back-projection method have been proposed over 
the years [173–175]. Interestingly, image reconstruction algorithms 
relying on neural networks have been proposed for over 20 years 
[176,177]. 

Once again, the direct output of this technique for gas-solid fluidized 
beds is the voidage distribution [178]. This can then be used to char-
acterize the fluidization quality [179], the flow regime transitions 
[180,181] or the minimum fluidization velocity [182]. Alternatively, 
different quantities can be extracted, such as bubble properties and 
liquid concentration, described later on in this section, as well as particle 
distribution stability and uniformity [183]. The ECT data post- 
processing usually follows one of the following approaches: image 
analysis [184], time-domain analysis (mean value, standard deviation, 
…) [167,185] or frequency-domain analysis (dominant frequency, fast 
Fourier transforms, wavelet analysis, …) [167,185,186]. 

Some of the quantities that can be extracted from the voidage dis-
tribution obtained via ECT are bubble shape, size, frequency, and rise 
velocity [187,188]. Similarly to XCT, the stacking of consecutive ECT 
reconstructed images allows the visualization the pseudo-3D flow of 
bubbles across the corresponding cross section [189]. However, the 
significantly lower spatial resolution of ECT with respect to other 
techniques does not allow for such an accurate description of bubbles. 
Furthermore, the long axial size of the electrodes stretches the imaged 
objects axially and shrinks them radially [190], as well as causing the 
underestimation of bubble sizes [191]. Bubble or slug velocities can be 
calculated using cross correlations of images captured by adjacent 
planes of ECT electrodes [169,180], or through velocity profiling, which 
takes advantage of the uneven sensitivity distribution [192]. A graphical 
visualization of the cross-correlation method is shown in Fig. 14. ECT 
has also been used to characterize the slug evolution along the bed 
height [193]. 

Some studies even measured the solids velocity via ECT [185]. 
However, this method is only applicable when most solids in the im-
aging area are moving in bulk in one direction, such as in a Wurster tube. 

Several applications of ECT to Wurster type fluidized beds can be found 
in the literature [194,195], likely due to the possibility to introduce 
internal electrodes on the tube itself, therefore improving the charac-
terization of the central region. 

Somewhat surprisingly, given its limited spatial resolution, ECT has 
also been used to investigate the shape and size of jets, as well as its 
voidage distribution [196]. An adaptive thresholding method to in-
crease the accuracy of the description of jets by ECT has also been 
developed [197]. 

The direct consequence of structures like jets and bubbles is an 
enhancement of the bed mixing. This latter has also been the subject of 
multiple studies carried out with ECT. A combination of gas cut-off 
method and ECVT, for example, was used to provide valuable insights 
on the mixing and segregation in a fluidized bed, returning accurate 
results in terms of particle mixing ratio [198]. Alternatively, ECT can be 
used to observe segregation in real time by having two ECT sensors 
installed at different heights of the fluidized bed [199]. ECT has also 
been employed to study the mixing of larger objects in fluidized beds, by 
itself [200,201], with a ball-type inertial measurement [202] and with 
an electronic dynamometer [203]. Post-processing on the data can be 
performed to obtain quantities such as the residence time distribution or 
the mean residence time [200]. However, the spatial resolution of ECT 
significantly affects the accuracy of the results and a Lagrangian tracking 
method might be more suitable for the studies at hand. 

In addition to the limited spatial resolution, ECT is also affected by a 
high sensitivity to the presence of liquids, with decreasingly accurate 
ECT measurements as the amount of liquid increases due to the 
increased conductivity of the moist particles [204,205]. Interestingly, 
this limitation can be turned into an advantage. In fact, with proper 
calibration, ECT can then be used for measurements of liquid concen-
tration [206,207]. Alternatively, it has been proposed to combine ECT 
and microwave tomography (MWT) to overcome the limitations of ECT 
when liquids are present [208]. 

Despite the poor spatial resolution, ECT has been widely used as a 
validation tool for CFD [204], as well as CFD-DEM [195,209], 

Fig. 15. Comparison between voidage distributions in the cross-section of a fluidized bed obtained by (a) CFD-DEM simulation and (b) ECT measurements. Image 
reproduced and adapted with permission from reference [184]. 
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simulations of fluidized beds. Examples of validation techniques include 
visual analysis [184], comparison of the cross-sectional voidage distri-
bution [204,209] or of the voidage averaged over a region [195] and 
analysis of the bubble size and bubble frequency [210–212]. Overall, 
ECT is not great as a validation tool due to its poor spatial resolution and 
to the large errors in the reconstructed images, as can be observed in 
Fig. 15. The other techniques presented in this section are, in most cases, 
better alternatives. 

In parallel, ECT has also been used for the validation of theoretical 
models for the bubble rise velocity and bubble frequency [213]. 

2.4.3. Insight on ECT 
The main advantages coming with adopting ECT as a diagnostic tool 

are the lack of safety concerns related to radiations, the ease of use up to 
several meters in diameters [148], the high temporal resolution 
providing the capability to perform real-time measurements [214], the 
low cost and the resistance to high temperatures and pressures 
[184,215]. It has also been proven that ECT can be applied to irregular 
structures [216]. This set of advantages make it an excellent option for 
process monitoring and control [194,217]. Combinations of ECT with 
other diagnostic techniques, such as charge-coupled device (CCD) 
cameras [218] and pressure fluctuation measurements [186,219], 
electromagnetic tomography [220,221] and ultrasound transmission 
tomography [222] have been studied and could be used as control tools 
for industrial fluidized beds. Its sensitivity to liquid presence makes it 
capable of measuring their concentration [206,207]. 

By contrast, ECT is not optimal for process understanding, mostly 
due to its poor spatial resolution, around 5-10 mm [154], if compared to 
the other techniques mentioned so far, even in the latest applications of 
ECT [218]. Even an increase in the electrode number seems to deliver 
negligible improvements beyond a certain threshold number [223]. 
Furthermore, electrostatic effects, very common in gas-solid fluidized 
beds, can impact the accuracy of the ECT measurements [224], although 
electrostatic-immune ECT systems, based on high-pass filtering of the 
signal, have been designed [225]. A significant concentration of liquids 
can strongly influence the accuracy of the results [204,205]. Finally, as 
the size of the object to image increases, the measurement accuracy in 
the central region due to the limited sensitivity of ECT electrodes [226]. 

In conclusion, due to the large size of ECT electrodes and the 
resulting upper limit on their number, as well as to the diminishing 
returns as this number is increased, not much can be done to improve the 
actual ECT measurements. For this reason, as it has been so far, most of 
the research effort is likely to be directed on the on the image recon-
struction algorithms, potentially with a coupling with neural networks 
and deep learning [227,228]. This approach has been shown to be 
capable of reducing image errors from ~20% down to ~10% [229]. 
Furthermore, different electrode excitations have been investigated 

[230], with dual-electrode excitation showing promising results in terms 
of mean readings and the standard deviation, while overall improving 
the quality of the reconstructed images [231]. Finally, the choice of 
electrode shape and placement might need further investigation as it 
was demonstrated that, for example, hexagonal staggered electrodes 
perform better than the conventional rectangular in-line ones [232] 

2.5. Magnetic resonance imaging (MRI) 

2.5.1. Operating principle of MRI 
Magnetic resonance imaging (MRI) enables the visualization of 

chemical elements with nuclear spin, or angular momentum, different 
from zero [233]. MRI relies on the fact that, if a nucleus with uneven 
proton or neutron numbers, most commonly hydrogen, is immersed in a 
magnetic field, its spin will start precessing. The frequency at which 
precession takes place, the Larmor or resonance frequency, is propor-
tional to the intensity of the magnetic field, which is purposefully varied 
in space, by means of gradient coils [234]. A pulsed radio-frequency 
signal then produces a perpendicular magnetic field. This signal, and 
therefore the relative magnetic field, follow the Larmor frequency cor-
responding to the slice of interest. 

The energy absorbed from the radio-frequency signal is then released 
after each pulse, in what is called relaxation, and provides information 
on the density of these MRI-sensitive particles. Due to the different 
concentrations of chemical elements in different phases, one can pass 
from the element distribution to the phase distribution. The gradient coil 
allows to image only one slice of the system at a time. In order to then 
obtain the position from which each relaxation signal is emitted, fre-
quency- and phase-encoding are performed in the other two directions. 
This means that the resonant frequency and the excitation phase shift 
will be spatially dependent in the other two directions, and can then be 
used univocally to obtain the location from which the signal was emitted 
[25]. Furthermore, the phase of the magnetic resonance signal can be 
used to determine the particle velocity through what is known as the 
phase, or phase-contrast, method [235]. Different MRI techniques are 
available to extract different types of information. This is, however, 
beyond the scope of this work. Detailed information about these tech-
niques can be found in [233]. A list of the main sources of errors when 
obtaining the voidage during image reconstruction is reported in [236]. 

A common MRI setup is represented in Fig. 16 and is composed of a 
superconducting coil, gradient coils, a radio-frequency coil and a 
receiver coil. 

The relaxation time is much larger in liquids rather than in solids 
[234], making them more easily detectable by the receiver coil and, 
therefore, the main option to study particulate flows. For this reason, 
different liquid-bearing particles have been designed and used [237], 
together with oil-rich seeds, such as mustard and poppy seeds [233], and 

Fig. 16. Main components of an MRI setup: superconducting coil, gradient coils, radio-frequency coil and receiver coil. Most of the MRI setups used to study 
fluidized-bed reactors are of the same kind as those designed for medical applications. 
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liquid-saturated porous particles [238] for the study of granular media 
with MRI. Elements that can be easily imaged through MRI are 1H, 13C, 
19F, 23Na and 31P. In order to image gas flows SF6 is commonly used 
[25,238]. 

2.5.2. Applications of MRI to gas-solid fluidized beds 
MRI was first borrowed from the medical field and applied to particle 

flows approximately 30 years ago [239]. Most of the recent research 
using MRI on fluidized-bed systems has been carried out by the research 
groups based at ETH Zurich, University of Cambridge, and Columbia 
University. In order to achieve temporal and spatial resolutions 
respectively below the ms and below the mm, some applications relied 
on 1D imaging, usually along the bed axis [240]. While this option 
clearly has some benefits, it does not allow for a full characterization of 
the bed hydrodynamics. The most common images obtained through 
MRI are, in fact, vertical 2D slices. Nevertheless, in most cases a 
compromise needs to be found between temporal and spatial resolution, 
although the recent development of ultrashort echo time (UTE) MRI 
significantly improved both. The achieved resolutions, around 25 ms 
and 1 mm, for 2D images are most often sufficient to describe the 
macroscopic hydrodynamics taking place in fluidized-bed systems 
[241]. One further type of image that can be obtained via MRI is a 
horizontal 2D slice, similarly to ECT and to fan-beam XCT [242]. Finally, 
a 3D image of the object can also be obtained by imaging the different 
slices and by stacking them next to each other [233]. This procedure, 
however, is quite time consuming and the most common approach 
focusses on the visualization of vertical 2D slices, as cylindrical 
fluidized-bed systems can, in most cases, be assumed to be axially 
symmetric. 

The most typical sort of images of a fluidized bed that can be 

Fig. 17. Example of a 2D image of a bubbling fluidized bed obtained through 
MRI. The slice to be imaged is chosen by setting the radio frequency to the 
Larmor frequency of the plane of interest. Image reproduced and adapted with 
permission from reference [243]. 

Fig. 18. Simultaneous voidage (top) and particle velocity (bottom) distributions in a gas-solid fluidized bed at different instants obtained through MRI. Different 
techniques are used to extract the two distributions: several options are available for the voidage [233], while the phase method is the most commonly one for the 
description of the particle velocity [235]. Image reproduced and adapted with permission from reference [246]. 

Fig. 19. Spatial distribution and size (indicated by the colour and diameter of 
the dots) of bubbles in a fluidized bed. Image reproduced and adapted with 
permission from reference [243]. 

M. Errigo et al.                                                                                                                                                                                                                                  



Powder Technology 431 (2024) 119098

14

obtained through MRI is shown in Fig. 17. These images can then be 
further processed to obtain a range of properties characterizing the 
fluidized bed, including the voidage distribution in the 2D slice and the 
bubble properties. These quantities have been used, among other things, 
to determine the fluidization regime [244], to measure the bed height 
[245] [246] or to determine the minimum fluidization velocity [247]. 

In addition to the particle concentration distribution, the particle 
velocity distribution in a 2D slice can be obtained with the same mea-
surement, using the earlier mentioned phase method. MRI is the only 
Eulerian diagnostic technique discussed in this work that allows to do 
this in the central section of a 3D fluidized bed. This is a great advantage 
with respect to the other techniques as the particle velocity distribution 
is a fundamental quantity to describe the bed hydrodynamics. At the 
same time, it is not necessary to adopt a pseudo-2D fluidized-bed setup 
with its limitations due to the increased wall effects. Several studies 
adopted this phase method and studied the particle velocity distribution 
in the vicinity of a bubble [237] and over the whole bed central slice 
(Fig. 18) [246], as well as the distribution of the particle velocity fluc-
tuations in the bed central slice and the wake region directly above an 
internal [243]. One interesting application of this method to gas-solid 
fluidized beds aimed to characterize the effect of liquid bridging by 
observing a shift of the particle velocity distribution towards lower ve-
locities [245]. Although introducing oil via sprays generates an addi-
tional MRI signal, this latter is significantly smaller than the one 
generated by the liquid-bearing particles, making the quantification of 
the liquid concentration challenging. Furthermore, MRI has been used to 
image the particle concentration and velocity distributions in the 
proximity of a jet [248] and in the dead zones near it [249]. 

Similarly to as for the previously seen techniques, the voidage dis-
tribution obtained via MRI has been extensively used to characterize 
bubbles in a gas-solid fluidized bed. A few examples of bubble properties 
extracted from MRI measurements are the bubble formation and erup-
tion frequencies [250], the bubble lateral drift and their coalescence 
[241], the bubble number and size [245,246], as well as the classical 
bubble shape, size and rise velocity [251,252]. Interestingly, also the 
bubble collapse [253] and the interaction between different bubbles 
have been investigated with MRI [252]. Finally, the capability of MRI to 
describe the particle velocity field allowed for its characterization in the 
vicinity of bubbles [254,255]. Fig. 19 shows the bubble distribution, 
together with their size, within a gas-solid fluidized bed obtained via 
MRI. 

In addition to the observation and study of bubbles, the spatial res-
olution of MRI allows the characterization of jets, and its temporal 
resolution the description of the region where bubbles detach from a jet 
[248,249]. These features were also used to study the permanent char-
acter of voids, in order to distinguish between jets and sets of bubbles 
[222]. Several investigations focussed on the measurement of the jet 
penetration length [244,248,249,256,257]. Further applications of MRI 
to gas-solid fluidized beds included the assessment of the fluidization 
quality with innovative nozzle designs [258], the jet-wall and jet-jet 
interactions [259,260]. 

While the previously seen techniques cannot go beyond the 
description of shape, size and motion of bubbles and jets, MRI provides 
further information in the description of the gas flow. As mentioned 
earlier, in fact, the gas SF6 can be imaged through MRI thanks to its 
fluorine content. The phase method can then be employed to describe 
the velocity field of the gas phase in a gas-solid fluidized bed. This 
approach allowed to investigate the gas interstitial velocity profile in the 
emulsion phase, the gas velocity profile in bubbles [261], and the gas 
velocity profile in the freeboard [262]. It is worth noting that these 
measured velocities were averaged over time. 

MRI has further been used to characterize the axial mixing in a gas- 
solid fluidized bed by introducing MRI “tracers” to a bed of MRI- 
transparent particles [263]. High capture rates and spatial resolution 
could be obtained by reducing the analysis to a cross-section averaged 
1D profile of the MRI signal intensity. Also the “anomalous sinking” of 

an intruder phenomenon has been studied by means of MRI [264]. This, 
however, follows more a Lagrangian approach than a Eulerian one, and 
will not be discussed in detail. 

Furthermore, thanks to the completeness of information that MRI 
can provide in terms of particle concentration and velocity profiles, it 
works as a great tool for validation of CFD and CFD-DEM simulations. 
The most commonly used parameters are bubble shape, size and rise 
velocity, as well as particle concentration and velocity distributions 
[265–267]. Some of these studies focussed on specific phenomena, such 
as the collapse of a bubble as it meets another bubble [268,269]. The 
most complete approach adopted in the literature consists in comparing 
the distributions of the voidage, of the particle velocity and of the gas 
velocity. This has mostly been done with time-averaged quantities ob-
tained in a horizontal 2D slice [247]. The comparison has been per-
formed visually and in terms of velocity probability density function 
(PDF). It has also been shown that MRI can be used to obtain the 
granular temperature distribution of the particulate phase in a gas-solid 
fluidized bed [270]. As previously mentioned, the granular temperature 
is a fundamental quantity for simulations relying on the kinetic theory of 
granular flow. 

2.5.3. Insight on MRI 
Magnetic resonance imaging is likely the most versatile Eulerian 

diagnostic technique. It allows, in fact, to visualize the distributions both 
of the particle concentration, or voidage [244], and of the particle ve-
locity [245], as well as the gas velocity distribution, whether this is in 
bubbles, in the emulsion phase [261] or in the freeboard [262]. 
Furthermore, the images that can be extracted can be 1D images aver-
aged over the cross section, vertical 2D slices, horizontal 2D slices, or 
even 3D images. The latest developments allowed to reach 1 mm and 25 
ms as spatial and temporal resolution for 2D slices, thanks to ultrashort 
echo-time MRI [241], but one can be increased if the other is decreased, 
such in the case of 1D images, where sub-millisecond and sub-millimetre 
resolutions can be achieved [240]. On top of this versatility, MRI has low 
energy requirements, can be considered safe from the point of view of 
radiations and commercial scanners developed for medical applications 
can easily be employed [233]. Furthermore, different materials can be 
identified [263]. The combination of all these advantages makes it a 
great diagnostic technique for process understanding. 

By contrast, MRI does come with some limitations, such as the 

Fig. 20. Radiance of blackbodies at different temperatures. The mean wave-
length of the emitted infrared radiation decreases as the temperature of the 
object increases. Image reproduced and adapted with permission from refer-
ence [274]. 
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limited size of the objects that can be imaged, a few tens of centimetres 
in diameter, the limited choice of bed materials to liquid-bearing par-
ticles and the capability to only image metal-free objects. For all these 
reasons, MRI cannot be applied to industrial fluidized-bed reactors and 
is therefore not a valid option for process monitoring and control. 
Moreover, an MRI setup is relatively expensive, and, as for other 
tomographic techniques, image reconstruction artifacts can affect the 
accuracy of the measurements [25,233,38]. 

Overall, MRI has proven to be a very effective diagnostic technique 
to increase the knowledge of the fluidized-bed hydrodynamics. The 
recent development of ultrashort echo time MRI [271] and its applica-
tion [241] has shown the capability to significantly improve the spatial 
and temporal resolution of the technique. Most of the recent progress in 
the MRI capabilities was possible thanks to developments in the sam-
pling method [233,238]. Progress is also being made in the development 
of materials with signal-amplifying properties [272] and of cheaper 
zero- to ultralow-field MRI [273]. Although these have not yet been 
applied to fluidized-bed systems, they do offer the opportunity for 
further findings. 

2.6. Infra-red thermography (IRT) 

2.6.1. Operating principle of IRT 
Infrared thermography (IRT) is a non-invasive and non-intrusive 

diagnostic technique that allows to image the temperature distribution 
of a system. IRT relies on the thermal radiation, which is the electro-
magnetic radiation generated by objects at a temperature different from 
0 K, mostly falling in the infrared spectrum (Fig. 20) [274]. Each pixel of 
an infrared camera receives energy in the form of thermal radiation, 
filters out wavelengths outside its range and returns a number of counts, 
which is proportional to the energy of the filtered radiation. By means of 
a calibration curve the infrared radiation can be converted into the 
surface temperature of the emitting object, fluidized particles in the case 
of fluidized beds. The calibration procedure for this technique is very 
well describe in reference [275], with a specific focus on the effect of the 
window temperature and of interparticle reflection. Infrared cameras 
have also been shown capable of providing an indirect measurement of 
other quantities, such as gas concentration [276] or particle position 
[277]. 

It is worth noting that, similarly to PIV, fluidized bed materials are 
opaque to infrared radiation, meaning that only the layer closest to the 
wall can be imaged. For this reason, most experimental setups are 
pseudo-2D fluidized beds. Furthermore, the bed wall, or at least a 
portion of it, needs to be transparent to the infrared radiation in the 
range corresponding to the temperatures that need to be imaged. 
Different materials, such as MgF2 [278,279], NaCl [280], polycarbonate 
[281], sapphire [282] or germanium [283], can be used depending on 
the wavelengths of interest. 

Attention to the material infrared properties must also be paid for the 
fluidized particles. In fact, most real objects, including fluidized bed 
materials, can be studied as greybodies, meaning that their emissivity is 
assumed constant but lower than 1. Hence, the infrared radiation 
coming from them is the sum of the radiation emitted and reflected by 
such objects, complicating the post-processing of infrared images. 
Different solutions have been suggested to account for this and for the 
interference of infrared windows; these include painting the particles 
with matt-black paint [284] or correcting the infrared images through 
the calibration step [275]. This latter study also addressed the emission 
of infrared radiation by the window. 

A more detailed description about infrared radiation itself and the 
diagnostic technique, including the post-processing and filtering steps, 
can be found in references [274,275,282,285]. 

2.6.2. Applications of IRT to gas-solid fluidized beds 
Temperature measurement by IRT is a relatively recent application 

to fluidized-bed reactors and most of the research in the field has been 

carried out in the last 20 years. The first applications of IRT to fluidized 
beds were performed in references [278] and [279], who studied the 
heat transfer between bed particles and an immersed heat transfer sur-
face. The heat transfer surface was remotely heated via a CO2 laser and 
also acted as an infrared-transparent window. It is worth noting that the 
small difference in temperature between the bed and the wall in [278] 
might have had an impact on the accuracy of the results. IRT has also 
been used to study the gas-to-particle heat transfer coefficient by means 
of an energy balance [280] and the particle-to-particle heat transfer 
[281]. In this latter study, the difference between bed temperature and 
particle temperature, where the first one is measured with a thermo-
couple and the second one with an infrared camera, was highlighted. 

Even though thermocouples have been widely used for the moni-
toring and control of industrial fluidized beds, some implementation of 
infrared cameras for this purpose have been proposed. Although, as 
previously mentioned, IRT is limited to the visualization of the tem-
perature distribution of the first layer of particles only, the corre-
sponding temperature distribution cannot be easily captured with 
thermocouples and is therefore extremely valuable. Li et al. [283] 
devised a system and a method for the online monitoring of the tem-
perature of the particles ejected in the freeboard in a 3D cylindrical 
fluidized bed of group D particles, after filtering out particles out of 
focus or blurred. They also proved that the temperature difference be-
tween the particles and the background does not affect the visualized 
particles’ size or shape. It is worth highlighting that this method does not 
allow for the visualization of the whole bed temperature distribution. 

Another interesting application of IRT to 3D fluidized beds running 
at high temperatures was proposed by reference [286]. This consists in 
monitoring the temperature distribution on the top surface of a fluidized 
bed (Fig. 21). The post-processing of the infrared images was done in 
terms of PDF, mean value, and standard deviation of the temperature 
values as the goal in most industrial application is to prevent hotspots 
and favour temperature homogeneity. This technique showed some 
good potential and could be applied to applications involving temper-
ature inhomogeneities, such as in the case of combustion, gasification, 
or pyrolysis of fuel particles. 

This statistical approach can also be used to study the efficiency of 
the solids mixing in terms of standard deviation and skewness of the 
temperature PDF [287]. However, this methodology proved to be 
particularly sensitive to particles being ejected in the freeboard, 

Fig. 21. Infrared image of a fluidized bed from the top. This approach could be 
used to monitor industrial fluidized beds characterized by significant temper-
ature inhomogeneities. Image reproduced with permission from refer-
ence [286]. 
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significantly reducing its accuracy. 
It is also possible to combine visual and infrared images for simul-

taneous non-invasive measurements of particle position and motion, as 
well as of the particle temperature field. This can be done through PTV 
[284], although PIV might be more suitable for fluidized beds due to the 
large number of particles [282,288]. Furthermore, DIA can be imple-
mented to account for the density of solids in the temperature evaluation 
and to filter out the radiation coming from the backplate of the fluidized 
bed, leading to the calculation of the distribution of the solid phase 
convective heat flux, as shown in Fig. 22. 

Similar coupled techniques have been applied to study the evapo-
ration of liquid in gas-solid fluidized beds, whether this is injected or 
already present in the bed material [275,289,290], the mixing of par-
ticles at different temperatures and the formation of agglomerates 
[291]. 

The coupling of IRT with techniques describing the bed hydrody-
namics can be very valuable for the validation of CFD or CFD-DEM 
simulations. As CFD simulations improve and become more powerful, 
in fact, the introduction of the thermal aspect of fluidized beds will likely 
become more and more common. IRT is likely the best tool for the 
validation of the thermal modelling, especially when the discrete 
element method (DEM) is used to describe the particulate phase. One 
way to do this is by comparing temperature PDF between experiments 
and simulations [285]. In this study, the heat that would normally be 
released by exothermic reaction was simulated by adsorption of CO2 in 
the fluidized zeolite particles. 

2.6.3. Insight on IRT 
IRT is the main alternative to thermocouples in the measurement of 

the temperature in a fluidized bed, providing two great advantages. 
Firstly, it allows to measure the whole temperature distribution, 
compared to the local values that can be obtained with thermocouples. 
Moreover, IRT provides a direct measurement of the particle tempera-
ture in a fluidized bed, while thermocouple return a reading referred to 
the local bed temperature, as highlighted in [281]. 

The limitation linked to the adoption of IRT for the visualization of 
the temperature distribution are similar to those faced by PIV due to the 
opaque nature of fluidized-bed systems. A pseudo-2D fluidized bed must 
be employed or else only the top or the periphery of a fluidized bed can 
be observed. Furthermore, the walls need to be transparent to the 
infrared radiation or have a window with such property. Finally, due to 
the constant reflection, absorption and emission of infrared radiation by 
the neighbouring particles, the bed wall and the environment, the 
calibration procedure can end up being quite laborious [275,282,285]. 

It is worth noting that most studies reported in this section have been 
carried out with group B and group D bed particles, probably due to the 

limitation imposed by the infrared camera resolution, leaving room for 
further application of the technique to finer particles. Furthermore, 
there is a general lack of investigation of the thermal behaviour at high 
temperatures. Although qualitative conclusions can be drawn from the 
studies mentioned in this section, quantitative results are not necessarily 
directly translatable to high-temperature fluidized beds due to the 
difficult scale up, both thermal and hydrodynamic, of such systems. 
Considering the limitations imposed by IRT, an interesting approach 
that could be adapted for IRT is the one used by reference [45] for PIV. 

IRT has proven to be a great visualization tool for the temperature 
distribution in fluidized beds, with fairly good spatial and temporal 
resolution. While most of its applications have dealt, and will likely deal, 
with process understanding in small-scale fluidized beds, some appli-
cations also showed the possible use of IRT as a process monitoring tool. 

3. Lagrangian techniques 

Lagrangian techniques, on the other hand, commonly also referred to 
as “particle tracking techniques” allow – as their dual names suggest – 
the trajectories of one or more “tracer” particles to be followed through a 
system. The location and tracking of these tracers may be performed in a 
variety of manners, relying, for example, on optical cameras, magnetic 
or radioactive properties, or indeed through numerous other means 
[25]. The ability of these techniques to follow single particles allows the 
user insight into the particle-level or ‘microscopic’ dynamics of the 
systems studied. However, through suitable averaging, they may also 
provide ‘macroscopic’ information similar to – in many cases identical to 
– that provided by the aforementioned Eulerian techniques. 

3.1. Positron emission particle tracking (PEPT) and radioactive particle 
tracking (RPT) 

Due to the similarities in the operating principles and in the types of 
information that can be extracted from them, positron emission particle 
tracking and radioactive particle tracking are treated in the same sec-
tion. The operating conditions are described separately but the appli-
cations to gas-solid fluidized beds will be discussed altogether. 

3.1.1. Overview of PEPT 
Positron emission particle tracking (PEPT) uses high-energy (511 

keV) gamma rays, allowing it to track particles as they move through 
optically-opaque systems, for example metal-walled industrial process 
equipment, or simply deep, dense beds of opaque particles. PEPT is 
performed by labelling one or more tracer particles with a positron- 
emitting radioisotope, commonly Fluorine-18 or Gallium-68 [292]. 
This labelling can either be performed directly (placing the particle in an 

Fig. 22. Instantaneous images obtained through DIA/PIV/IRT coupling: (a) particle fraction distribution obtained through DIA, (b) temperature distribution ob-
tained via IRT, (c) mass flux obtained by DIA/PIV, (d) heat flux obtained with DIA/PIV/IRT. Image reproduced with permission from reference [282]. 
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ion beam to directly produce positron emitting radioisotopes in the 
material itself) or indirectly (adsorbing a suitable positron-emitting ion 
onto the surface of the particle) [292]. In either case, the tracer remains 
physically identical to all others of its type, meaning that PEPT can be 
performed truly non-invasively. Once labelled, the positrons emitted by 
the radioisotope rapidly annihilate with electrons in the tracer material, 
thus emitting pairs of “back-to-back” 511 keV gamma rays whose tra-
jectories are approximately antiparallel and collinear. If both of these 
photons are recorded by a suitable detector system, their collinearity 

means that their path can be reconstructed as a straight line passing 
through the position of the tracer particle. Thus, by reconstructing a 
suitably large number of these lines, the three-dimensional coordinates 
of the particle can be triangulated, as illustrated in Fig. 23. Of course, 
this is a heavily over-simplified picture, and real PEPT reconstruction 
algorithms are significantly more complex, but it nonetheless provides a 
reasonable insight into the processes at the heart of PEPT imaging. Full 
details of the various PEPT reconstruction algorithms can be found in 
references [292,293]. 

Fig. 23. Simplified illustration of the basic operation of the PEPT technique. (a) A radioactive tracer particle, identical to others in the system (though here coloured 
red for clarity) is placed within the system of interest. The tracer emits a pair of back-to-back gamma-rays whose incident locations are recorded by a suitable detector 
system. (b) The path taken by the gamma rays is algorithmically reconstructed. (c) Multiple pairs of recorded trajectories can be used to triangulate the tracer’s 
position in three-dimensional space. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 24. Simple schematic illustrating the basic principle of (CA)RPT (see main text). Reproduced with permission from [299].  
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As PEPT tracers routinely emit multiple millions of gamma-rays per 
second, the particle’s position can thus be recorded multiple times per 
second, and its path through three-dimensional space tracked with high 
temporal resolution. The end result is a technique capable of tracking 
particle motion with microsecond-scale temporal resolution and micron- 
scale spatial resolution. 

Like other Lagrangian techniques, PEPT cannot track the motion of 
all particles in a system, but has been shown to be capable of tracking at 
least 17 [294], and potentially more than a hundred [295], tracers 
simultaneously. PEPT is also capable of measuring the rotational motion 
of particles [296], though typically only for comparatively large parti-
cles where three or more distinct ‘spots’ of radiation can be used to track 
rotation. 

A more detailed introduction to the PEPT technique can be found in 
[292,297] or, for a still more complete treatment, [293]. 

3.1.2. Overview of RPT 
Radioactive particle tracking (RPT) (also commonly referred to as 

computer aided radioactive particle tracking (CARPT)), like PEPT, uses 
gamma radiation to locate and track radioactively-labelled tracer par-
ticles. Unlike PEPT, however, RPT does not rely on the coincident 
detection of pairs of back-to-back gamma rays, meaning it can realisti-
cally be applied to any gamma-emitting isotope. It uses an array of 
carefully-placed detector units to measure the relative intensity of 
gamma radiation produced by the tracer at different points in space, and 
from this can (if correctly calibrated [298]) back-compute the position 
of the tracer. 

The fundamental principle of RPT can perhaps be best con-
ceptualised by considering how it might be used to determine the po-
sition of a single, radioactive particle in an otherwise empty, two- 

dimensional plane. For a particle of known activity and a gamma de-
tector of known sensitivity, the distance, r, between said particle and 
said detector can be estimated based on the solid angle subtended by the 
detector. As such, we know that the particle must lie somewhere on a 
circle of radius r surrounding the detector (see Fig. 24(a)). By adding 
more detectors (Fig. 24(b,c)), each of which carries its own circle of 
possible tracer locations, we can ultimately triangulate the tracer’s 
actual location. 

Of course, the above represents a highly idealised situation, and as 
we begin to relax the unrealistic constraints imposed – for example by 
considering a three-dimensional field of view, a nonpoint-like detector 
etc. – the situation becomes more complex. Perhaps most notably, in 
reality, the intensity of radiation detected is not only a function of the 
distance between source and detector, but also the presence of any 
gamma-ray scattering or absorbing material between the two. As the 
quantity and type of material will be very different for different systems 
of study, RPT – unlike PEPT, which may be largely used in an “off the 
shelf” manner – must be specifically calibrated for each system studied 
[298]. Further, for systems in which (due e.g. to bubbles) the amount of 
material between source and detector varies considerably in time, this 
dependence also brings an innate degree of error to the measurements. 
As such, while RPT may achieve sub-millimetre accuracy for certain, 
extensively-calibrated systems, more often its resolution is more in the 
millimetre range. RPT does carry one notable advantage over PEPT 
however – the fact that RPT is not limited to the use of positron-emitting 
tracers means that it can use much higher-energy gamma rays, and thus 
image larger, denser systems. 

Further details regarding the RPT technique, and the diverse algo-
rithms used to locate particles, can be found in references 
[298,300,301], and a more thorough comparison of RPT and PEPT may 

Fig. 25. Examples of time-averaged velocity vector fields extracted from single-particle (PEPT) data. The plots show the variation in the velocity distributions and 
flow-fields exhibited by a binary fluidized bed of 1 mm MCC and 300 μm silica sand as the concentration of MCC is increased. Image reproduced with permission 
from [318]. 
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be seen in [297]. 

3.1.3. Applications of PEPT and RPT to gas-solid fluidized beds 
Both PEPT and RPT have been used for the imaging of fluidized beds 

for more than 3 decades and can provide a wide array of information. 
They have been applied to a wide variety of systems, including simple, 
one-column bubbling beds and spouted beds, as well as more complex 
systems such circulating fluidized beds (CFBs) [80,302] – including 
detailed studies of individual components used in CFBs, e.g. risers [299], 
standpipes [303], L-valves [304] and cyclones [305]. Thanks to the 
development of a novel ‘modular’ PEPT camera in the mid-2000s [306] 
PEPT, like RPT, can also be applied in situ to study the dynamics of real, 
industrial, high-temperature fluidized beds. Past work has been per-
formed on-site with oil giant BP imaging a polymerisation reactor [306] 
and UK SME Recycling Technologies imaging a pyrolysis reactor for the 
recycling of plastic waste [307]. In all of these applications, these 
radiation-based techniques can be used to extract a wide variety of in-
formation from fluidized-bed systems. In the below, we provide a brief 
overview of some of the main types of data which may be obtained. 

One of the simplest but most widely-applied analyses performed is 
the extraction of velocity vector fields such as those shown in Fig. 25, 
which may be used to visualize flow patterns within fluidized beds. The 
visualization of these flow patterns may be useful in a variety of man-
ners, for example classifying the flow regime of a spouted or spout-fluid 
bed [308], determining the transition between core/annulus (up and 
down) and core (up only) flow in a circulating fluidized bed [299], or 
gaining indirect insight into the mixing behaviours of a given system 
[309,310], or its expected suitability for a given industrial process such 
as spray coating [311]. Laverman et al. performed an extensive inves-
tigation of these flow patterns, and their variation with key system and 
particle parameters [312]. Velocity vector fields were also used in the 
2013 work of Sanchez and Granovskiy [313] to indicate RPT’s suit-
ability as a means of detecting fouling in a fluid-coker. As illustrated by 
Stein et al. [314], the flow patterns may also be split such that upward 
and downward velocities may be analysed separately, allowing the 
comparison of the mean particle flow to the theoretically-predicted 
bubble rise velocity [315], for example. Velocity data acquired from 
PEPT and RPT may also be used to extract second-order quantities such 
as shear stress, and the fluctuation velocity, which can be interpreted as 
a proxy to turbulence, as demonstrated in the RPT work of Kiared et al. 
[316,317]. It must be noted, however, that such measures cannot be 
considered as direct measures of turbulence for several reasons, notably 
that the resolution of the technique applied will limit the turbulent 
length scales which can be accessed. 

A more direct comparison of theoretically- and experimentally- 
measured bubble rise velocities can be performed by measuring the 
‘jump time’ and thus ‘jump velocity’ [297,314,319] of a tracer. The 
jump time is determined by isolating periods of a particle’s trajectory 
during which it experiences rapid upward transport which, for a fluid-
ized bed, can be reasonably expected to occur only when a particle is 
entrained in a bubble, thus making it a useful parameter for estimating 
bubble rise velocities. Subsequent work by Wong [320] showed that 
PEPT-measured ‘jump’ behaviour as defined by Stein agreed well with 
theoretical expectations based on the equations of Darton [315]. 

Subsequent work by Fan et al. [321] took an alternative approach to 
the estimation of bubble velocities, simply using a suitable ‘top fraction’ 
of upward particle velocities (taken in the presently-discussed work as 
the top 10% of upward velocities) and using this value to represent the 
velocity of particles within bubbles or the wakes thereof. The bubble 
velocities determined in this manner were shown to find good agree-
ment with the predictions of empirical models in systems exhibiting the 
flow patterns typically expected of a fluidized bed, though marked de-
viations were found in the case of more complex flow patterns, indi-
cating the unsuitability of empirical models in these cases. The authors 
proposed updated correlations to account for the discrepancies 
observed. 

Stein et al. also demonstrated the ability of PEPT to extract the solids 
circulation frequency [314,319], another metric of industrial interest, 
indeed being the major parameter of interest during the aforementioned 
in situ PEPT imaging campaign at BP’s Hull Research and Technology 
Centre [306]. This metric has also found particular value in the vali-
dation of well-known scaling laws for fluidized beds [322]. 

Another common form of analysis is the reconstruction of one-, two-, 
or three-dimensional residence time or ‘occupancy’ distributions, which 
show the relative amount of time spent by tracers in different regions of 
a given system. Fluidized beds are ergodic systems, where ergodicity 
[323] states (in simple terms) that – for a system in a suitable steady 
state – the long-time average of the dynamics of a single particle are 
equivalent to the ensemble-averaged dynamics of all similar particles. 
Under these conditions, the data coming from PEPT or from RPT can also 
be used to create three-dimensional, time-averaged solids fraction dis-
tributions [323,324], the accuracy of which was recently rigorously 
tested by Xu et al. [325]. These distributions can be used to extract 
valuable information regarding, for example, the expanded bed height, 
the transport disengagement height (TDH), and of course the void 
fraction at any point in the system. They may also be used as an indi-
cation of mixing (or, more specifically, the lack thereof) in a fluidized 
bed, as illustrated in the RPT study of Kantzas et al. [80]. By multiplying 
such a field by the equivalent velocity vector field, one can also obtain a 
mass flux vector field. Such a field was used by Stellema et al. [324] to 
calculate mass flow, and thus the circulation rate of solids (CRS) for a 
system of interconnected fluidized beds (IFB). The results obtained using 
this method were found to agree well with prior experimental work 
[326,327]. Stellema et al. also used velocity autocorrelation functions to 
illustrate differences in the degree of correlation and diffusion length 
within different regions of the system, as well as attempting to use the 
Fourier transform of the autocorrelation function to determine charac-
teristic frequencies of the solids motion within the system. While the 
results of this analysis were inconclusive in this particular work, 
considering improvements in both PEPT hardware and algorithms over 
the last 20+ years [292,297], it is likely that such analysis may now be 
more easily performed, and would provide an interesting avenue of 
research for future researchers. 

While, as alluded to above, PEPT or RPT-derived occupancy distri-
butions may be used to estimate the TDH of a fluidized bed, more direct 
methods may also be used, as illustrated by Chan, Seville and Baeyens 
[328]. In this work, the parabolic trajectories of coarse particles ejected 
from a fluidized bed were recorded using PEPT, and the maximum 
heights achieved by these particles recorded. Two values of the TDH 
were then determined as, respectively, the 50th (TDH50) and 99th 
(TDH99) percentile of the data obtained. While this method is compar-
atively simple, the value obtained for the TDH varies significantly based 
on the percentile chosen, meaning that the value obtained is somewhat 

Fig. 26. Schematic diagram illustrating examples of possible paths taken by 
particles starting in the same region of a system at some arbitrary time t0. (a) 
illustrates strong dispersion, for which at time ti the particles have spread out 
significantly, yielding a high variance in their positions. (b) illustrates the case 
of low dispersion, where particles barely spread out, thus yielding a low vari-
ance at time ti. Image reproduced with permission from reference [318]. 
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arbitrary. Nonetheless, the authors were able to construct a cogent 
theoretical model using the TDH50 data obtained. 

One of the great strengths of fluidized beds is their ability to induce 
strong mixing, and thus rapid mass and heat transport – a major factor in 
their popularity across widespread industrial processes. As such, PEPT 
and RPT have been widely used to quantify both the extent and rate of 
mixing in fluidized beds. One commonly used metric is dispersion [329], 
which measures the degree to which a set of particles initially sharing a 
common position separate from one another (i.e. ‘disperse’) during a 
given time interval Δt = ti − t0, thus providing an indication of the 
quality of micro-mixing within a system. Specifically, the dispersion is 
defined as the variance of the positions at ti. A visual illustration of two 
cases illustrating high and low dispersion can be seen in Fig. 26. While 
this value only pertains to the specific region of the system where the 
particles originated, a global quantity known as the ‘Mixer Effectiveness’ 
(ME) can then be obtained taking a weighted average of dispersion 
values acquired at each point within the system [329,330]. The precise 
value of dispersion or ME naturally depends strongly on the length of the 
interval Δt over which it is calculated, making it somewhat arbitrary and 
thus difficult in some cases to meaningfully compare different data sets, 
in particular where the trends in dispersion with time differ strongly. As 
such, it can be useful to instead measure the ‘dispersion rate’, obtained 
through a first-order least-squares regression of the linear part of a plot 
to ME vs. Δt (see as an example Fig. 27). A similar measure, though 
better representative of macro-mixing as opposed to micro-mixing, is the 
self-diffusion coefficient, D [331], which can be determined by instead 
finding the gradient of the linear region of a plot of mean squared 
displacement vs. time [318]. 

As well as the above measures which describe the rate of mixing or 
segregation within a given system, PEPT and RPT can also be used to 
quantify the final degree of mixing/segregation reached by a system in 
steady state. This can be achieved in several manners: most simply, one 
may simply compare the vertical mass centres of the two (or more) 
components in the measured system [332]. These measures are some-
what crude, however, in that they assume segregation to occur only in 
the vertical direction, which is not always the case [333]. A more 

versatile and rigorous measure, known as the segregation intensity, IS 
[334], may be obtained by subdividing the experimental volume into a 
series of equally-sized cells in all spatial dimensions and then, for each 
cell i, calculating the relative volume fraction of a single component, φi. 
If the overall concentration of this component within the system as a 
whole is φm, the segregation intensity can be computed as the as the 
standard deviation of φ across all N cells within the system, i.e. 

IS =

[∑N
i (φi − φm)

2

N

]
1
2 

When we are primarily interested in the spread of one component 
through another, a simpler measure known as the ‘distribution index’, ID 

can instead be used [310,335]. The distribution index is defined simi-
larly to the segregation intensity, but considers instead the occupancy, η, 
of the species of interest as opposed to the relative volume fraction, i.e. 

ID =

[∑N
i (ηi − ηm)

2

N

]
1
2 

A similar measure was implemented in the RPT work of Fotovat et al. 
[336] to explore the distribution of biomass particles through a fluidized 
bed. Though ID inherently provides less information than the previously 
discussed segregation measures, it carries the advantage that only one 
particle species need be tracked, thus halving the number of PEPT ex-
periments which must be performed. 

In addition to quantifying the quality of mixing within a fluidized 
bed, PEPT and RPT can additionally be used to quantify the quality of 
fluidization within a system. As observed in reference [310], it is inter-
esting to note that a system which induces good fluidization does not 
always induce good mixing, and vice-versa – an important factor to bear 
in mind for both academics and industrialists when designing new 
equipment. 

In addition to providing information regarding the dynamics of 
particles and bubbles within a fluidized bed, PEPT can also be used to 

Fig. 27. Mixer effectiveness as a function of the time for dispersion Δt for a 
series of binary sand- microcrystalline cellulose (MCC) systems at different MCC 
concentrations. Each plot follows the expected form of an initial linear increase 
followed by an asymptote at high Δt, allowing for the determination of the 
dispersion rate through least squares regression across a suitable range of 
values. Image re-used with permission from [318]. 

Fig. 28. Three-dimensional visualization of a set of jets emerging from a 
perforated plate distributor with 12 1-mm diameter orifices. 
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visualize jets, as shown in Fig. 28. It has, in fact, been successfully 
applied in a limited number of studies to investigate jets in fluidized 
beds. In the previously mentioned study by Pore et al. [66], PEPT was 
employed, together with MRI and XDR, to examine a single jet of gas 
entering a bed of particles. The study found consistent results across all 
three techniques, marking the first time PEPT was used for this purpose. 
In another study, Hensler et al. [337] focused on fluidized beds with 
secondary gas injection. They applied PEPT to reveal the shape of the jet 
and indirectly observe the gas motion, highlighting the potential of 
PEPT as a powerful diagnostic tool for studying jet behaviour in fluid-
ized beds. Several methods can be used to detect jets in fluidized beds 
using PEPT. One approach involves calculating the Eulerian occupancy 
field of the system and defining a jet as a region with low occupancy. 
Alternatively, a similar process can be applied to the velocity field. 
However, these methods face challenges, as PEPT is known to be less 
reliable in cases of high acceleration [338], and high velocities result in 
fewer, less accurate particle positions. Despite these limitations, the high 
number of trajectories through a jet can provide sufficient statistics for 

detecting jets with PEPT. It is important to note that the extracted jet 
information will be time-averaged due to the nature of the PEPT tech-
nique. Although PEPT cannot provide instantaneous jet shape and 
length measurements, it can extract velocity information. Fluctuations 
might be detectable using PEPT, but further research is needed to 
confirm this possibility. 

A particular strength of techniques such as PEPT and RPT is their 
ability to provide rigorous validation data for numerical simulations, in 
particular for the case of industrial process equipment, where its ability 
to “see through” the metal walls which commonly encompass such 
systems is a significant boon. The earliest example of PEPT’s use in this 
manner for a fluidized bed system is the 2001 work of Hoomans et al. 
[339], who used a hard-sphere implementation of DEM coupled to 
computational fluid dynamics (CFD) to simulate a quasi-two- 
dimensional bed of 15,000 glass spheres. The simulation was vali-
dated through comparison with PEPT-acquired velocity fields, occu-
pancy fields and speed histograms, showing a reasonable qualitative 
agreement when using experimentally-measured particle parameters 
though, as one may expect, significant divergence when modelling 
smooth, elastic spheres. Similar CFD validation efforts have also been 
performed using RPT data, for example in the 2009 work of Pan-
neerselvam [340], who benchmarked their CFD data against the prior 
RPT work of Kiared et al. [316]. Work by Shi et al. has also used RPT to 
validate multi-phase particle-in-cell (MP-PIC) simulations [341] (also 
referred to as computational particle fluid dynamics (CPFD) simula-
tions), though in this case using comparatively crude means, simply 
comparing measured residence times. 

In more recent years, both the capabilities of CFD-DEM simulations 
and the methodologies for their validation against PEPT and RPT data 
have advanced significantly. In reference [342], Che et al. used soft- 
sphere DEM to simulate a three-dimensional fluidized bed containing 
up to 1.2 million particles, aiming to test the efficacy of various 
commonly-used coarse-graining [343] models. In this work, validation 
was again performed primarily against PEPT-acquired occupancy and 
velocity data, though in this case through the quantitative comparison of 
one-dimensional occupancy and velocity profiles. The accuracy of sim-
ulations was determined by measuring the root mean squared error 
(RMSE) between the experimental and numerical curves produced. It 
was found that, for all coarse-graining models tested, the RMSE between 
simulation and experiment was comparable in magnitude to the RMSE 
between two repeated experiments, suggesting a strong degree of 
quantitative accuracy. Strikingly, the work demonstrated that this 
quantitative agreement was maintained even when significant coarse- 
graining was applied to the system: simulations were still providing 
faithful reproductions even when using simulated meso-particles 20 
times larger than those used in the ‘real’ experimental system. 

Subsequent work by the same authors [344] used PEPT to validate a 
CFD-DEM model of an industrial spouted-bed coffee roaster [345]. In 
this instance, a still more rigorous approach to validation was imple-
mented, involving the cell-by-cell comparison of two-dimensional ve-
locity fields and occupancy fields across a wide range of system 
parameters and (highly-aspherical) bed media (see Fig. 29, left and 
centre). The quality of agreement between experiment and simulation 
was quantitatively determined by determining the Pearson coefficient 
for a series of parity plots for which each data point represents the 
comparison of simulated and experimentally-measured velocity or oc-
cupancy value for a given region of the system (see Fig. 29, right). 
Perhaps surprisingly, the results of the paper clearly illustrated that, for 
the system of interest, the dynamics of highly-aspherical particles could 
be simulated with quantitative accuracy using spherical particles with 
artificially augmented rolling friction coefficients. 

The combined results of these two recent works [342,344] provide a 
highly positive outlook for the numerical simulation of spouted and 
fluidized beds: both coarse-graining and the modelling of aspherical 
particles using the rolling friction method (as opposed to, for example, 
superquadrics, multispheres or polyhedra) both act to significantly 

Fig. 29. Illustration of the manner in which the cell-wise comparison (right- 
hand column) of CFD-DEM simulated occupancy fields (centre column) and 
equivalent PEPT-derived occupancy fields (left-hand column) may be used to 
provide a quantitative validation of the numerical model employed. In the 
example shown, a Pearson coefficient r > 0.9 is consistently achieved across a 
range of process parameters, demonstrating strong, quantitative agreement. 
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reduce the computational costs of DEM simulations. This in turn 
significantly increases the numbers of particles which can be simulated, 
meaning that even industrial-scale systems can realistically be simulated 
with quantitative accuracy. 

As well as helping to calibrate and validate numerical models, PEPT 
and RPT can also prove valuable in the development and validation of 
theoretical models. For example, in the work of Seiler et al. [346] PEPT 
data were used to derive model parameters for a theoretical model for 
the coating of particles in a spouted-bed spray-coating process. More 
recently, work by Al-Shemmeri et al. in collaboration with Jacobs 
Douwe Egberts has used PEPT data to identify and delineate regions of 
conduction-dominated and convection-dominated heat transfer (see 
Fig. 30) in both spouted-bed and rotating-drum-based coffee roasters, 
and the variation in the sizes of these distinct regions with process pa-
rameters [345,347]. Such data can then be used to develop and validate 
heat- and mass-transfer models, as well as being valuable in the more 
direct determination of best practices for these systems. 

3.1.4. Insight on PEPT and RPT 
PEPT and RPT come with a series of advantages. Firstly, they can 

image optically-opaque systems, even when these have metallic com-
ponents and walls [348], and can be applied on situ thanks to portable 
setups [306]. These features enable PEPT and RPT to monitor the 
behaviour of industrial fluidized beds, as done in the BP and UK SME 
Recycling Technologies studies mentioned above [306,307]. As RPT 
allows for a greater flexibility in the choice of the tracer material, 
higher-energy gamma rays can be obtained, resulting in the ability to 
image larger systems. On the other hand, PEPT does not need to be 
calibrated for the specific system it is used on, while RPT does. Both 
techniques can achieve very good spatial and temporal resolutions, with 
values in the order of mm and ms for RPT, and μm and μs for PEPT 
[292,297,298,300,301]. 

On the other hand, the number of particles that can be tracked 
simultaneously is limited for both techniques, and so is the amount of 
information that can be captured in a fixed amount of time [294,295]. 
This aspect is particularly important when bed macroscopic quantities 
are required. In fact, in order to take advantage of the principle of 
ergodicity, tracer particles need to pass through the same location 
multiple times, leading to long measurement times. This leads to the 
conclusion that PEPT and RPT are not suited for the monitoring of 
transient phenomena at the bed scale. Moreover, the calibration needed 
for RPT does not prevent the error due to the constant change in the 
amount of material between the source and the detectors. The applica-
tion of these techniques also requires some safety precautions due to the 
high penetrating power of gamma rays, especially considering that 
gamma-ray emission cannot be simply turned off like x rays 
[293,297,298,300]. 

3.2. Magnetic particle tracking (MPT) 

3.2.1. Overview of MPT 
Magnetic Particle Tracking (MPT) is performed by tracking the mo-

tion of a single magnetic particle through a given particulate or multi-
phase system placed within a suitable array of Anisotropic Magneto- 
Resistive (AMR) sensors (see e.g. Fig. 31). Each AMR sensor provides 
a measurement of the local magnetic field strength across three spatial 
axes. As such, for a suitably large number of sensors in a known 
configuration, it is possible to back-compute both the position and 
orientation of the magnetic tracer particle based on the combined sig-
nals from the sensor array [349,350]. 

Unlike PTV and PEPT, where it is typically possible to track the ‘real’ 
particles used in experiment, MPT’s requirement for a strong magnetic 

Fig. 30. PEPT can be used as a manner for delineating the (dense) bulk and (dilute) freeboard regions of a spouted bed. In the work of Al-Shemmeri et al. [345], this 
was achieved by Otsu thresholding the histogram of two-dimensional occupancy values. Image reproduced with permission from [345]. 

Fig. 31. Image of an MPT system comprising 24 AMR sensors in a cylindrical 
arrangement. Image reproduced with permission from [25]. 

M. Errigo et al.                                                                                                                                                                                                                                  



Powder Technology 431 (2024) 119098

23

field means that a non-identical ‘surrogate’ particle must be used 
instead. Nonetheless, by suitably size- and density-matching the mag-
netic tracer particle, representative dynamics can still be achieved 
[349,351]. 

MPT’s temporal and spatial resolution is comparable to that of PEPT, 
with modern algorithms offering measurement frequencies of the order 
of 1 kHz and spatial resolution down to 0.1 mm [352,353]. Its major 
disadvantage compared to PEPT and PTV, however, is its requirement 
for a strong magnetic moment (of the order of 10− 2 Am2), which imposes 
a lower limit of approximately 2 mm on the size of usable tracers (cf. 
~10 μm for PEPT). The fact that the measurement is magnetism -based 
also makes it difficult to use it in the presence of fluctuating magnetic 
fields – e.g. for systems driven by a motor – though in the case of flu-
idized beds this is typically not an issue as motion is simply driven by 
airflow. The major advantage of the technique, conversely, is that due to 
the technique’s inherent ability to measure particle orientation, MPT 
can track the rotational motion of significantly smaller tracers than is 
possible with PEPT. 

Although MPT requires the tracer particle to be the only ferromag-
netic element in the experimental setup, some stainless steels are non- 
magnetic [349], and MPT could, in principle, be applied to fluidized 
beds with stainless-steel walls. Nevertheless, as the magnetic field 
generated by the tracer particle is relatively weak, this technique is 
better suited to scaled-down fluidized-bed systems rather than to 
industrial-scale ones. 

Further details regarding the MPT technique in its original, medical 
incarnation can be found in reference [354], and in the context of par-
ticulate media in references [349–351]. 

3.2.2. Applications of MPT to gas-solid fluidized beds 
Magnetic particle tracking is a considerably younger technique than 

PEPT, and as such there exists a more limited back-catalogue of studies 
applying the technique to fluidized and spouted beds. While somewhat 
rudimentary MPT systems have been used to monitor recirculation 
statistics in spouted beds since as early as 2000 [355–357], the first 
recorded use of a more advanced MPT system more similar to that 
pictured in Fig. 31 is the 2009 work of Möhs et al. [358]. In this work, 
MPT was used to measure the variation of both translational and angular 
velocity as a function of gas throughput and bed mass for a prismatic 

spouted bed. One-dimensional horizontal velocity profiles produced by 
MPT were also compared with CFD simulations produced using a range 
of different drag models, with the best fit being obtained via the 
Gidaspow drag model [359] – providing pleasing agreement with the 
findings of the subsequent PEPT study of Che et al. discussed above 

Fig. 32. Comparison of a numerical (CFD-DEM) data with experimental (MPT) data from a fluid bed rotor granulator. Image reproduced with permission from 
reference [350]. 

Fig. 33. One-dimensional vertical tracer location profiles for various combi-
nations of static bed height, H0, and gas velocity, u0, for the downscaled 
bubbling fluidized bed of Köhler et al. Image reproduced with permission 
from [365]. 
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[344]. 
In the 2013 work of Neuwirth et al. [350,360], the MPT technique 

was applied to a fluid bed rotor granulator system. In this work, similarly 
to previously-discussed PEPT and RPT studies [339,340], velocity and 
density profiles produced via MPT were used to validate coupled CFD- 
DEM simulations (see e.g. Fig. 32). Unlike the PEPT studies, however, 
Neuwirth et al. were able to compare not only the translational, but also 
the rotational velocity distributions of particles. A similar validation 
study, this time in a quasi-two-dimensional fluidized bed, was per-
formed by Buist et al. in 2015 [351]. An interesting, and perhaps sur-
prising, observation from this study showed that good agreement could 
be achieved between experimentally-measured and numerically- 
predicted rotational velocity distributions even when a rolling friction 
model is not included in the DEM simulation. 

Following the 2013 work of Neuwirth et al. [350,360] the group of 
Stefan Heinrich continued to use MPT-validated CFD-DEM simulations 
to investigate the dynamics of fluid bed rotor granulators under a 
diverse range of conditions. In the 2020 work of Grohn et al. [361], the 
DEM models used were extended to include liquid bridging models 
[362], and an additional DEM phase representing liquid droplets added, 
creating the foundation of a novel coating model, and thus allowing the 
more realistic modelling of the coating processes being studied. The 
addition of water was observed to increase the packing density of par-
ticles, as well as the interparticle forces and the velocities observed, 
though the rate at which the water was injected was not found to 
significantly influence the system dynamics [361]. Subsequent work by 
the same group confirmed these results [353], finding additionally that 
the presence of liquid bridges also slows rotational motion. 

While the work of the Heinrich group has focused largely on fluid 
bed rotor granulators, work at Chalmers university has focussed in 
particular on fuel mixing in bubbling fluidized beds. The 2015 work of 
Sette et al. [363] highlighted an additional advantage of MPT over 

nuclear imaging techniques such as PEPT and RPT – the ability to suc-
cessfully image beds of highly dense material which are likely to absorb 
a significant fraction of the photons emitted from a radioactive tracer. In 
the case of [363], bronze powder was used as the fluidization medium in 
a dynamically-downscaled [364] laboratory model of a fluidized bed 
combustor. The MPT technique is particularly well-suited to this appli-
cation, as the large size of the fuel particles typically used allows the 
meaningful use of a reasonably large magnetic tracer, thus overcoming 
one of the major limitations of the technique. The same system was used 
in the subsequent work of Köhler et al. [365] to conduct a detailed 
investigation of the axial mixing and segregation within such a system, 
using a variety of MPT tracers representing biomass, biomass char, and 
the bulk material. The authors observed a smooth transition from a 
“flotsam regime” (biomass particles segregating to the surface) to a 
“fully-developed mixing regime” with increasing fluidization velocity. It 
was found that denser tracers, deeper beds, and higher velocities had a 
positive impact on mixing (see Fig. 33). The data obtained were later 
used to develop and validate a an analytical model for the axial mixing 
of fuel particles in a dense fluidized bed [366]. 

While perhaps not of the utmost importance when dealing with the 
highly-spherical particles discussed previously, MPT’s ability to pre-
cisely resolve the rotational motion of tracers has proven pivotal in other 
studies. Notable examples include work from the group of Hans Kuijp-
ers, with Buist et al. studying the dynamics of highly aspherical particles 
in fluidized beds [367,368] (and indeed other experimental geometries 
[369,370]). Fig. 34 shows the particle orientation distributions obtained 
in [367]. The 2017 work of Buist et al. [368] demonstrated that 
spherical and elongated particles, even when possessing precisely the 
same density, volume and (thus) mass, can exhibit strikingly different 
fluidization behaviours. The work also showcased MPT’s ability to 
create detailed spatial maps of average particle orientation, demon-
strating that while spheres exhibit a seemingly random array of orien-
tations, as expected, elongated particles show a tendency to align 
horizontally at the base of the system, and vertically near the walls of the 
system. This work was later extended [367] to explore in greater detail 
the influence of both particle elongation and gas flow rate on the 
preferred orientation of particles in different regions of a fluidized bed, 
as well as the spatial distributions of rotational velocity. The Heinrich 
group also investigated the behaviour of elongated particles in fluidized 
beds through the use of Superquadric particles in CFD-DEM simulations 
[371], though to date MPT has not been used for comparison of these 
results. 

As is evident from the works described above, MPT – like PEPT – 
provides a highly useful tool for the validation of DEM and CFD-DEM 
simulations. The technique has also been used to validate TFM simula-
tions based on the kinetic theory of granular flow [372]. In the 2017 
work of Yang et al. [373], magnetic particle tracking data were 
compared to both a novel TFM simulation [374,375] as well as a model 
based on the existing theory of Jenkins and Zhang [376]. Comparison 
was drawn between MPT- and TFM-derived vertical solids fraction 
profiles, horizontal velocity profiles, and solids flux profiles, demon-
strating a notably improved agreement for the new model. It was noted, 
however, that further validation should be performed with smaller 
(Geldart group A and B) particles than can be investigated with MPT. 

3.2.3. Insight on MPT 
Similarly to PEPT and RPT, also MPT can achieve very good temporal 

and spatial resolutions, down to 0.1 mm and 1 ms respectively 
[352,353]. It does allow, however, to track the rotational motion of 
significantly smaller particles with respect to the other two Lagrangian 
techniques seen so far. Furthermore, MPT is not equally affected by the 
signal attenuation that PEPT and RPT face when dealing with dense 
materials, making it a better option for this kind of applications [363]. 

On the downside, in order to have a sufficiently strong magnetic 
field, that can be captured by the AMR sensor, there is a lower limit on 
the tracer particle size, which is approximately 2 mm. This also means 

Fig. 34. Time-averaged spatial distribution of particle orientations for elon-
gated (aspect ratio 6) particles in fluidized beds operated at two different gas 
flow rates. Image reused with permission from [367]. 
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that surrogate particles must be used in order to reproduce the behav-
iour of the bed material particles [349,351]. Due to the relatively weak 
magnetic field generated by such small particles, however, MPT is not 
suitable for the imaging of large fluidized beds, as can be industrial ones 
[363]. Finally, the magnetic properties of the tracer particle are only 
preserved up to the Curie temperature, beyond which they demagnetise. 

3.3. Particle tracking velocimetry (PTV) 

3.3.1. Overview of PTV 
Particle tracking velocimetry (PTV) can be thought of, in simple 

terms, as the Lagrangian equivalent of the PIV technique described in 
Section 2.1. However, where PIV finds cross-correlations between 
groups of particles in a given interrogation region, PTV – as its name 
suggests – actually tracks individual particles as they move through the 
system of interest. Dependent on the properties of the particles and/or 
system explored, the specific methods through which this may be ach-
ieved can differ significantly. As a means of introducing the technique, 
the comparatively simple case of a quasi-two-dimensional system of 
spherical particles will be described. Further details and a more gener-
alised introduction can be found in reference [377]. 

In the simple case outlined above, the first step is to establish a 
suitable fraction of particles to use as tracers. For a suitably dilute system 
and/or suitably large particles, it is viable to use all particles within a 
system as tracers. However, for denser systems of smaller particles it can 
become difficult to distinguish individual particles, thus leading to lost 
or misleading data. The tracer particles can be distinguished from the 
non-tracer or “background” particles by assigning them a different 
colour, or simply making them darker or lighter. In the example shown 
in Fig. 35, the tracer and background particles are, respectively, black 
and white, creating maximum contrast. The position of the tracer par-
ticles at a given point in time can be determined by applying a suitable 
image detection algorithm. In the case of relatively large, spherical 
particles, a simple Hough transform is typically suitable. For noisy or 
poorly-lit images, several intermediary image processing steps involving 
processes such as histogram equalisation, binarization, blurring or 
morphological operations may also be applied as necessary. 

The positional data acquired from the above process may then be 
analysed in much the same way as PEPT, RPT or MPT data, though in the 
above-described case only two-dimensional motion will be accessible. 
Nonetheless, through the use of two (or more) cameras filming a system 
from different angles, three-dimensional particle tracking velocimetry 
(3D PTV) may also be achieved [378,379]. 

3.3.2. Applications of PTV to gas-solid fluidized beds 
Despite predating PEPT and RPT by more than a decade (and MPT by 

even longer) [380], PTV studies of fluidized beds have, until the mid- 
2010s, been somewhat sparse [381], though recent years have seen a 
number of developments and interesting applications of the technique, 
as we will discuss in this section. 

As the capabilities of two particle tracking techniques (PEPT and 
MPT), have already been discussed and a variety of data (velocity dis-
tributions, density distributions, dispersion, diffusion…) that they can 
produce, which can also be produced using PTV, have already been 
detailed, the present section will not repeat discussion of such data. In 
the preceding sections, a number of areas in which PEPT and MPT can 
acquire data that PTV is incapable of obtaining have already been 
highlighted and will not be further discussed here. Rather, the focus will 
be on some of the valuable data that PTV can acquire which PEPT and 
MPT cannot. Recent developments which may help PTV overcome some 
of its aforementioned limitations will also be presented. 

The main advantage of PTV over PEPT, RPT or MPT is its ability to 
image significantly higher numbers of particles. While MPT can 
currently only image a single particle, and PEPT can (hypothetically) 
measure of the order of 100, PTV can track 1000s of particles with 
comparative ease [381]. As such, with a suitably high tracer density, 
PTV does not carry the same requirements for temporal averaging as 
PEPT, MPT and RPT, and thus can be used to extract transient infor-
mation from particulate and multiphase systems. Fig. 36 shows a series 
of pseudo-instantaneous “snapshots” of the velocity field of a fluidized 
bed as it evolves in time. 

In the specific context of fluidized beds, one of the most significant 
advantages of being able to capture whole-field, transient motion is that 
it enables the user to directly image bubbles and their motion through 
the bed – though it should be noted that the inherent sparsity of data 
points can make this task somewhat challenging. This limitation was 
overcome in the 2023 work of Zhu et al. [382] by applying a coarse- 
graining [383] approach to create continuum solids concentration 
fields from their discrete data. The authors detected the interfaces of 
bubbles by considering a threshold solids concentration of 0.3, in line 
with previous, computational studies [384]. An example of the coarse- 
grained data of Zhu et al. [382] can be seen in Fig. 37. 

As well as bubbles, PTV has also been used to observe and analyse 
other transient, mesoscale structures. One such structure is the previ-
ously mentioned clustering instability. The 2021 work of Wang et al. 
[385] used PTV to perform a detailed study of the time evolution, coa-
lescence and break-up of clusters within a gas-fluidized bed using Vor-
onoi analysis, characterizing also the typical size distribution of clusters, 
and the loss of kinetic energy during the merging of clusters. 

Fig. 35. Example of the broad steps involved in a simple particle tracking velocimetry. Left: An image of a simple, quasi-two-dimensional system containing a small 
number of particles of which a subset are coloured black to act as tracers. Centre: The image is binarized, with a threshold chosen such that only tracer particles 
remain visible. Right: A suitable algorithm (here a circle-finding algorithm, namely a Hough transform) is used to determine and record the positions of particles. 
Image reproduced with permission from reference [25]. 
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Fig. 36. Pseudo-instantaneous velocity fields acquired using PTV for distinct, contiguous 0.2 s time intervals. Image reproduced with permission from refer-
ence [381]. 
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Another particular advantage of PTV’s ability to image transient 
motion is that – as demonstrated, for example, by the work of Tsuji et al. 
[284] - it can be meaningfully coupled to dynamic temperature mea-
surement methods such as infrared thermography [386]. Such coupling 
facilitates the simultaneous capture of both the motion and temperature 
of individual particles, thus allowing the interplay between heat and 
mass transfer to be explored at the microscopic scale. 

The ability to simultaneously track larger numbers of particles also 
means an increased statistical probability of observing collisions be-
tween particles. Early efforts to estimate collision rates from PTV data 
[387] were somewhat labour intensive, requiring a manual count of 
collisions, thus limiting such studies to highly dilute systems. Jiang et al. 
[388] developed a novel, automated PTV collision detection algorithm, 
alleviating this particular restriction. Due to the short duration (<100 
μs) of typical collisions, an extremely high frame rate (~10,000 fps) is 
required to directly image particle collisions. The authors are careful in 
the definition of their collision detection algorithms to explicitly 
differentiate between collisions (fleeting interactions between particles) 

and contacts (more enduring interactions) by enforcing that a collision is 
only registered if a (diverging) relative velocity between particles is 
observed in the timestep following an apparent collision. The authors 
make the interesting observation that, unlike the predictions of widely- 
used KTGF models [389], collision rates do not necessarily continue to 
increase with increasing solids fraction. Rather, above a certain solids 
fraction, the collision rate is observed to plateau or even decrease due to 
the concurrent drop in granular temperature observed at high packing 
densities. 

The ability to image and segment numerous points in close proximity 
can also be leveraged to precisely image the complex motion, defor-
mation and intertwining of long, “ribbon-like” particles, such as those 
encountered during the drying of herbage, seaweed or tobacco leaf 
[390,391]. Clearly, for a long, flexible particle, the use of a single 
centroid position is not sufficient to characterize its dynamics. Instead, 
as demonstrated in the 2019 work of Wu et al. [392], it is necessary to 
determine a number or distinct “characteristic points” along the length 
of a particle, each of which may be treated like an individual PTV par-
ticle during analysis. An example of data acquired in this manner for a 
fluidized bed of cut-tobacco particles can be seen in Fig. 38. 

Despite the various powerful applications outlined above, as reiter-
ated repeatedly throughout this article, conventional PTV can only 
reliably capture whole-field information for the rather limiting case of 
pseudo-two-dimensional or dilute three-dimensional systems with 
optically-transparent walls. This limitation can (to an extent) be over-
come, however, through the use of x-rays as opposed to optical light 
[393–395]. Much like conventional 3D PTV, x-ray particle tracking 
velocimetry (XPTV) can be performed via stereoscopic imaging to yield 
a fully-three-dimensional image; however, unlike 3D PTV, XPTV can 
provide information concerning particle motion within the bulk of a 
dense, optically-opaque, three-dimensional system. The underlying 
principles of this imaging modality remain largely unchanged from 
“normal” PTV, other than the fact that the raw images being analysed 
are radiographs as opposed to conventional images. It has also been 
shown that stereoscopic XPTV is capable of describing the orientation of 
non-spherical particles in fluidized beds [393] and to obtain the gran-
ular temperature distribution in systems of granular media [396]. 

Of course, the use of x-ray imaging as opposed to optical light brings 
its own limitations – not least in terms of the significantly increased 
expense, risk and “red tape” associated with the use of x-ray equipment. 
Beyond these more pragmatic considerations, where PTV imaging can 

Fig. 37. Examples of coarse grained fields produced by of Zhu et al. [382]. Data are shown for (A) solid concentration, (B) horizontal velocity, (C) vertical velocity 
and (D) granular temperature. The while lines shown indicate the boundaries of bubbles, determined as regions falling below a threshold solid concentration of 0.3. 

Fig. 38. Image showing the velocities of the sampling points of a large number 
of ribbon-like particles. Image reproduced with permission from [392]. 
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typically use the “real” particles present in a system as tracers – albeit in 
some cases dyed, painted or otherwise distinguished from non-tracer 
particles – this is not possible in XPTV. The reasoning for this is that 
to achieve the contrast required to separate tracers from the bulk ma-
terial, said tracers must possess different x-ray absorption properties, 
which in almost all cases means having a higher density – or at least 
containing a component with a higher density. While this may be 
overcome through density matching (i.e. creating particles with a dense 
core and a less dense outer “shell” whose average density matches that of 
the “real” particles used), such particles will still differ in terms of other 
relevant physical properties (e.g. restitution coefficient, friction coeffi-
cient, moment of inertia etc.) [395]. It is also important to note that 
despite being able to “see through” opaque objects, stereographic XPTV 
still suffers from the same issue of occlusion experienced by users of 
conventional 3D PTV, meaning that (for an equivalent system, field of 
view, resolution etc.) it can still only image a similar number of tracers. 

3.3.3. Insight on PTV 
Adopting PTV as diagnostic technique for gas-solid fluidized-bed 

systems has its own benefits, such as the capability to track a large 
number of particles simultaneously [381]. This, in turn, eliminates the 
need for time averaging and makes the technique suitable to observe 
both transient phenomena and collisions [388]. The application of PTV, 
however, is bound to be used on pseudo-2D fluidized beds or to observe 
dilute flows. 

By contract, XPTV enables the visualization of 3D flows. However, 
similarly to PEPT, RPT and MPT, it does come with an upper limit, 
depending on the setup used, on the number of particles that can be 
imaged at one time, and with this all the limitations stemming from it. 
Moreover, the presence of x rays causes additional safety concerns and 
requires the use of surrogated particles doped with high-density mate-
rials [395]. 

4. Further discussion and comparison 

Though the methods described in the previous sections are very 
much distinct, they nonetheless share some common strengths and 
weaknesses. The main advantages of Eulerian diagnostic techniques is 
that, since they provide information about the flow field in the imaged 
volume at a given time, they can return, in most cases, an instantaneous 
snapshot of the system [32,282,397]. This is fundamental for process 
monitoring as well as for the study of stochastic or transient phenomena, 
including the simple case of bubbles. Successive measurements, in fact, 
can be used to study the time evolution of the quantities studied. By 
contrast, Lagrangian diagnostic techniques allow to follow individual 
particles, but in order to have statistically significant data about the 
whole system, need to run for very long times. Furthermore, this process 
returns time-averaged values for the quantities studied [323]. For this 
reason, Eulerian techniques are better suited to study system-wide 
transients. Another benefit of using Eulerian techniques is the fact that 
large portions of the system can be imaged in one single measurement, 

maximizing the amount of information that can be obtained at once. 
Ironically, some Eulerian techniques allow the description of certain 
Lagrangian quantities, such as the bubble position and velocity, which 
most Lagrangian techniques fail to capture. This is due to the very wide 
spatial scales of the phenomena taking place in fluidized beds. 

On the downside, however, Eulerian methods do not return infor-
mation at the individual-particle scale. Due to their own definition, in 
fact, they describe the flow field in terms of average over multiple 
particles [26,27]. Furthermore, as most commonly non-ionizing or low- 
energy ionizing radiations are employed in Eulerian techniques, or due 
to diagnostic setup constraints, the size of the system that can be imaged 
is limited. For passive methods relying on the direct observation of the 
system, such as PIV and IRT, the system walls need to be transparent in 
the corresponding range of wavelengths. Moreover, as the system is 
opaque, only the layer closest to the wall can be imaged. X-ray based 
techniques and ECT also face issues in imaging systems due, respec-
tively, to x-ray attenuation [63] and to the uneven sensitivity of the 
sensors [57]. 

By contrast, the main and most obvious advantage of the Lagrangian 
techniques is that they can extract data corresponding to the micro-
scopic dynamics of a given system, which are simply not accessible to 
Eulerian methods such as individual particle trajectories, the dispersion 
rate [318], diffusion coefficient [398], and recirculation rate [355], all 
of which can be used to provide insight into the mixing dynamics of a 
given system [318]. Somewhat perversely, access to particle-level data 
from Lagrangian techniques also allows the computation of some 
Eulerian quantities which purely-Eulerian methods cannot extract. This 
is typically achieved by exploiting the principle of ergodicity [323] 
which states (in simple terms) that – for a system in a suitable steady 
state – the long-time average of the dynamics of a single particle are 
equivalent to the ensemble-averaged dynamics of all similar particles. 
This includes data such as dispersion and diffusion fields [329], but also 
quantities relating to the fluctuation of particle velocities on a sub-voxel 
level, allowing the measurement of localised granular temperatures 
[399] and the extraction of quantities related to turbulence when 
measuring fluid motion. 

The major limitation of Lagrangian imaging techniques is that, with 
few exceptions, such as PTV, they cannot track all particles in a system 
with high temporal resolution. To be more specific, tracer-based tech-
niques such as PTV, PEPT and MPT can operate at very high temporal 
resolutions, but typically only record data for a subset of the particles in 
a system. Another limitation is that these methods are not effective for 
extracting data relating to system structure or particle interactions, e.g. 
calculating pair correlation functions [400] or monitoring collision 
statistics [401]. 

These advantages and limitations of the two classes of diagnostic 
techniques are summarised in Table 1. 

Table 2, on the other hand, summarizes the strengths and weaknesses 
of the techniques studied, highlighting what properties and structures 
do they allow to measure and visualize. Furthermore, based on the 
discussion in the previous sections, the table states the suitability of each 

Table 1 
Summary of the major advantages of the Eulerian and Lagrangian techniques most commonly applied to fluidized beds.  

Advantages of Eulerian techniques Advantages of Lagrangian techniques 

Instantaneous capture of the state of the system Capable of high temporal and spatial resolution 
Imaging of large regions with one measurement Capable of producing both Lagrangian and Eulerian data 
Capable of directly observing system-wide stochastic transients Insight into microscopic dynamics  
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Table 2 
Summary of the main characteristics of non-invasive and non-intrusive diagnostic techniques for fluidized-bed reactors. The symbol * means time averaged.  

Technique Quantities measured Imaged region Strengths Weaknesses Suitable for 
industrial 
applications 

Spatial 
resolution 

Temporal 
resolution 

References 

PIV Particle velocity 
distribution, mass 
flux distribution 
(DIA), mixing 
quantifiers 

Layer closer to 
the wall or 3D 
volume in 
dilute flows 

Full flow field with a 
single measurement, 
no safety concerns 

Pseudo-2D bed needed 
for dense flows, 
optically transparent 
walls, lower limit on 
particle size, incapable 
of detecting liquid 
concentrations 

No ~ 100 μm ~ 10 μs [33] 

XDR Voidage distribution, 
bubble and jet 
properties 

2D projection 
of a 3D object 

Hard-field technique, 
safer than gamma rays, 
good for observation of 
vertical evolution of 
structures (i.e. 
bubbles, jets), capable 
of detecting liquid 
concentrations 

Upper limit on the bed 
size, no information 
about the third 
dimension, safety 
concerns (ionizing 
radiation) 

Pilot plants 
only 

~ 1 mm ~ 1 ms [14,63,64] 

XCT Voidage distribution, 
bubble and jet 
properties 

2D horizontal 
slice 
(potentially 
multiple) or 3D 
volume* 

Hard-field technique, 
safer than gamma rays, 
cross-sectional voidage 
distribution, potential 
for real-time 
measurements, good 
spatial and excellent 
temporal resolution, 
capable of detecting 
liquid concentrations 

Upper limit on the bed 
size, safety concerns 
(ionizing radiation), 
computationally costly, 
limited to imaging in the 
cross-sectional plane 

Pilot plants 
only 

~ 1 mm ~ 100 μs [64,105,106] 

ECT Voidage distribution, 
bubble and jet 
properties, average 
liquid concentration 

2D horizontal 
slice or 3D 
volume 

Applicable to 
relatively big systems, 
low cost, resistance to 
high temperatures and 
pressures, no safety 
concerns, capable of 
detecting liquid 
concentrations 

Soft-field technique, 
sensitive to electrostatic 
effects and to moisture, 
poor accuracy in the 
central region 

Yes ~ 5 mm ~ 1 ms [146,148,156] 

MRI Voidage distribution, 
particle velocity 
distribution, bubble 
and jet properties, 
gas velocity 
distribution 

1D (cross- 
section 
averaged) 2D 
horizontal or 
vertical slice, 
3D volume* 

Versatility, capability 
to image gas flow, 
number of dimensions 
imaged can be 
adjusted, low energy 
requirements, no 
radiations 

Relatively big particles, 
limited choice of 
material (bed particles 
and walls), no high 
temperatures, incapable 
of detecting low liquid 
concentrations 

No ~ 1 mm ~ 25 ms [25,233,234] 

IRT Temperature 
distribution, gas 
concentration 

Layer closer to 
the wall, 3D 
volume in 
dilute flows or 
top of the bed 

Full temperature field 
with a single 
measurement, capable 
of measuring particle 
temperature 

Pseudo-2D bed or top 
region only for dense 
flows, need for 
transparent walls, 
complex calibration, 
incapable of detecting 
liquid concentrations 

Limited field 
of view 

~ 100 μm ~ 500 μs [274,275,282,285] 

PEPT Particle position, 
particle velocity 
distribution*, bubble 
rise velocity 
estimates, solid 
circulation 
frequency*, 
residence time 
distribution*, TDH*, 
mixing quantifiers*, 
jet properties* 
(particle orientation 
for MPT only) 

Lagrangian or 
3D volume* 

Versatility in the 
output they can 
produce, capable of 
imaging large opaque 
systems, applicable on 
situ 

Limit on the number of 
tracer particles at once, 
long capturing times for 
Eulerian quantities, 
safety concerns, RPT 
prone to errors due to 
the nature of fluidized 
beds, incapable of 
detecting liquid 
concentrations 

Yes ~ 10 μm ~ 10 μs [292,293,297] 
RPT Yes ~ 1 mm ~ 1 ms [298,300,301] 

MPT Versatility in the 
output they can 
produce, capable of 
tracking the 
orientation of a single 
particle, not affected 
by signal attenuation 
with dense materials 

Lower limit on the tracer 
particle size, upper limit 
on the bed size, upper 
limit on the 
temperature, incapable 
of detecting liquid 
concentrations 

No ~ 100 μm ~ 1 ms [349–351,354] 

PTV Layer closer to 
the wall or 3D 
volume in 
dilute flows 
(even in dense 
flows for XPTV) 

Tracking of several 
particles at once 
(fewer for XPTV), 
shorter measuring 
times for Eulerian 
properties, no safety 
concerns (apart for 
XPTV) 

Pseudo-2D bed needed 
for dense flows, 
optically transparent 
walls (unless XPTV is 
used), incapable of 
detecting liquid 
concentrations 

No (pilot 
plants only 
for XPTV) 

~ 100 μm ~ 10 μs [377,394]  
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technique to industrial fluidized beds, characterized by high tempera-
ture, high pressure and stainless-steel walls. This can serve as a tool to 
identify the most suited technique for a particular application. 

5. Conclusions 

This work presented the most commonly used non-invasive and non- 
intrusive diagnostic techniques for gas-solid fluidized-bed systems. This 
specific set of methodologies offer significant advantages by limiting the 
level of interaction with the system and medium under study. The 
introduction of disturbances to the flow field or the direct contact be-
tween the diagnostic equipment and the medium might add an extra 
layer of complexity to the already complex task of extracting informa-
tion about fluidized beds that is as general as possible. As the focus of 
this work is on the kind of information that each technique can extract 
on the hydrodynamics and the thermal behaviour of these systems, the 
methods were classified as Eulerian and Lagrangian, depending on the 
type of approach they followed. As expected, no technique was found to 
outperform all the others across the spectrum, but rather each one of 
them has their strengths and their weaknesses, which must be carefully 
considered when choosing a diagnostic setup, whether this is for 
research purposes or for industrial applications. Although there is no 
clear cut between the two applications and many of the techniques 
actually can provide valuable insight in either case, some of the selected 
techniques, such as XDR, MRI and PEPT, were found to be more suitable 
for process understanding, due to the great level of detail they can 
provide. However, non-negligible material, temperature and time con-
straints limit their application to industrial fluidized beds. On the other 
hand, some techniques, including ECT, IRT and RPT, showed promising 
results when employed as monitoring and control tools. Several tech-
nique coupling approaches have also been explored over the years 
revealing the immense potential of complementing the weaknesses of 
specific methodologies with the strengths of other ones. Moreover, while 
CFD and CFD-DEM simulations are likely to play a fundamental role in 
exploring fluidized-bed configurations in the near future, they will still 
need to be validated and this can only be done with detailed and com-
plete experimental data. Finally, recent developments and future trends 
for these non-invasive and non-intrusive techniques are analyzed, and 
most of them seem to rely on technological and material advances, as 
well as on the improvement of the image reconstruction algorithms. 

Notation 

Abbreviations 

AECVT Adaptive Electrical Capacitance Volume Tomography 
AGA Adaptive Genetic Algorithm 
AMR Anisotropic Magneto-Resistive 
CARPT Computer Aided Radioactive Particle Tracking 
CCD Charge-Coupled Device 
CFB Circulating Fluidized Bed 
CFD Computational Fluid Dynamics 
CPFD Computational Particle Fluid Dynamics 
CRS Circulation Rate of Solids 
DEM Discrete Element Method 
DIA Digital Image Analysis 
XDR X-ray Digital Radiography 
ECT Electrical Computed Tomography 
ECT Electrical Resistance Tomography 
ECVT Electrical Capacitance Volume Tomography 
EMT Electro-Magnetic Tomography 
FBP Filtered Back-Propagation 
IFB Interconnected Fluidized Beds 
IRT Infra-Red Thermography 
KTGF Kinetic Theory of Granular Flow 
LED Light-Emitting Diode 

MCC Micro-Crystalline Cellulose 
ME Mixer Effectiveness 
MIRR Mean Intensity Ratio Reconstruction 
MP-PIC Multi-Phase Particle-In-Cell 
MPT Magnetic Particle Tracking 
MRI Magnetic Resonance Imaging 
MWT Micro-Wave Tomography 
PDF Probability Density Function 
PEPT Positron Emission Particle Tracking 
PIV Particle Image Velocimetry 
PTV Particle Tracking Velocimetry 
RIMS Refractive Index Matched Scanning 
RMSE Root Mean Squared Error 
RPT Radioactive Particle Tracking 
SART Simultaneous Algebraic Reconstruction Technique 
TDH Transport Disengagement Height 
TFB Travelling Fluidized Bed 
TFM Two-Fluid Model 
TR-PIV Time-Resolved Particle Image Velocimetry 
UTE Ultrashort Echo Time 
XCT X-ray Computed Tomography 
XPTV X-Ray Particle Tracking Velocimetry 
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[38] J.A. Almendros-Ibáñez, C. Sobrino, M. de Vega, D. Santana, A new model for 
ejected particle velocity from erupting bubbles in 2-D fluidized beds, Chem. Eng. 
Sci. 61 (18) (Sep. 2006) 5981–5990, https://doi.org/10.1016/j.ces.2006.05.008. 

[39] C.R. Müller, J.F. Davidson, J.S. Dennis, A.N. Hayhurst, A study of the motion and 
eruption of a bubble at the surface of a two-dimensional fluidized bed using 
particle image velocimetry (PIV), Ind. Eng. Chem. Res. 46 (5) (Feb. 2007) 
1642–1652, https://doi.org/10.1021/ie0611397. 

[40] J.A. Laverman, I. Roghair, M.S. Annaland, H. Kuipers, Investigation into the 
hydrodynamics of gas–solid fluidized beds using particle image velocimetry 
coupled with digital image analysis, Can. J. Chem. Eng. 86 (3) (Jun. 2008) 
523–535, https://doi.org/10.1002/cjce.20054. 

[41] I. Julián, F. Gallucci, M. van Sint Annaland, J. Herguido, M. Menéndez, Coupled 
PIV/DIA for fluid dynamics studies on a two-section two-zone fluidized bed 
reactor, Chem. Eng. J. 207–208 (Oct. 2012) 122–132, https://doi.org/10.1016/j. 
cej.2012.06.015. 

[42] I. Julián, F. Gallucci, M. van Sint Annaland, J. Herguido, M. Menéndez, 
Hydrodynamic study of a two-section two-zone fluidized bed reactor with an 
immersed tube bank via PIV/DIA, Chem. Eng. Sci. 134 (Sep. 2015) 238–250, 
https://doi.org/10.1016/j.ces.2015.05.009. 

[43] A. Helmi, I. Campos Velarde, F. Gallucci, M. van Sint Annaland, Hydrodynamics 
of dense gas-solid fluidized beds with immersed vertical membranes using an 
endoscopic-laser PIV/DIA technique, Chem. Eng. Sci. 182 (Jun. 2018) 146–161, 
https://doi.org/10.1016/j.ces.2018.02.038. 

[44] J.A. Medrano, M. Tasdemir, F. Gallucci, M. van Sint Annaland, On the internal 
solids circulation rates in freely-bubbling gas-solid fluidized beds, Chem. Eng. Sci. 
172 (Nov. 2017) 395–406, https://doi.org/10.1016/j.ces.2017.06.046. 

[45] I.C. Velarde, F. Gallucci, M. van Sint Annaland, Development of an endoscopic- 
laser PIV/DIA technique for high-temperature gas–solid fluidized beds, Chem. 
Eng. Sci. 143 (Apr. 2016) 351–363, https://doi.org/10.1016/j.ces.2016.01.002. 

[46] W.D. Fullmer, C.M. Hrenya, The clustering instability in rapid granular and gas- 
solid flows, Annu. Rev. Fluid Mech. 49 (1) (Jan. 2017) 485–510, https://doi.org/ 
10.1146/annurev-fluid-010816-060028. 

[47] H. Shi, Experimental research of flow structure in a gas-solid circulating fluidized 
bed riser by PIV, J. Hydrodyn. 19 (6) (Dec. 2007) 712–719, https://doi.org/ 
10.1016/S1001-6058(08)60008-6. 

[48] A.E. Carlos Varas, E.A.J.F. Peters, J.A.M. Kuipers, Experimental study of full field 
riser hydrodynamics by PIV/DIA coupling, Powder Technol. 313 (May 2017) 
402–416, https://doi.org/10.1016/j.powtec.2017.01.055. 

[49] J.F. de Jong, M. van Sint Annaland, J.A.M. Kuipers, Experimental study on the 
hydrodynamic effects of gas permeation through horizontal membrane tubes in 
fluidized beds, Powder Technol. 241 (Jun. 2013) 74–84, https://doi.org/ 
10.1016/j.powtec.2013.03.014. 

[50] J.A. Medrano, R.J.W. Voncken, I. Roghair, F. Gallucci, M. van Sint Annaland, On 
the effect of gas pockets surrounding membranes in fluidized bed membrane 
reactors: an experimental and numerical study, Chem. Eng. J. 282 (Dec. 2015) 
45–57, https://doi.org/10.1016/j.cej.2015.04.007. 

[51] J.F. de Jong, M. van Sint Annaland, J.A.M. Kuipers, Experimental study on the 
effects of gas permeation through flat membranes on the hydrodynamics in 
membrane-assisted fluidized beds, Chem. Eng. Sci. 66 (11) (Jun. 2011) 
2398–2408, https://doi.org/10.1016/j.ces.2011.02.059. 

[52] N.T.Y. Dang, F. Gallucci, M. van Sint Annaland, Micro-structured fluidized bed 
membrane reactors: solids circulation and densified zones distribution, Chem. 
Eng. J. 239 (Mar. 2014) 42–52, https://doi.org/10.1016/j.cej.2013.11.001. 

[53] A.A. Sarbanha, S. Movahedirad, M. Ehsani, On the hydrodynamics of a pseudo 
two-dimensional two-zone gas-solid fluidized bed, Chem. Eng. J. 350 (May) (Oct. 
2018) 971–981, https://doi.org/10.1016/j.cej.2018.06.067. 

[54] W. Dijkhuizen, G.A. Bokkers, N.G. Deen, M.S. Annaland, J.A.M. Kuipers, 
Extension of PIV for measuring granular temperature field in dense fluidized 
beds, AICHE J. 53 (1) (Jan. 2007) 108–118, https://doi.org/10.1002/aic.11044. 

[55] M.R. Abdulwahab, Y.H. Ali, F.J. Habeeb, A.A. Borhana, A.M. Abdelrhman, S. 
M. Ali Al-Obaidi, A review in particle image velocimetry techniques 
(developments and applications), J. Adv. Res. Fluid Mech. Therm. Sci. 65 (2) 
(2020) 213–229. 

[56] C. Brossard, et al., Principles and applications of particle image velocimetry, Hal 
(2015) 1–11. 

[57] J. Sun, Y. Yan, Non-intrusive measurement and hydrodynamics characterization 
of gas–solid fluidized beds: a review, Meas. Sci. Technol. 27 (11) (Nov. 2016) 
112001, https://doi.org/10.1088/0957-0233/27/11/112001. 

[58] R. Hain, C.J. Kähler, Fundamentals of multiframe particle image velocimetry 
(PIV), Exp. Fluids 42 (4) (Mar. 2007) 575–587, https://doi.org/10.1007/s00348- 
007-0266-6. 

[59] C. Brücker, D. Hess, J. Kitzhofer, Single-view volumetric PIV via high-resolution 
scanning, isotropic voxel restructuring and 3D least-squares matching (3D-LSM), 
Meas. Sci. Technol. 24 (2) (Feb. 2013) 024001, https://doi.org/10.1088/0957- 
0233/24/2/024001. 

[60] G.E. Elsinga, F. Scarano, B. Wieneke, B.W. van Oudheusden, Tomographic 
particle image velocimetry, Exp. Fluids 41 (6) (Dec. 2006) 933–947, https://doi. 
org/10.1007/s00348-006-0212-z. 

[61] F. Scarano, Tomographic PIV: principles and practice, Meas. Sci. Technol. 24 (1) 
(Jan. 2013) 012001, https://doi.org/10.1088/0957-0233/24/1/012001. 

[62] J. Yates, D. Cheesman, P. Lettieri, D. Newton, X-ray analysis of fluidized beds and 
other multiphase systems, KONA Powder Part. J. 20 (March) (2002) 133–143, 
https://doi.org/10.14356/kona.2002016. 

[63] C.A. MacDonald, An Introduction to X-Ray Physics, Optics, and Applications, 
Princeton University Press, 2017. 

[64] T.J. Heindel, A review of X-ray flow visualization with applications to multiphase 
flows, J. Fluids Eng. 133 (7) (Jul. 2011), https://doi.org/10.1115/1.4004367. 

[65] T. Liu, A.A. Malcolm, J. Xu, Pincushion distortion correction in x-ray imaging 
with an image intensifier, in: Fourth International Conference on Experimental 

M. Errigo et al.                                                                                                                                                                                                                                  

https://doi.org/10.1007/s12649-018-0358-y
https://doi.org/10.1007/s12649-018-0358-y
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0050
https://doi.org/10.1016/j.biombioe.2012.01.010
https://doi.org/10.1016/j.biombioe.2012.01.010
https://doi.org/10.1016/j.partic.2021.01.018
https://doi.org/10.1016/j.powtec.2016.11.058
https://doi.org/10.1016/j.powtec.2016.11.058
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0070
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0070
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0070
https://doi.org/10.1016/j.cherd.2015.08.006
https://doi.org/10.1016/j.cherd.2015.08.006
https://doi.org/10.1016/j.powtec.2012.10.031
https://doi.org/10.1016/j.powtec.2016.02.035
https://doi.org/10.1016/j.ijmultiphaseflow.2015.03.009
https://doi.org/10.1016/j.snb.2014.12.103
https://doi.org/10.1016/j.snb.2014.12.103
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0100
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0100
https://doi.org/10.1088/0022-3735/16/10/004
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0110
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0110
https://doi.org/10.1007/s40090-015-0048-6
https://doi.org/10.1016/j.ijpharm.2017.07.051
https://doi.org/10.1016/j.ijpharm.2017.07.051
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0125
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0125
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0130
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0135
https://doi.org/10.1088/1361-6501/abb747
https://doi.org/10.1088/1361-6501/abb747
https://doi.org/10.1016/j.cej.2008.11.010
https://doi.org/10.1016/j.cej.2008.11.010
https://doi.org/10.1002/cjce.24279
https://doi.org/10.1016/j.flowmeasinst.2023.102309
https://doi.org/10.1016/j.powtec.2013.11.030
https://doi.org/10.1016/j.powtec.2013.11.030
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0165
https://doi.org/10.1016/0009-2509(95)00405-X
https://doi.org/10.1016/j.powtec.2004.01.018
https://doi.org/10.1016/j.powtec.2004.01.018
https://doi.org/10.1002/cjce.5450820105
https://doi.org/10.1016/j.powtec.2004.11.013
https://doi.org/10.1016/j.powtec.2004.11.013
https://doi.org/10.1016/j.ces.2006.05.008
https://doi.org/10.1021/ie0611397
https://doi.org/10.1002/cjce.20054
https://doi.org/10.1016/j.cej.2012.06.015
https://doi.org/10.1016/j.cej.2012.06.015
https://doi.org/10.1016/j.ces.2015.05.009
https://doi.org/10.1016/j.ces.2018.02.038
https://doi.org/10.1016/j.ces.2017.06.046
https://doi.org/10.1016/j.ces.2016.01.002
https://doi.org/10.1146/annurev-fluid-010816-060028
https://doi.org/10.1146/annurev-fluid-010816-060028
https://doi.org/10.1016/S1001-6058(08)60008-6
https://doi.org/10.1016/S1001-6058(08)60008-6
https://doi.org/10.1016/j.powtec.2017.01.055
https://doi.org/10.1016/j.powtec.2013.03.014
https://doi.org/10.1016/j.powtec.2013.03.014
https://doi.org/10.1016/j.cej.2015.04.007
https://doi.org/10.1016/j.ces.2011.02.059
https://doi.org/10.1016/j.cej.2013.11.001
https://doi.org/10.1016/j.cej.2018.06.067
https://doi.org/10.1002/aic.11044
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0275
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0275
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0275
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0275
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0280
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0280
https://doi.org/10.1088/0957-0233/27/11/112001
https://doi.org/10.1007/s00348-007-0266-6
https://doi.org/10.1007/s00348-007-0266-6
https://doi.org/10.1088/0957-0233/24/2/024001
https://doi.org/10.1088/0957-0233/24/2/024001
https://doi.org/10.1007/s00348-006-0212-z
https://doi.org/10.1007/s00348-006-0212-z
https://doi.org/10.1088/0957-0233/24/1/012001
https://doi.org/10.14356/kona.2002016
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0315
http://refhub.elsevier.com/S0032-5910(23)00881-1/rf0315
https://doi.org/10.1115/1.4004367


Powder Technology 431 (2024) 119098

32

Mechanics vol. 7522, Dec. 2009, p. 75223T, https://doi.org/10.1117/12.851232, 
no. April. 

[66] M. Pore, et al., A comparison of magnetic resonance, X-ray and positron emission 
particle tracking measurements of a single jet of gas entering a bed of particles, 
Chem. Eng. Sci. 122 (January) (Jan. 2015) 210–218, https://doi.org/10.1016/j. 
ces.2014.09.029. 

[67] E.W. Grohse, Analysis of gas-fluidized solid systems by x-ray absorption, AICHE J. 
1 (3) (Sep. 1955) 358–365, https://doi.org/10.1002/aic.690010315. 

[68] J.B. Romero, D.W. Smith, Flash x-ray analysis of fluidized beds, AICHE J. 11 (4) 
(Jul. 1965) 595–600, https://doi.org/10.1002/aic.690110408. 

[69] P.N. Rowe, B.A. Partridge, An x-ray study of bubbles in fluidised beds, Trans. Inst. 
Chem. Eng. 43 (Dec. 1965) 116–134, https://doi.org/10.1016/S0263-8762(97) 
80009-3. 

[70] T.B. Morgan, B.R. Halls, T.R. Meyer, T.J. Heindel, A high-speed X-ray detector 
system for noninvasive fluid flow measurements, in: Volume 1C, Symposia: Gas- 
Liquid Two-Phase Flows; Industrial and Environmental Applications of Fluid 
Mechanics; Issues and Perspectives in Automotive Flows; Liquid-Solids Flows; 
Multiscale Methods for Multiphase Flow; Noninvasive Measurements in Single 
vol. 1C, Jul. 2013, https://doi.org/10.1115/FEDSM2013-16427 p. 
V01CT24A004. 

[71] P.M. Jenneson, O. Gundogdu, In situ x-ray imaging of nanoparticle agglomeration 
in fluidized beds, Appl. Phys. Lett. 88 (3) (Jan. 2006) 034103, https://doi.org/ 
10.1063/1.2166486. 

[72] S. Ariyapadi, D.W. Holdsworth, C.J.D. Norley, F. Berruti, C. Briens, Digital X-ray 
imaging technique to study the horizontal injection of gas-liquid jets into 
fluidized beds, Int. J. Chem. React. Eng. 1 (1) (Dec. 2003), https://doi.org/ 
10.2202/1542-6580.1114. 

[73] M. Wormsbecker, T. Pugsley, J.R. van Ommen, J. Nijenhuis, R. Mudde, Effect of 
distributor design on the bottom zone hydrodynamics in a fluidized bed dryer 
using 1-D X-ray densitometry imaging, Ind. Eng. Chem. Res. 48 (15) (Aug. 2009) 
7004–7015, https://doi.org/10.1021/ie900025n. 

[74] C. Cao, H. Weinstein, Characterization of downflowing high velocity fluidized 
beds, AICHE J. 46 (3) (Mar. 2000) 515–522, https://doi.org/10.1002/ 
aic.690460310. 

[75] S. Iannello, P.U. Foscolo, M. Materazzi, Investigation of single particle 
devolatilization in fluidized bed reactors by X-ray imaging techniques, Chem. 
Eng. J. 431 (Mar. 2022) 133807, https://doi.org/10.1016/j.cej.2021.133807. 

[76] D. Macrì, S. Sutcliffe, P. Lettieri, Fluidized bed sintering in TiO2 and coke 
systems, Chem. Eng. J. 381 (July) (2019) 2020, https://doi.org/10.1016/j. 
cej.2019.122711. 

[77] P. Lettieri, D. Newton, J. Yates, High temperature effects on the dense phase 
properties of gas fluidized beds, Powder Technol. 120 (1–2) (Oct. 2001) 34–40, 
https://doi.org/10.1016/S0032-5910(01)00344-8. 

[78] D. Macrì, M. Poletto, D. Barletta, P. Lettieri, An investigation of the flow 
properties of rutile particles: fluidization behaviour linked with shearing studies, 
Powder Technol. 374 (Sep. 2020) 544–559, https://doi.org/10.1016/j. 
powtec.2020.07.082. 
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