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ABSTRACT

The emergence of the Internet and the growing development of online platforms (like Facebook and 
Instagram) opened the way for disseminating information that hasn’t been experienced in the history 
of mankind earlier. Consumers generate and share more information and a massive amount of data 
than ever with the growing utilization of social media sites, many of which are deceptive with little 
relevance to reality. A daunting task is the automated classification of a text article as misleading 
or misinformation. To see the latest news alerts, individuals often utilize e-newspapers, Twitter, 
Instagram, Youtube, and many more. Fake news created on social media can lead to uncertainty 
amongst individuals and psychiatric illness. We may detect that news obtained based on machine 
learning techniques is either true or false. This study proposes a machine learning technique to detect 
fake news by carrying out filtration on social media data, classifying the preprocessed data using a 
machine learning algorithm, evaluating the developed system, and evaluating the results.
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1. INTRoDUCTIoN

Social media platforms have recently become a primary source of news and information (Wang et 
al., 2022; Li, Zhou & Huang, 2021). However, the ease of sharing and spreading information on 
social media has led to an increase in the spread of fake news, which can significantly impact public 
opinion, politics, and society (Apuke & Omar, 2021; Wang et al., 2023; Naeem, Bhatti & Khan, 
2021; Meng, Xiao & Wang, 2022). Detecting fake news in email is challenging, as the content can 
be diverse, misleading, and constantly evolving (Zhang & Ghorbani, 2020; Huang, 2020; Li et al., 
2022). Machine learning algorithms have shown promising results in detecting fake news on email 
platforms (Najadat, Tawalbeh & Awawdeh, 2022) and other domains (Zhou et al., 2022; Zheng et 

https://orcid.org/0000-0002-9418-5346
https://orcid.org/0000-0002-3556-9331


International Journal on Semantic Web and Information Systems
Volume 19 • Issue 1

2

al., 2021; Zheng & Yin, 2022; Chen, Chen & Lu, 2023). This paper presents a machine-learning 
technique for detecting fake email news using the Support Vector Machine with Radial Basis Function 
(SVM-RBF) and K-Nearest Neighbor (KNN) algorithms.

Fake news has become a significant problem on email and other platforms, with the potential to 
cause harm to individuals and society (Zhang & Ghorbani, 2020). The spread of fake news can lead 
to confusion, misinterpretation, and damage to reputation. Fake news can also be used to manipulate 
public opinion and affect the outcome of political processes (Gradon, 2020; Guo & Zhong, 2022). 
Hence, detecting and preventing phony news spread is crucial to maintaining a healthy and informed 
society. Several techniques have been proposed to detect fake news in spam emails, including manual 
fact-checking, crowdsourcing, and machine learning (Chen, Lai & Lian, 2022). Manual fact-checking 
and crowdsourcing techniques can be time-consuming, costly, and error-prone, especially when 
dealing with a large volume of data (Wu et al., 2022).

On the other hand, machine learning algorithms have shown great potential in detecting fake news 
in spam emails (Zhang & Ghorbani, 2020) and some other fields like financial transactions (Wu et al., 
2023; Li & Sun, 2020), construction (Qin et al., 2022), summarization (Deng et al., 2023). Methods 
like big data analytics have become a powerful tools in analyzing large datasets in different domains 
such as residents happiness (Li et al., 2023), risk of SME shutdown (Xie et al., 2023), visual chirality 
cue (Tan et al., 2023), networked control systems (Zhong et al., 2022) etc. Several prior efforts have 
been made to address the issue of counterfeit news detection, including manual fact-checking, third-
party fact-checking services, and machine-learning techniques (Babaei, 2021). However, manual 
fact-checking is time-consuming and may not scale well.

Third-party fact-checking services can be effective, but they may not cover all the news 
items posted on social media platforms (Oeldorf-Hirsch et al., 2020; Ardevol-Abreu, Dwlponti 
& Rodriguez-Wanguemert, 2020). Machine learning techniques, including Natural Language 
Processing (NLP) and Deep Learning, have been utilized to detect fake news spam emails in a 
cloud (Althubiti, Alenezi & Mansour, 2022; Zhang et al., 2023) and overhead catenary (Madani, 
Motameni & Mohamadi, 2022; Zong, Wang & ZhiboWan, 2022; Efanov et al., 2016). While these 
approaches have shown promise, they may not always be practical, mainly when dealing with news 
items not in English (Zong & Wan, 2022).

The problem of detecting fake news in spam platforms is worth solving due to its significant 
impact on society (Ahmed, Hinkelmann & Corradini, 2022). The spread of fake news can cause social 
unrest, negatively impact elections, and promote hate speech. As a result, it is essential to develop 
effective techniques for detecting fake news in spam email platforms (Choras et al., 2021).

This research presents a machine learning strategy for identifying disingenuous content on 
social media by combining the Support Vector Machine with Radial Basis Function (SVM-RBF) 
and K-Nearest Neighbor (KNN) algorithms. We employ the SVM-RBF algorithm for classification, 
and for feature selection, we use the KNN technique. The method utilizes text, metadata, and user 
interaction metrics to determine the integrity of news articles. Metadata features contain information 
like the news article’s publication date and location, while textual features comprise the article’s 
content. User engagement features record metrics like the number of likes, shares, and comments. 
The suggested method incorporates both algorithms to facilitate rapid and precise identification of 
fake news.

To classify data efficiently, the SVM-RBF algorithm, which belongs to supervised machine 
learning, searches for a hyperplane in an N-dimensional space. In contrast, the KNN algorithm is a 
non-parametric technique that uses the most common label among K neighbours to classify a data 
point. By combining their efforts, these algorithms make it possible to identify false news stories 
quickly and accurately.

The suggested method is assessed using a dataset of 10,000 news items from various social media 
sites, including Facebook and Twitter. The dataset covers six months and is annotated as either fake 
or real. Seventy percent is used for training, and thirty percent is used for testing. The SVM-RBF 
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algorithm is trained on the training set with a 10-fold cross-validation procedure to fine-tune the 
hyperparameters. To aid in classification, the KNN algorithm chooses the top 50 features. Metrics, 
including accuracy, precision, recall, and F1-score, assess the method’s efficacy.

The suggested method substantially improves the existing literature on identifying fake news in 
electronic mail. First, it integrates features for user interaction with the text and metadata of news 
articles to determine whether they are fake. Second, it uses the SVM-RBF algorithm for classification, 
which has produced positive results in several machine-learning scenarios. Thirdly, the KNN 
algorithm is used for feature selection, which aids in determining which features are most important 
to the classification process. Finally, the suggested method outperforms many existing approaches 
to fake news identification via email regarding accuracy, precision, recall, and F1 score. The main 
contribution of this paper is the proposed machine learning technique for detecting email fake news 
using the SVM-RBF algorithm and KNN algorithms. The proposed technique’s accuracy, precision, 
recall, and F1 score outperform several state-of-the-art methods, demonstrating its effectiveness in 
detecting fake news accurately and quickly.

The remaining part of the paper is arranged as follows: Section 2 presents the review of previous 
literature works, and Section 3 discusses the material and methods used. The dataset availability is 
indicated in the same section, and the proposed method is discussed. Section 4 discusses the results 
and discussion of the study, discusses the findings discovered by the authors of this study. Section 5 
discusses the computational overhead in the study’s cost and complexity; finally, section 6 concludes 
this present investigation with further work suggested.

2. LITeRATURe ReVIeW

Although the fake news identification topic has been launched only recently for the first time, it has 
received significant interest. In different types of data, various methods have suggested identifying 
false news. Machine learning techniques have been used in multiple fields, such as in studies like 
anomaly detection (Chen et al., 2022; Lin, Wang, & Li, 2022), sentiment evolution (Huang et al., 
2021), sentiment reasoning (Zheng et al., 2022), Multiscale feature extraction (Lu et al., 2023). A 
summary of current and relevant literature on false news identification is discussed in this segment. 
While certain social media users are very genuine, manipulative, and out-to-read, misinformation 
may or may not be honest individuals.

There are three major contributors to fake news: internet bots, trolls, and consumers of cyborgs 
(Jain et al., 2019). Since making social media accounts deficient, fraudulent charges are not prevented 
from being created (Xiong et al., 2023; Zenggang et al., 2022). If a computer program manages a 
social media site, it is denoted as a social bot. A social bot could engender capacity automatically 
and even connect with social media users. Social bots may or may not necessarily be dangerous, 
depending solely on how programmed they are. Suppose a social bot is programmed for the sole 
purpose of causing harm, such as distributing false broadcasts on a social network platform. In that 
case, they might be a very hateful organization and contribute significantly to fake news production. 
Several methods of machine learning have been suggested in the literature; some of the approaches 
to machine learning are discussed as follows:

Network Analysis approaches are capacity-centred methods focusing on misleading linguistic 
signals to forecast deceit. What separates this category from the Linguistic approach is that the Network 
Analysis approach needs an established body of collective human information to test the certainty 
of innovative claims (Conroy, Rubin & Chen, 2015). This is the easiest method of identifying fake 
facts by testing the truthfulness of significant assertions in news stories to assessing the broadcast’s 
genuineness (Marwick, 2018). This approach is essential for more advancement and the development 
of fact-checking approaches. The purpose is to use external references to validate any projected claims 
in news material by assigning a fact meaning in a relevant sense to an argument (Mishra, Shukla & 
Agarwal, 2022).
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The Bayes Principle is the basis for Naive Bayes, a machine learning algorithm (Jain & Kasbe, 
2018) that determines the likelihood of an event given the occurrence of another. It’s a type of Machine 
Language that uses supervised learning to predict the possibility of various kinds of association. If 
you have some evidence or a record, it can calculate the likelihood that it belongs to a specific group 
(Jain & Kasbe, 2018). Maximum posterior (MAP) methods often choose the class with the highest 
probability as predicted. High accuracy in text classification is achieved with the Naive Bayes classifier 
despite the assumption of independence (Stahl, 2018).

The Naive Bayes classifier’s strengths lie in its speed and flexibility, making it a popular choice. 
It is a good option for text classification problems because it can deal with binary and multiclass 
classifications (Jain & Kasbe, 2018). The Naive Bayes classifier is also an easy-to-implement method 
that uses basic counts. It requires only minimal data for training. Its primary flaw is that it assumes 
distinct characteristics, which isn’t always the case, and hence ignores connections between them 
(Jain & Kasbe, 2018).

The Support Vector Machine (SVM) is an alternative supervised learning approach synonymous 
with a support vector network (SVN). SVMs generate a model by dividing data into two classes using 
a binary classification scheme (Bambrick, 2016). SVM maximizes the separation between the two 
groups while classifying new data points. Support vectors are the data points closest to the hyperplane, 
which the SVM identifies to divide the dataset into two classes (Bambrick, 2016). Depending on 
these vectors, the separation hyperplane can be shifted to a different location. The distance of data 
points from the hyperplane indicates how accurately they were classified, and the hyperplane may 
be considered a boundary that linearly separates and categorizes the data (Bambrick, 2016).

SVM is advantageous since it is descriptive and works well with limited data. It’s memory-
efficient and works well with high-dimensional spaces (Ray et al., 2017). However, SVM may not 
perform well when dealing with overlapping groups or noisy datasets (Bambrick, 2016), and it can 
have difficulty training on massive datasets. Furthermore, Ray et al. (2017) point out that SVM does 
not offer detailed probability forecasts.

Natural language processing (NLP) techniques like semantic analysis help detect fake news. To 
determine whether an event occurred, its resemblance to a content profile taken from a group of similar 
data is measured (Conroy, Rubin, & Chen, 2015). We can learn more about the disconnect between 
semantic analysis and the difficulties of detecting false information by looking at the priorities and 
methods used to spot fake news.

Research by Zubizarreta, Echeverria, and coworkers (2018) defines a rumour as “information 
that is disseminated without its authenticity being confirmed at the time of dissemination.” The 
truthfulness of rumours varies widely, from true to false to unsubstantiated, yet they all help people 
cope with the unknown. The four stages of traditional rumour analysis are rumour detection, rumour 
tracking, stance classification, and credibility evaluation. The purpose of rumour identification is to 
separate rumours from other sources of information (Wu et al., 2017). Gathering and sifting through 
internet conversation threads about rumours is integral to monitoring them. Classifying the veracity of 
a rumour is known as a veracity classification, while labelling the viewpoint expressed by a rumour is 
known as a stance classification. Organizing the reliability of news articles is crucial in the context of 
detecting disingenuous reporting. One must take several steps to arrive at a well-informed conclusion 
on whether or not a rumour is true. “Fake news” refers to material linked to public broadcast acts 
that may be proven to be counterfeit, as opposed to persistent myths or conspiracy theories, which 
can comprise shifting rumours.

Stahl focused on detecting fake social media broadcasts 2018 and suggested a three-stage process 
incorporating linguistic cue analysis, network analysis, a Naive Bayes Classifier, Support Vector 
Machines, and semantic analysis. Data mining techniques were employed by Shu, Wang, and Liu 
in 2018 to track down instances of fake news on social media. Given the challenges and stakes in 
detecting misinformation on social media, they examined various unsuitable content, such as inaccurate 
portrayals of psychological and sociological topics, existing data mining techniques, measurement 
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metrics, and illustrative data. The authors reviewed essential research topics, revealed central themes, 
and suggested future research goals to aid in the detection of fabricated social media broadcasts.

Thota, Tilak, Ahluwalia, and Lohia (2018) developed a deep-learning strategy for identifying 
disingenuous content. However, due to the complexity of the human language, automatic detection of 
misleading information remains a challenge. The relevance or irrelevance of the headlines concerning 
the actual data is not considered by the algorithm because most known methods for recognizing fake 
news frame it as a conditional classification problem. The authors overcame these challenges by 
employing a neural network structure to predict the interconnections between groups of headlines 
and articles. The experimental findings demonstrated a 2.5% improvement in accuracy compared to 
prior architectures using their model.

Conroy, Rubin, and Chen (2015) classified fake news as large-scale, moderate-scale, or humorous 
hoaxes. Using a combination of language hints and network analysis techniques was suggested. They 
used vector space modelling to check the news and check for bias in online sources. After analyzing 
360 news articles for satirical indications, Rubin, Conroy, and Chen (2015) recommended an SVM-
based model to detect false or fake news. The news was classified using TF-IDF and SVM by Dadgar, 
Araghi, and Farahani (2016). Jin, Cao, Zhang, and Luo (2016) used data to support their model and 
looked into how different social media perspectives may be used to verify the news. Tacchini et al. 
(2017) presented two classification models for spotting fake news; one was a Boolean crowdsourcing 
approach based on logistic regression and other techniques. Another work provided a data mining 
strategy, estimation criteria, and datasets for detecting fake news (Oladele et al., 2021).

Ahmed, Traore, and Saad (2017) identified Sentiment spam and fake news using machine 
learning classification approaches and Ingram analysis. Their research found new ways to use 
these methods on local data. Stochastic Gradient Descent outperformed other commonly used 
classification algorithms like Random Forests, SVM, Decision Trees, and Gradient Boosting. 
The CSI method was first introduced by Ruchansky, Seo, and Liu (2017). This method improved 
prediction accuracy by combining Capture, Ranking, and Integrate. Considering news producers’ 
biases, news items’ views, and the experiences of connected consumers, Shu, Wang, and Liu (2018) 
suggested a tri-relationship model for false news identification. Fake news and identification data 
were used to test the model. Long et al. (2017) created a novel hybrid strategy using a long-term 
memory system based on focused attention to identify fabricated stories. The method’s efficacy 
in spotting fake news was measured using standard datasets. In their 2017 article, “The Current 
State of Fake News,” Figueira and Oliveira gave a synopsis of the problem and contrasted two 
potential solutions. In 2017, Janze and Risius presented a verification paradigm for automatically 
detecting disingenuous data. The authors used Facebook data from the 2016 election to evaluate 
their approach. By combining etymological, syntactic, and semantic data, Perez-Rosas et al. (2017) 
suggested an updated automated system for labelling disinformation. Using three publicly accessible 
datasets, Buntain and Golbeck (2017) presented a computational approach for detecting fake news 
in regular Twitter discussions.

Predictive aspects of fake news, hoaxes, and unsubstantiated remarks on social media were studied 
by Bessi (2017). To lessen the blow of disinformation, Wu et al. (2017) created a competitive model 
that factors how new evidence could interact with the old. Shu, Wang, and Liu (2018) suggested 
a novel method for spotting fake news that prioritizes consumers’ trust. Tschiatschek et al. (2018) 
employed group-wide signals to solve the problem. Guacho, Abdali, and Papalexakis (2018) first 
proposed content-based fake news identification and considered it a semi-supervised method. Shu, 
Bernard, and Liu (2019) examined the architecture of social networks and suggested using them to 
monitor and control the spread of fake news. Monti et al. (2019) modified a symmetrical deep learning-
based technique to identify fake news and tested it with Twitter’s verified news reports. Community 
detection approaches were used by Olivieri et al. (2019) to address the problem of identifying fake 
news. An emotional technique was presented by Guo et al. (2019) for identifying fake news, factoring 
in both the publisher’s and the audience’s feelings.
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Managing significant texts with BERT and other hierarchical attention methods was discussed 
in detail (Lv et al., 2023). All NLP jobs significantly improved after implementing a large-scale pre-
training model based on the transformer model. A sophisticated self-attention mechanism restricts 
the transformer’s capacity. They suggest HBert, a Bert version enhanced for text analysis by adding 
a hierarchical attention neural network. Create phrase-level vectors from the whole text by training 
a word encoder with Bert and a word-level attention layer. The article vector can be retrieved using 
a transform and sentence encoder inspired by the concept of sentence attention. Every subsequent 
stage relied on the article vector. As can be seen from the experimental findings, the suggested HBert 
technique performs well on text categorization and QA tasks. The F1 value is 95.7% compared to the 
state-of-the-art model from some time ago for extended text classification tasks; however, it drops 
to 75.2% compared to QA tests.

A hybrid clustering technique using the Firefly ontology was presented (Akilandeswari et al., 
2022) to analyze tweets and discover root causes. People using social media sites like Twitter to argue 
about politics have skyrocketed recently. To investigate the dynamics at play in a pressing public 
problem, this research presents the Hybrid Firefly - Ontology-based Clustering (FF-OC) approach. 
Both inflation and disease rates were factored into this analysis. This new method automatically 
clusters rules with similar features into families. The tests suggest several potential explanations for 
the rise in food prices and the prevalence of diseases like diabetes, influenza, and the Zika virus. 
Empirical results show a considerable improvement over prior art clustering methods, including the 
Artificial Bees Colony, the Cuckoo Search Algorithm, Particle Swarm Optimization, and Ant Colony 
Optimization. Compared to the state-of-the-art, the proposed technique performs 81% better on the 
DB index, 79% on the silhouette index, and 85% on the C index.

Researchers identified similarity spreading to enhance the structural matching of ontologies (Mani 
& Annadurai, 2022). The potential for many ontologies to work together effectively is gathering steam. 
Compatibility is challenging because of the many different ontologies already in use. Unfortunately, 
many issues now being addressed by ontology matching algorithms are restricted to domains. This 
research intends to provide an updated version of the similarity-spreading model for more precise 
ontology-to-ontology mapping. Graph matching is performed by transmitting coefficient similarity 
after nodes are sorted into groups according to their edge affinities. Each repetition of this process 
results in a brand-new similarity score. This method’s accuracy, recall, and f-measure are all superior 
to its competitors.

The requirement for standard function parameters should be considered when comparing binary 
vulnerabilities (Xia et al., 2023). The proposed solution computes the binary vulnerability similarity 
using the function parameter dependence in the hazard API rather than the binary technique used in 
past research. This leads to a lower false positive rate and a finer detection granularity. The intermediate 
language is passed from the front-end translator to the back-end optimizer of the compiler for final 
optimization and standardization. Finding the binary approach’s API for risks and doing a dependence 
analysis on the function parameters are prerequisites for producing a collection of parameter slices. 
Experimentally, we show that the vulnerability can be located, and the original vulnerable location 
can be determined, even after the vulnerability has been patched. Maximum memory improvement 
over the initial condition is 14.3 percentage points.

Sahoo and Gupta, 2021 introduce automatic false news detection in a Chrome environment 
that can spot disingenuous posts on social media platforms like Facebook. In this case, we use deep 
learning to assess the user’s Facebook activity using a variety of account-related and news-content-
related variables. The experimental evaluation of real-world data shows that our planned strategy to 
detect false news is more accurate than the current state-of-the-art methods.

Tembhurne, Almin, and Diwan (2022) offer a multi-channel deep learning model they call 
Mc-DNN to determine if a piece of news is false or authentic. This model uses and processes news 
headlines and articles through several channels. We get a 99.23% accuracy on the ISOT Fake News 
Dataset and a 94.68% accuracy on the Fake News Data for Mc-DNN, both of which are state-of-
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the-art results. As a result, Mc-DNN is an excellent tool for identifying disinformation campaigns. 
A strategy that aimed to deduce what characteristics lead to people recognizing fake news on social 
media was advocated by Barakat, Dabbous, and Tarhini (2021).

The work by Zhang et al. from 2023 provides a quick false news detection algorithm for cyber-
physical social services using deep learning. With Chinese text in mind, each character is used as 
the fundamental building block of the system. Convolution-based neural computing framework is 
chosen to extract feature representation for news texts since the news is often brief texts that select 
keywords may astonishingly highlight.

Almomani et al., 2022 employed machine learning model techniques to identify phishing websites, 
and the results were compared. We deployed 16 machine learning models to identify phishing websites, 
each with ten semantic elements that we believe to be the most compelling features. Based on the 
comparison results, the Gradient Boosting Classifier and the Random Forest Classifier had the highest 
accuracy (about 97%). However, the accuracy values achieved by GaussianNB and the stochastic 
gradient descent (SGD) classifier are the lowest of all classifiers, at 84% and 81%, respectively.

A comprehensive review by Gaurav, Gupta, and Panigrahi (2021) addresses the latest machine-
learning techniques for spotting malware in IoT-enabled enterprise IT systems. This article summarizes 
the state of the art in malware detection studies, including every method from static to dynamic to 
promoted to hybrid.

Ali et al., 2022 provide a temporal pattern mining framework to represent and use the metadata of 
user-generated material. We begin by extracting 2.1 million tweets from Twitter between November 
2020 and September 2021, which includes one of one hundred hashtag keywords. Then we exhibit 
these tweets as one hundred User-Tweet-Hashtag (UTH) dynamic graphs. To continue, we take 
dynamic graphs from UTH and extract and label four-time series over three-time windows (a day, an 
hour, and a minute). Finally, we use three different machine learning methods to model these four-time 
series, and the resulting temporal patterns have an accuracy of 95.89%, 93.17%, 90.97%, and 93.73%.

Xu et al., 2023 developed a safe and fast certificateless public auditing approach for cloud-
assisted medical Wireless Sensor Networks (WSNs), enabling rapid group user revocation and 
dynamic data exchange and privacy protection. Performance assessment and security analysis show 
that our technique dramatically lowers the overall calculation cost while obtaining a better security 
level. Our novel idea is more suited for group user data sharing in cloud-assisted medical WSNs 
than similar systems.

Cheng et al., 2016 presented an event-driven SOA-based platform for coordinating Internet of 
Things (IoT) services. An event-driven, service-oriented IoT services coordination platform is designed 
using a situational event definition language (SEDL), an automaton-based situational event detection 
algorithm, and a service coordination behaviour model based on an extended event-condition-action 
trigger mechanism.

To use user attributes and user-product interactions, Wu et al., 2020 offer a hybrid semisupervised 
learning model for spammer detection called hybrid PU-learning-based spammer detection (hPSD). 
In particular, the hPSD model permits the building of classifiers in a semisupervised hybrid learning 
framework, and it may iteratively identify multitype spammers by injecting diverse positive examples. 
Extensive studies on the shilling-injected movie dataset verify hPSD’s improved performance 
compared to state-of-the-art baseline approaches.

For the Punjabi to English NMT system, Garg et al., 2022 take care of OOV terms and MWEs. 
To train the various NMT models, a parallel Punjabi-to-English corpus comprising MWEs was 
created. This is an effort to increase the precision of Punjabi in the English NMT system by making 
use of named entities and MWEs in the corpus. However, Punjabi is a low-resource language due to 
the lack of a significant parallel corpus for constructing different NLP tools. To see how well they 
performed, the constructed NMT models were evaluated using human and automated methods, such 
as the bilingual evaluation study (BLEU) and the translation error rate (TER) score. The translation 
accuracy from Punjabi to English was improved with word embedding (WE) and the MWEs corpus. 
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On the small test set, the highest BLEU score was 15.45; on the medium setting, it was 43.32; and 
on the extensive collection, it was 34.5. Maximum TER rates were 57.34 percent for the small test 
set, 37.29 percent for the medium test set, and 53.79 percent for the extensive test set.

Topics, including email categorization and detecting fake news on social media, were evaluated 
in the literature review. However, most were limited to handling only a single data format or 
categorization method. These studies have several limitations, such as their inability to apply findings 
to other email providers or social media platforms, lack of data, and poor precision. This paper 
creates a comprehensive solution for email classification and social media fake news identification 
by combining the benefits of several classification approaches, such as SVM-RBF and Instant-based 
KNN. The proposed solution utilizes a larger and more diversified dataset in addition to different 
categorization methods, allowing it to overcome the limitations of previous studies. The suggested 
research may improve techniques for identifying disingenuous content shared via social media and 
other internet channels.

To combat fake news in email communications, machine learning-based solutions face several 
obstacles, including a large volume of false information that must be accurately identified, complex 
data preprocessing requirements, and the critical task of algorithm selection for effective classification 
and feature selection.

By incorporating cutting-edge machine learning algorithms, the proposed system provides 
a holistic solution to the problems identified in the literature, guarantees top-notch performance 
in detecting and countering fake news in email, and ultimately improves the trustworthiness of 
information for users at all levels of an organization.

The purpose of this research is to create a machine learning-based strategy that can effectively 
detect and combat the widespread dissemination of fake news and misinformation within email 
platforms by enhancing existing methods by incorporating user interaction features, using the SVM-
RBF algorithm for classification, using the KNN algorithm for feature selection, and displaying 
superior performance in terms of accuracy, precision, recall, and F1 score.

3. MATeRIALS AND MeTHoDS

This section discussed the materials regarding datasets used for this study and the algorithms, such 
as the classifiers adopted and used to implement the proposed method.

3.1 Proposed Method
Identifying fake news on social media is a complex problem; a workable solution must consider various 
characteristics. This calls for investigating the relative merits of two popular classifiers, Support Vector 
Machines and IB-KNN. This research highlights using Artificial Intelligence techniques, which are 
essential for correctly discriminating between real and incorrect information, rather than depending 
on algorithms that lack cognitive capabilities. The goals are attained by conducting experiments on 
real-world data using the WEKA analysis tool on the social media false news dataset accessible in 
the public UCI repository.

3.2 Proposed Classifiers
In this research, we present two classifiers to help with the problem of spotting fake news. The first 
classifier is a well-known supervised machine learning algorithm, the Support Vector Machine (SVM) 
(Injadat et al., 2018) with a Radial Basis Function (RBF) (Li & Sun, 2021) kernel, which excels at 
classification and regression. A hyperplane is located that optimizes the gap between groups. The 
Instant-Based K-Nearest Neighbor (IB-KNN) algorithm is a second classifier option; it is an updated 
version of KNN that uses similarity measurements to update its nearest neighbours instantly.
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3.2.1 Support Vector Machine With Radial Basis Function (SVM-RBF)
SVM-RBF, a well-known classification algorithm, employs the kernel trick to map data into a 
higher-dimensional space, facilitating the identification of a hyperplane that separates classes 
(Alabi et al., 2021). The RBF kernel is utilized for this purpose (Shamshirband et al., 2016; Injadat 
et al., 2018) (eqn. 1):

Minimize i toN i i toN j toN i jyi yjK xi xj= − = =∑∑∑ 1
1

2
1 1α α α * ( , )  (1)

where:

N  = number of data points 
α αi j, =Lagrange multipliers 
yi yj, = target values 
xi xj, = input vectors 
K xi xj( , )=RBF kernel function 

The SVM-RBF algorithm determines the optimal hyperplane by maximizing the margin between 
the hyperplane and the nearest data points. It employs the RBF kernel to map the data into a higher-
dimensional space for improved separation.

Algorithm 1. SVM Pseudocode

Load the dataset 
Divide the dataset into training and testing sets 
Define the RBF kernel function 
Train the SVM classifier using the training set and RBF kernel 
function 
Test the SVM classifier using the testing set 
Calculate the accuracy of the SVM classifier.

When sorting data into distinct categories, few methods are as effective as the Support 
Vector Machine (SVM) algorithm. The program starts by reading the labelled cases from the 
dataset, as seen in algorithm 1. The data is then split into a training set and a test set. The RBF 
kernel function must be defined using the training data to train the SVM classifier. Identifying 
the cutoffs across categories is impossible without the RBF kernel function’s computation of 
similarity between data points. During its training phase, the SVM classifier uses the training 
set and the RBF kernel function to determine the best hyperplane that optimizes the margin 
between classes. After training the classifier, its efficacy is measured against a testing set. The 
SVM classifier’s accuracy may be determined by comparing the predicted class labels to the 
actual class labels of the testing set. When working with non-linear decision boundaries and 
high-dimensional data, the SVM technique is often used for classification problems. Its versatility 
and precision have made it a go-to for applications ranging from image recognition and text 
categorization to bioinformatics.
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3.2.2 Instant-Based KNN
K-Nearest Neighbor (KNN) is a straightforward and powerful machine-learning algorithm for 
classification tasks. It assigns labels to new data points based on the majority class of their K nearest 
neighbours. Instant-based KNN, a variant of KNN, utilizes instances instead of individual data points 
for classification purposes (eqn. 2):

C i tokw di I yi c= = =∑argmax ( ) ( )1  (2)

where:

C = class of new data point 
k = number of nearest neighbours 
w di( )=weight of ith neighbor 

I yi c( )= = indicator function that returns 1 if yi c= and  0 otherwise 

The Instant based KNN algorithm classifies new data points based on the majority class of their K 
nearest neighbours. The weight of each neighbour is determined by its distance from the unique data point.

Algorithm 2. KNN

Load the dataset. 
Divide the dataset into training and testing sets 
Define the distance metric. 
Define the weight function. 
Train the Instant based KNN classifier using the training set, 
distance metric, and weight function. 
Test the Instant based KNN classifier using the testing set 
Calculate the accuracy of the Instant based KNN classifier.

The Instant-based k-Nearest Neighbors (KNN) algorithm is a sequential classification method. 
After the data set has been loaded, as seen in algorithm 2, it is split into training and testing sets. By 
establishing a distance metric to quantify the similarity between data points and a weight function 
to apply weights to surrounding points, the KNN classifier may be trained using the training set. 
Each data point in the training set is given a class label based on a majority vote by the classifier’s k 
closest neighbours. The accuracy of the classifier is then computed by comparing the predicted class 
labels with the actual class labels of the testing set, which is used to test the classifier after it has been 
trained. When the decision boundaries between classes are not linear, the Instant based KNN algorithm 
provides a simple yet effective solution for classification jobs. Because of its straightforwardness and 
versatility, it is often used to solve categorization issues.

To summarize, SVM-RBF and Instant-based KNN are widely used machine learning algorithms for 
classification tasks. SVM-RBF employs the RBF kernel to transform data into a higher-dimensional space, 
while Instant-based KNN utilizes instances for classification. Both algorithms effectively detect fake news 
on social media, with the selection depending on dataset characteristics and the specific problem at hand.

3.3 Implementation Tool
Weka, a popular machine learning software, offers a user-friendly data analysis and modelling interface. 
To implement the proposed model, follow these steps in Weka: load the email dataset, preprocess the 
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data by removing irrelevant information and structuring it, utilize Weka’s feature selection algorithms 
to select relevant features, train the SVM-RBF and IB-KNN classifiers using the selected elements, 
split the data into training and testing sets, evaluate the model’s performance using metrics like 
accuracy and precision, compare the results to determine the better classifier, and finally, deploy the 
model in a real-world application for automatic detection of fake emails. Implementing this model in 
Weka provides a robust solution for detecting counterfeit emails in practical scenarios.

3.3.1 Machine Learning Implementation
Each email is transformed into a vector containing values for all extracted features, which can be 
binary or continuous, to prepare the email dataset for machine learning techniques. Because no 
current method can reliably differentiate spam from authentic emails, this research aims to evaluate 
the SVM-RBF and IB-KNN algorithms. There are two primary phases to the suggested approach: 
preprocessing and categorization. During preprocessing, the emails undergo various procedures such 
as stop-word removal, instance conversion, stemming, and tokenization.

The emails have a header and body, but we’ll look at the latter (including the subject line) below. 
Oladele et al. (2019) recommend using Naive Bayesian, J48 Decision Tree, and Linear Regression 
as data mining techniques for spam email filtering classification. To access and manipulate, the 
Text Directory Loader converts the dataset into an ARFF (Attribute-Relation File Format) file. The 
String-To-Word vector filter, which translates data from strings to phrases, is then applied to the 
translated dataset for further transformation. Stop-word removal, stemming, and tokenization are the 
subsequent preprocessing processes.

After the dataset has been cleaned up, it is used to train the classifiers. Examining the Naive Bayes, 
J48 Decision Tree, and Linear Regression classifiers’ accuracy and classification time for various word 
counts or properties in the Enron dataset is part of the investigation. Due to frequent errors and missing 
values in real-world data, preprocessing is a crucial step in data mining. Preprocessing is essential 
before doing any mining activity since the quality of the data has a significant impact on the reliability 
of the results. This research uses ARFF to convert the Enron email dataset (two directories of.txt files 
containing email content) into a format appropriate for data mining. Weka, a Java-based machine 
learning platform that allows for a wide range of data mining operations, including preprocessing, 
sorting, clustering, regression, and visualization, is used for the suggested research. In this research, 
the String-To-Word-Vector filter from Weka’s data-transformation filtering techniques was applied. 
To clean up the data, irrelevant terms called “stop terms” are omitted. The snowball stemmer, a 
language-specific method for extracting word stems, performs stemming after all information is 
reduced. In tokenizing, another crucial preprocessing step, only alphabetic comments are removed.

TF-IDF (Term Frequency-Inverse Document Frequency) is a logarithmic measure of the ratio 
between the total documents and the number of documents containing the token. It is used as a 
weighting factor for characteristics or words. The data is cleaned up and prepared for the classifier 
afterwards. Next, we test the classifier’s performance with a range of attribute or phrase counts. In 
this research, we compare the accuracy of the SVM-RBF and IB-KNN classifiers in distinguishing 
between phishing and legitimate emails. The proposed method generally entails utilizing Weka for 
preprocessing the email dataset to convert it into a format appropriate for machine learning techniques. 
Classifiers are trained and assessed using the cleaned and prepared data to identify suspicious emails 
as phishing attempts.

Figure 1 shows the proposed system flow diagram designed. It can be seen that the system 
has four main components, which are the dataset, SVM-RBF component, Instant based KNN and 
results. The dataset was first loaded into the system, after which preprocessing approaches such as 
normalization, social engineering, scaling, etc., were performed on the data. The dataset is then 
split into training and testing. The training dataset is used for building the proposed SVM-RBF and 
instant-based KNN, and the test dataset is used for evaluating the built model using the confusion 
matrix to determine the performance measures like accuracy, precision, recall, etc. There are several 
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parts to the proposed system as seen in it architecture (figure 2), and they all work together to make 
it as efficient as possible. The component of the proposed system implemented is shown in figure 2 
and the following explains why each component is necessary:

Feature extraction is a must to extract valuable data from news stories and metadata. The accuracy 
of the system’s categorization is enhanced by removing significant features that allow it to recognize 
patterns and traits that differentiate false news from real ones.

The SVM-RBF method is used for classification since it has been shown to perform well in 
various machine-learning applications. Its proficiency with high-dimensional data and non-linear 
correlations makes it an ideal tool for detecting false news.

The KNN method is used for feature selection because it efficiently determines which 
characteristics are most relevant to the classification problem. The system’s effectiveness and efficiency 
may be enhanced by carefully picking pertinent elements to the problem. The suggested system’s 
performance may be thoroughly evaluated by rigorous experimentation and comparison analysis. It 
proves the superiority and efficacy of the proposed strategy in identifying and countering false news 
by comparing the results to current approaches.

The suggested solution uses cutting-edge machine learning methods, streamlines feature selection 
and guarantee accurate ratings by combining these elements. The system’s accuracy in identifying 
fake news is improved by this all-encompassing method, making it a powerful and trustworthy tool 
for spotting and counteracting disinformation in electronic mail.

3.4 Fake News Datasets
The dataset used in this study is an open-access collection of news stories obtained from various 
sources, including a compiled collection of 1001 http://www.opensource.co/ domains, NYTimes, and 
WebHose English News Articles. It was explicitly curated for training deep learning algorithms to 
identify false news. The dataset includes 9,408,908 publications from 745 out of the 1001 domains. 
The dataset, approximately 9.1 GB, is hosted on a public bucket of GCP Storage. To download the 
dataset, please click on the following link: https://storage.googleapis.com/researchably-fake-news-
recognition/news_cleaned_2018_02_13.csv.zip.

Figure 1. Proposed system design

http://www.opensource.co/
https://storage.googleapis.com/researchably-fake-news-recognition/news_cleaned_2018_02_13.csv.zip
https://storage.googleapis.com/researchably-fake-news-recognition/news_cleaned_2018_02_13.csv.zip
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3.5 evaluation Metrics
In the context of fake news identification, various evaluation criteria have been employed to assess 
the effectiveness of detection methods. This study focuses on commonly used metrics that treat fake 
news as a classification problem, aiming to predict whether a news article is fraudulent:

• True Positive (TP): Just after forecasted, fake broadcast fragments are interpreted as fake news;
• True Negative (TN): Smithereens are interpreted as real news after the forecasted factual broadcast.
• False Negative (FN): Smithereens are interpreted as fake news after the forecasted genuine broadcast.
• False Positive (FP): Just after forecasted counterfeit broadcast smithereens are interpreted as 

real news.

Precision = TP

TP FP( )+
 (3)

Recall = TP

TP FN( )+
 (4)

Figure 2. Architecture of the proposed system
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Accuracy = ( )

( )

TP TN

TP TN FP FN

+
+ + +

 (5)

Precision, recall, accuracy, and F1 score are the primary measures to evaluate false news 
recognition methods (Ogundokun et al., 2021), and their formulas are shown in equations (3) to (5). 
Precision considers how often a phoney story is correctly predicted, whereas recall gauges how often 
a fake account is successfully identified. The F1 score combines precision and recall offering a metric 
for unbalanced datasets, while accuracy measures the total correctness of predictions.

True positive rate (TPR) and false positive rate (FPR) at varying categorization thresholds 
are graphically represented by the Receiver Operating Characteristics (ROC) curve. Its purpose 
is to evaluate and contrast various classifiers. TPR, also known as recall, shows the percentage of 
accurate news that was wrongly labelled as fake. In contrast, FPR measures the opposite, the portion 
of false information that was incorrectly classed as accurate. The TPR and FPR formulas are shown 
in equations (6) and (7), respectively.

The classifier’s ability to discriminate between fake and authentic news may also be evaluated 
using the Area Under the Curve (AUC). A more significant number for the Area under the ROC 
curve indicates superior performance.

These measures allow for a multi-faceted analysis of the classifier’s performance. Precision deals 
with the problem of accurately detecting false news, recall gauges the sensitivity in identifying all 
actual fake information, and accuracy records the association between expected and actual fake news. 
For fair performance evaluation, the F1 score incorporates both precision and recall.

The ROC curve and AUC analysis further improve the evaluation process by weighing the costs 
and benefits of false positives and true positives over a range of classification criteria. Classifiers 
with widely varying output distributions can be compared using the ROC curve by simply altering 
the threshold.

In sum, these criteria are critical for evaluating the efficacy of false news identification tools, 
shedding light on the relative merits of various approaches to the problem:

TPR = TP

TP FN( )+
 (6)

FPR = FP

FP TN( )+
 (7)

The Area Under the Curve (AUC) value, calculated from the ROC curve, represents the average 
likelihood that the classifier ranks false news higher than real news. It is quantified by the AUC 
formula as seen in equation (8):

AUC = P n n ri n n n n( ) ( ) /0 1 1 0 0 1 2 0 1+ + − − +  (8)

where ri is the rank of the portion of false news, and n0 (n1) is the total number of false (real) news 
items. AUC is statistically reliable, discriminatory, and commonly used for evaluating false news 
classification tasks.
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4. ReSULTS AND DISCUSSIoN

In this study, the classification of fake news on social media platforms is conducted using preprocessing 
techniques and classification algorithms. Text mining, a subfield of data mining, is employed to 
analyze the textual content of news articles, such as the message body topic. The effectiveness of three 
machine learning algorithms, Naïve Bayes, Linear Regression, and J48 Decision Tree, is evaluated 
using different feature sizes. The Fake News Corpus dataset is utilized for the experiment, and the 
WEKA software is employed for data analysis and modelling, providing a versatile and user-friendly 
platform. Figure 3 illustrates the WEKA interface used in the study.

The fake news data from the Fake News Corpus was loaded into the WEKA explorer in its .csv 
format. The data comprised 39,644 instances and 61 attributes, representing an online news popular 
social media page. The loaded data is depicted in Figure 4.

Figure 5 illustrates the utilization of SVM-RBF for classification. Meanwhile, Figure 6 
demonstrates that SVM-RBF achieved an accuracy of 97.42%, outperforming Ib-KNN, which gained 
94.02%. Employing classifiers like SVM can enhance fake news detection and reduce the impact of 
fake news, spam messages, and phishing on social media traffic.

The confusion matrix for the two models, SVM-RBF and IB-KNN, are shown in Figure 7 and 
Figure 8, respectively. It can be seen that SVM-RBF has a confusion matrix with 29953 TP, 8670 TN, 
838 FP and 183 FN values, while the IB_KNN model has a confusion matrix with 28428 TN, 7732 
TN, 1841 FP and 1643 FN values. This has proven that the SVM-RBF model proposed outperformed 
the IB-KNN model in terms of TP, TN, FP and FN values.

In the study titled “A Machine Learning Approach for Detecting Fake News in Spam and Phishing 
Emails,” two classifiers, the Support Vector Machine (SVM) with Radial Basis Function (RBF) 
kernel and the Instant-Based K-Nearest Neighbor (IB-KNN) algorithm, were introduced to identify 

Figure 3. Weka environment
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Figure 4. Loaded dataset for an online news popularity

Figure 5. Classification using SVM-RBF

Figure 6. Classification using instant-based k-nearest neighbor
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frauds in spam and phishing emails. The SVM-RBF classifier outperformed the rest, achieving an 
impressive F1 score of 98.32 percent, an accuracy of 97.42 percent, a sensitivity of 99.39 percent, a 
specificity of 91.1 percent, and a precision of 97.2 percent. On the other hand, the IB-KNN model 
achieved an accuracy of 91.21 percent.

The study concluded that the proposed strategy outperformed existing alternatives when tested 
on a real-world dataset. The importance of parameter tuning was highlighted, as different parameter 
values had varying effects on the solution’s performance. The study also provided some caveats and 
recommendations for future research.

While accuracy is crucial, the study emphasized the need for considering other statistics when 
evaluating classifiers. Future research proposes to explore state-of-the-art feature selection and 
engineering techniques, employ ensemble learning techniques, investigate deep learning systems such 

Figure 7. Confusion matrix for SVM-RBF

Figure 8. Confusion matrix for IB-KNN

Table 1. Comparative Analysis of the Proposed Models

Performance Evaluation SVM-RBF IB-KNN

Accuracy 97.42 91.21

Sensitivity 99.39 94.54

Specificity 91.19 80.77

Precision 97.28 93.92

F1 Score 98.32 94.23

Balanced classification rate 95.29 87.66
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as RNNs and transformers to capture long-range dependencies and semantic linkages and develop 
real-time detection algorithms for filtering out fake news in incoming emails. The generalizability 
and robustness of the proposed classifiers should be tested on diverse datasets from various sources. 
Some potential future research directions for detecting social media fake news using SVM-RBF and 
IB-KNN include exploring advanced feature engineering techniques, developing hybrid models by 
combining multiple algorithms, investigating transfer learning approaches, improving explainability 
and interpretability, enabling real-time detection, incorporating user behaviour analysis, enhancing 
robustness against adversarial attacks, exploring multimodal analysis, and exploring domain adaptation 
techniques. These directions aim to improve fake news detection systems’ accuracy, efficiency, and 
resilience and address the evolving challenges in combating misinformation on social media platforms.

Although the study had limitations in terms of generalizability and optimality across all data types 
and applications, it highlighted avenues for further research to strengthen false news detection systems. 
The SVM-RBF classifier was particularly highlighted for its superior performance in detecting fake 
news in spam and phishing emails. The findings validated the proposed strategy’s effectiveness and 
suggested improvement areas. By focusing on these areas, researchers can enhance the accuracy and 
efficiency of false news detection systems against misinformation and malicious content.

5. CoMPUTATIoNAL oVeRHeAD

The suggested approach recognizes the possibility of computing overhead financially and in terms 
of complexity. Computational resources like processor power and memory may be taxing when 
implementing machine learning algorithms like SVM-RB and KNN. Training and inference might 
take more time compared to more elementary approaches.

The computational burden of the suggested method is outweighed by its potential advantages in 
adequately recognizing and countering fake news. Additional processing resources may be needed, 
but the system’s enhanced accuracy and efficacy in identifying fake news inside email conversations 
more than makeup for the cost.

Optimization methods, such as feature reduction or approximation algorithms, may lower the 
complexity and processing needs without substantially impacting the performance, mitigating the 
computational overhead. The suggested system would otherwise be computationally intensive, but 
recent developments in hardware technology and parallel computing have made this less of a problem.

There may be some computational overhead associated with the proposed study, but the potential 
impact and advantages of properly countering false news make the investment worthwhile.

6. CoNCLUSIoN

This research proved that machine learning techniques, especially SVM-RBF and IB-KNN, can 
effectively identify bogus email forwards. The findings showed that SVM-RBF had a higher accuracy 
(97%) than IB-KNN (85%). Nonetheless, both the used datasets and classification algorithms might 
be enhanced. More comprehensive and varied datasets, such as data from different social media sites, 
should be investigated in future studies. This would allow for a more thorough analysis of the classifiers’ 
performance on a broader range of data. Further performance improvements may be possible by 
studying and developing hybrid algorithms that combine the benefits of various classifiers, such as 
SVM-RBF and IB-KNN. The accuracy of email classification and the prevention of the transmission 
of fake news and other dangerous content could be enhanced by integrating predetermined directories 
into email servers and programs, such as user-defined and context-aware guides.

In conclusion, this research showed that machine learning techniques, especially SVM-RBF 
and IB-KNN, help spot hoaxes in electronic mail. Still, advancements in algorithm design and data 
availability are required. Future studies into these areas will help improve classification’s precision 
and performance, aiding the fight against fake news and safeguarding people from disinformation. 
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Future studies can also explore state-of-the-art feature selection and engineering techniques, employ 
ensemble learning techniques, investigate deep learning systems such as RNNs and transformers to 
capture long-range dependencies and semantic linkages and develop real-time detection algorithms 
for filtering out fake news in incoming emails. The generalizability and robustness of the proposed 
classifiers should be tested on diverse datasets from various sources.

In the future, the suggested system might use sophisticated feature extraction strategies and the 
incorporation of NLP for finer-grained analysis. It is also possible to include deep learning algorithms 
into the scheme and use it for real-time detection. The system may be used in email filtering, social 
networking platforms, news aggregation services, and content moderation to stop the spread of false 
information, encourage honest dialogue, and keep the web trustworthy.

Table 2. Abbreviations and full meaning

Abbreviation Meaning

SVM-RBF Support Vector Machine with Radial Basis Function

KNN K-Nearest Neighbor

NLP Natural Language Processing

SVM Support Vector Machine

MAP Maximum posterior

SVN Support Vector Network

FF-OC Firefly - Ontology-based Clustering

SGD Stochastic Gradient Descent

NB Naïve Bayes

UTH User-Tweet-Hashtag

IoT Internet of Things

hPSD hybrid PU-learning-based spammer detection

WE Word Embedding

BLUEU bilingual evaluation study

TER Translation Error Rate

RBF Radial Basis Function

IB-KNN Instant-Based K-Nearest Neighbor

TD-IDF Term Frequency-Inverse Document Frequency

TP True Positive

TN True Negative

FP False Positive

FN False Negative

TPR True Positive Rate

FPR False Positive Rate

ROC Receiver Operating Characteristics

AUC Area Under the Curve
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