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Highlights 

● Existing responsible innovation practices do not consistently leverage risk-reducing interactions 

between technologies. 

● The decarbonisation of the economy highlights how preferentially advancing risk-reducing 

technologies relative to risk-increasing technologies can mitigate negative technology impacts.  

● The principle of “differential technology development” calls for relevant actors to leverage risk-

reducing interactions across a technology portfolio by affecting the relative timing of 

technological developments. 

● This principle may inform government research funding priorities and technology regulation, as 

well as philanthropic research and development funders and corporate social responsibility 

measures. 

● Differential technology development may be particularly promising to mitigate potential 

catastrophic risks from emerging technologies like synthetic biology and artificial intelligence. 

Abstract 

Responsible innovation efforts to date have largely focused on shaping individual technologies. However, 

as demonstrated by the preferential advancement of low-emission technologies, certain technologies reduce 

risks from other technologies or constitute low-risk substitutes. Governments and other relevant actors may 

leverage risk-reducing interactions across technology portfolios to mitigate risks beyond climate change. We 

propose a responsible innovation principle of “differential technology development”, which calls for 

leveraging risk-reducing interactions between technologies by affecting their relative timing. Thus, it may 

be beneficial to delay risk-increasing technologies and preferentially advance risk-reducing defensive, 

safety, or substitute technologies. Implementing differential technology development requires the ability to 

anticipate or identify impacts and intervene in the relative timing of technologies. We find that both are 

sometimes viable and that differential technology development may still be usefully applied even late in the 

diffusion of a harmful technology. A principle of differential technology development may inform 

government research funding priorities and technology regulation, as well as philanthropic research and 

development funders and corporate social responsibility measures. Differential technology development 

may be particularly promising to mitigate potential catastrophic risks from emerging technologies like 

synthetic biology and artificial intelligence. 
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1. Introduction 

The global response to climate change has highlighted that a diverse set of actors can act to shift energy 

systems towards low emissions alternatives. Decarbonisation has required developing new policy models 

geared towards influencing the portfolio of available and deployed energy technologies to reduce societal 

harm (Mowery et al., 2010). To tackle climate change, governments and other relevant actors had to consider 

the effects of specific technologies in the setting of the broader technology portfolio. Certain technologies, 

like carbon capture, decrease the negative impacts of complementary high-emissions technologies. Other 

technologies, like clean energy sources, serve as low-risk substitutes to high emissions technologies. Climate 

change interventions have demonstrated that actively restructuring the technology portfolio and 

preferentially advancing risk-reducing technologies is possible. This portfolio-based approach may more 

generally be useful for mitigating risks from emerging technologies. 

 

It is well established that innovation can produce a range of harms as well as benefits, meaning that the 

societal impact of technological innovation is determined not just by its speed but also by its direction (Coad 

et al., 2021). However, the societal impact of new technological innovations is not only determined by their 

direction, but also by their relative timing. For example, developing cars long before developing seat belts 

would be expected to result in more vehicle-related deaths. In this paper, we propose a responsible innovation 

principle of “differential technology development” that explicitly leverages risk-reducing interactions 

between technologies through their relative timing. Governments and other relevant actors may consider 

technology interactions to preferentially advance risk-reducing technologies. Differential technology 

development can help to fill gaps in societal approaches to innovation governance in areas such as 

biotechnology, where dual use potential is driving a need for novel governance approaches (McLeish and 

Nightingale, 2007). 

 

In the first half of this article, we introduce the principle of differential technology development and provide 

definitions and context. First, we analyse existing responsible innovation efforts (section 1.1). Then, we 

define the principle of differential technology development and suggest its application for catastrophic risk 

mitigation (section 2). We follow with defining basic terminology for differential technology development 

(section 3). In the second part of this article, we examine when anticipating or identifying the impacts of 

technologies is possible (section 4) and how different actors can delay or preferentially advance specific 

technologies (section 5).  

1.1 A history of shaping technology 

Attempts to control the pace and direction of technological progress are not new. In one early example, in 

the 5th century BCE, during the Warring States Period, the Chinese thought leader Mozi condemned military 

aggression and sought to advance defensive technologies to reduce the incidence of war  (Luo and Twiss, 

2015, pp. 226–227). In the 1960s, interest in the societal impacts of technologies gave rise to the field of 

technology assessment, which sought to analyse the short and long-term consequences of the applications of 

specific new technologies (Banta, 2009). A crucial goal of technology assessment was to shape natural 

science research and engineering efforts based on broader societal inputs (Guston and Sarewitz, 2002). For 

instance, starting in the 1980s, the Danish Board of Technology held consensus conferences to consult the 

public on technology developments (Fisher et al., 2006). 

 

The majority of efforts in the 1990s and 2000s focused on assessing and shaping individual technologies as 

opposed to a portfolio approach. One such effort, known as value-sensitive design, creates a system for 

considering human values for a given technological design process (Friedman et al., 2013). Technology 

assessment and the study of ethical, legal, and social aspects (ELSA) of science and technology feature a 

similar focus on shaping individual technologies (Schot and Rip, 1997; Zwart et al., 2014). This focus on 

Electronic copy available at: https://ssrn.com/abstract=4213670

https://www.zotero.org/google-docs/?3P3Rhr
https://www.zotero.org/google-docs/?MHcrbG
https://www.zotero.org/google-docs/?MHcrbG
https://www.zotero.org/google-docs/?Qexl1U
https://www.zotero.org/google-docs/?Qexl1U
https://www.zotero.org/google-docs/?R415J0
https://www.zotero.org/google-docs/?R415J0
https://www.zotero.org/google-docs/?UhDB8L
https://www.zotero.org/google-docs/?UODCe7
https://www.zotero.org/google-docs/?GLeVbr
https://www.zotero.org/google-docs/?4Ff203
https://www.zotero.org/google-docs/?isZDme


 

3 

individual technologies may have been caused by relevant funding often having been linked to large 

investments into specific technologies. For instance, the United States National Institutes of Health became 

the largest bioethics funder when deciding to investigate the ethical, legal, and social implications of the 

Human Genome Project in 1990 (Zwart et al., 2014). Similarly, the United States National Nanotechnology 

Initiative reinvigorated the field of technology assessment in the early 2000s (Guston, 2014).  

 

In the 2010s, the broader concept of responsible research and innovation (RRI) began to receive substantial 

attention and became the centrepiece of European science and innovation policies (Owen et al., 2012). 

Through responsible innovation, policymakers and academics seek to increase the extent to which research 

and innovation produce beneficial outcomes for society. Thus, the framing and ambition of RRI has moved 

beyond the shaping of individual technologies and towards questioning how to prioritise the development of 

different technologies (Zwart et al., 2014). We build on this work by proposing a general principle that 

considers how the relative timing of future technologies and their interactions shape their impact.  

 

Climate change mitigation has driven tangible efforts to go beyond the shaping of individual technologies 

and leverage interactions across the technology portfolio to improve societal and environmental outcomes. 

The main goal of these efforts has been the preferential advancement of low-carbon technologies and the 

substitution of fossil fuels (Farmer et al., 2019). To this end, interventions such as carbon pricing and feed-

in tariffs for photovoltaics have been used (Green, 2021; Haegel et al., 2017). Acemoglu developed an 

economic theory of directed technical change, (Acemoglu, 2002) which has been applied to the 

decarbonisation of the economy (Aghion et al., 2016). In this paper, we generalise these lessons from climate 

change to argue for a broader principle of differential technology development. 

 

2. Defining differential technology development 

2.1 Definition 

Technologies can have negative impacts: combustion engines harm the environment and human health, 

printers allow the counterfeiting of money, and nuclear weapons have created the possibility of widespread 

destruction. However, other technologies, ranging from electric cars to locks preventing the unauthorised 

use of nuclear weapons, may reduce these risks. Thus, interactions between technologies are a crucial lever 

for mitigating negative impacts of future technologies. Advancing risk-reducing technologies before or soon 

after the advent of risk-increasing technologies would improve societal outcomes. We propose a responsible 

innovation principle that explicitly leverages these risk-reducing interactions through the relative timing of 

different technologies. We call this principle differential technology development. 

 

Differential technology development (DTD): Leverage risk-reducing interactions between 

technologies by affecting their relative timing. 

 

This principle calls on relevant actors to preferentially advance risk-reducing technologies and delay risk-

increasing technologies. The concept of differential technology development was first articulated by Nick 

Bostrom (Bostrom, 2014). Bostrom introduces “differential technological development” to explore how the 

timing of advanced artificial intelligence relative to other technologies may impact associated risks. We 

propose an application of this principle within the context of responsible innovation. 

 

The principle of differential technology development is characterised by its focus on the interactions between 

technologies. Responsible innovation already provides frameworks to consider and shape the impacts of 

particular technologies and projects. Differential technology development provides an additional framework 
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to consider how to prioritise a portfolio of technology development. For example, government research 

funding agencies could adopt a principle of differential technology development to guide their overall 

grantmaking strategy and prioritise between different innovation objectives. 

 

Differential technology development does not require perfect prediction of technology impacts. The same 

approaches applied to the shaping of individual technologies may be used to consider a portfolio of 

technologies and their interactions. This may sound intractably complex, but in practice, certain technology 

interactions may be simple. Printing technologies and anti-counterfeiting technologies, cars and seatbelts, 

and anticoagulants and anticoagulant reversal agents all share simple interactions that dictate risk-reducing 

effects. The application of differential technology development simply requires these interactions to be 

considered when deciding on innovation priorities.  

 

Differential technological development is still possible in the early or even late stages of diffusion of a 

technology. The risk of global warming was not appreciated until long after the diffusion of fossil fuel 

technologies, but interventions to speed the adoption of clean energy technologies have nonetheless been 

central to mitigating harms. Adopting a principle of differential technology development could incentivise 

actors to identify relevant interactions between technologies sooner and act more rapidly on opportunities to 

positively shape outcomes. 

2.2 Application to catastrophic risk mitigation 

Catastrophic risk mitigation is particularly amenable to applying the principle of differential technology 

development because there is often societal consensus around certain goals. Zwart et al. argue that diverging 

opinions on what beneficial outcomes for society look like have hindered responsible research and 

innovation efforts (Zwart et al., 2014). For instance, public opinion is split on whether to decentralise the 

monetary system through cryptocurrencies. In contrast, opinions diverge less on the need to reduce negative 

impacts like greenhouse gas emissions. Thus, mitigating negative impacts to improve societal outcomes may 

be more actionable than responsible innovation efforts to shape society in a particular direction.  

 

It is already well understood that preventing catastrophic risks from future technologies should be an 

important priority for responsible innovation efforts. As the power of technologies increases, they can pose 

catastrophic risks. Advances in synthetic biology and virology create a risk for engineered pandemics much 

worse than COVID-19 (Schoch-Spana et al., 2017). While artificial intelligence promises benefits across 

many aspects of society, artificial intelligence-enabled disinformation attacks are already being used to sow 

disinformation and destabilise democracies and pose risks of destabilising military balances of power 

(Horowitz, 2018; National Security Commission on Artificial Intelligence, 2021). This paper explores the 

potential of differential technology development to reduce such risks.  

3. Risk-reducing interactions between technologies  

In this section, we discuss risk-increasing and risk-reducing technologies that help illustrate the importance 

of the sequence that different technologies are developed for mitigating risks. These categories serve as a 

starting point to illustrate opportunities and practical applications of differential technology development. 

3.1 Risk-increasing technologies:  

“Risk-increasing technologies” may have negative societal impacts by causing insidious harm or through 

their potential to cause a catastrophe. High-carbon emission technologies insidiously drive global warming 

and cause harmful air pollution, while the development of nuclear weapons has created the threat of nuclear 

war and subsequent nuclear winter.  
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Some risk-increasing technologies, such as biological weapons, are purely offensive and have no civilian 

use. To mitigate harm from these risk-increasing technologies, we invest in defences such as vaccines 

(Riedel, 2005). Most risk-increasing technologies feature upsides that drive their development and adoption 

despite possible negative societal impacts. Certain technologies may, for instance, be “dual-use”, featuring 

both beneficial and harmful applications. This dual-use dilemma is particularly pronounced for synthetic 

biology (Atlas and Dando, 2006) and artificial intelligence (Brundage et al., 2018) but also applies to many 

other technologies. For instance, additive manufacturing has many beneficial applications but also facilitates 

building nuclear weapons (Volpe, 2019).  

 

Other technologies may be able to reduce the risks posed by these risk-increasing, frequently dual-use 

technologies or achieve the same benefits without creating risks.  

3.2 Risk-reducing technologies 

3.2.1 Safety technologies 

“Safety technologies” reduce or prevent negative societal impacts by modifying risk-increasing 

technologies. For instance, carbon capture and sequestration may reduce the emissions of coal-fired power 

plants (Chu, 2009).  

 

For dual-use technologies, safety technologies may reduce the possibility of accidental or deliberate misuse. 

The development of electronic locks for nuclear weapons, permissive action links (PALs), in the 1960s has 

reduced the risk of accidental or unauthorised launches (Caldwell, 1987). OpenAI has demonstrated how 

security-minded user interfaces, referred to as application programming interfaces (APIs), can prevent the 

misuse of general-purpose machine learning models (Brockman et al., 2020). DNA synthesis screening 

technology may prevent the harmful application of DNA synthesis machines to generate genetic materials 

for the illicit creation of pathogens (Esvelt, 2018).  

 

Safety technologies may also be cooperation-monitoring or governance-enabling technologies, such as 

mechanisms for the verification of the existence of artificial intelligence systems (“AI Verification,” n.d.) or 

tools that enable actors to make trustworthy claims (Brundage et al., 2018).  

  

Minimising the time between developing a risk-increasing technology and a relevant safety technology can 

mitigate expected societal impacts (Figure 1a). For instance, developing PALs for nuclear weapons as part 

of the Manhattan Project instead of two decades later would have reduced the window of vulnerability for 

catastrophic misuse over this period.  

3.2.2 Defensive technologies 

“Defensive technologies” decrease risks from risk-increasing technologies without modifying these 

technologies. For example, mRNA vaccines, a novel vaccine platform technology that can be quickly 

adapted to different pathogens, significantly contributed to curbing the COVID-19 pandemic (Sandbrink and 

Shattock, 2020). mRNA vaccines and similar vaccine platforms will be crucial to reduce the societal impact 

of future pandemics of any origin - whether natural or caused by the accidental or deliberate misuse of 

synthetic biology.  

 

Advancing defensive technologies before relevant risk-increasing technologies prevents a window of 

vulnerability and thus leads to better expected societal outcomes (Figure 1b). Concretely, if government 

research funding agencies would prioritise pandemic prevention technologies like pathogen detection and 
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platform vaccines before advancing the ability to create pandemic pathogens, this would lead to less societal 

harm from accidental or deliberate pandemics. 

3.2.3 Substitute and low-risk alternative technologies 

“Substitute technologies” achieve similar benefits as a risk-increasing technology while featuring less risk. 

One prominent example are clean energy technologies, like wind turbines or photovoltaics, which can 

replace environmentally-harmful fossil fuels. Another example was the development of substitute 

technologies for the phase-out of ozone-depleting substances, estimated to have otherwise caused two 

million additional cases of skin cancer each year in 2030 (McKenzie et al., 2019; van Dijk et al., 2013). 

 

There may also be substitutes for dual-use technologies that offer the same benefits with less potential for 

misuse. For instance, instead of learning to engineer and fine-tune viruses for the delivery of vaccines and 

therapeutics, non-viral delivery methods could be advanced (Sandbrink et al., 2021). Where viral delivery 

methods feature substantial advantages, such as for specific gene therapy applications, non-heritable 

methods of viral modification should be preferentially investigated (Sandbrink and Koblentz, 2022). These 

non-heritable methods may provide the same benefits but cannot be used to effectively enhance transmissible 

viruses. 

 

Preferential investigation of low-risk technologies to solve a given challenge would lead to less risk across 

our technology portfolio (Figure 1c). When risk-increasing technologies are already in use, the advancement 

of substitute technologies may help to reduce negative societal impacts.  

 

 
Figure 1: Mechanisms by which differential technology development can reduce negative societal 

impacts 

a) Developing safety technologies with or soon after risk-increasing technologies can reduce negative societal impacts; 

e.g. electronic locks can prevent the unauthorised use of nuclear weapons. b) Developing defensive technologies before 

or soon after risk-increasing technologies reduces a window of vulnerability; e.g. society should first develop ways to 

prevent a pandemic from a particular virus, for instance through vaccinating the population, before disseminating its 
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blueprint for its synthesis for biotechnology applications. c) Low-risk substitute technologies can replace risk-increasing 

technologies or make their development unnecessary; e.g. renewable energy sources are replacing the environmentally 

harmful use of coal for energy production.  

3.3 Shaping individual technologies 

Differential technology development focuses on leveraging interactions between different technologies, but 

it is also compatible with related efforts to shape individual technologies. Indeed, attempts to implement 

differential technology development may often benefit from this approach. The shaping of individual 

technologies may be most important for risk-increasing technologies and technologies that do not fall cleanly 

into risk-increasing or risk-decreasing categories. This is especially true for general purpose and platform 

technologies (Bresnahan and Trajtenberg, 1995), which may have both defensive and offensive applications. 

Some risk-reducing technologies may feature dual-use potential themselves (Sandbrink and Koblentz, 2022). 

For instance, metagenomic sequencing-based pathogen detection will likely be a crucial defensive 

technology for preventing pandemics (Consortium, 2021). However, if developed in a way that does not 

prevent privacy infringements, genomic sequencing may be misused for identifying and tracking individuals 

or ethnic populations. Therefore, governments should work with technology developers to advance risk-

reducing technologies in the most defence-biased manner possible.  

 

Responsible innovation scholars have proposed various strategies for shaping individual technologies 

through technology assessment, eliciting societal inputs, and concrete interventions (Friedman et al., 2013; 

Guston and Sarewitz, 2002; Schot and Rip, 1997; Stilgoe et al., 2013). One mechanism applicable to both 

risk-increasing and risk-reducing technology review is stage-gating. Stage-gating breaks up a larger project 

into a series of steps with associated decision points (Stilgoe et al., 2013). Thus, stage-gating may help 

identify risks and opportunities for safety technologies or other forms of interventions to enhance defence 

bias. Stage-gating was applied to the UK geoengineering SPICE experiment at different stages of 

preparation, leading initially to its postponement and later its cancellation in 2011 (Stilgoe et al., 2013). 

Methods and practices similar to stage-gating need to be advanced to assess the dual-use potential of 

individual technologies and shape their development. 

4. Anticipating negative societal impacts 

For the principle of differential technology development to be useful, it must be viable in practice. 

Successfully engaging in differential technology development is a complex task: a government, 

philanthropic entity, or firm has to anticipate or observe the early impacts of multiple technologies and then 

steer down one of the better paths. This requires the ability to: 1) anticipate or observe how technologies 

might interact to produce risks, and 2) intervene in the relative timing of technology development. The 

possibility of anticipating technology impacts is the subject of this section, while the question of intervention 

is the subject of section 5.  

 

Collingridge’s dilemma of control sums up the challenge of anticipating the impacts of technologies: "When 

change is easy, the need for it cannot be foreseen; when the need for change is apparent, change has become 

expensive, difficult, and time-consuming.” (Collingridge, 1980). However, the history of technological 

development suggests that this dilemma is not insurmountable. The following sections outline the conditions 

under which anticipation of the impact of technologies may be possible. 

4.1 When is anticipation possible?  

One of the most important historical examples of technology anticipation is that of Leo Szilard (Lanouette, 

1992). After discovering the possibility of a nuclear chain reaction in 1933, Szilard anticipated the possibility 

of a nuclear bomb. Initially, Szilard kept this knowledge hidden. However, in 1939 Szilard’s fear of Germany 

Electronic copy available at: https://ssrn.com/abstract=4213670

https://www.zotero.org/google-docs/?Ib3XiO
https://www.zotero.org/google-docs/?T3loh3
https://www.zotero.org/google-docs/?gZGkWv
https://www.zotero.org/google-docs/?0YnB04
https://www.zotero.org/google-docs/?0YnB04
https://www.zotero.org/google-docs/?glHeSg
https://www.zotero.org/google-docs/?gofxua
https://www.zotero.org/google-docs/?GFfO68
https://www.zotero.org/google-docs/?YHbP6G
https://www.zotero.org/google-docs/?YHbP6G


 

8 

developing nuclear weapons drove him to write about the possibility of the atomic bomb to United States 

President Franklin D. Roosevelt. This led to the commencement of the Manhattan Project two years later. In 

the wake of the German surrender, Szilard unsuccessfully worked to prevent the demonstration of the bomb 

in Japan and the subsequent nuclear arms race. Szilard’s story highlights how security-minded researchers 

may anticipate the negative societal impacts of novel technologies.  

 

However, also without being at the forefront of scientific discovery, actionable anticipation of societal 

impacts of technologies may be possible. Actionable anticipation may generally be easier: 1) when risks are 

linked to defining features, 2) when technology improvements are incremental, or 3) the slower or more 

controlled technology diffusion is.  

4.1.1 Risks linked to defining features 

While Szilard could not be confident that a bomb based on the nuclear chain reaction would be feasible, he 

could predict that if such as weapon was produced, it would be far more energy dense than conventional 

weapons and thus capable of producing larger explosions. Thus, negative societal impacts of a technology 

can be anticipated when they are tightly linked to a defining feature of the technology - even if it is radically 

novel. For example, while we may not know the exact mechanism by which a novel anticoagulant medication 

will function, we can reliably anticipate that it will increase bleeding risk. Similarly, reviewers of funding 

proposals can use the goals of scientific experiments to identify associated risks. For instance, gain-of-

function experiments to enhance the transmissibility of potential pandemic pathogens can be anticipated to 

create risks of accidents and misuse (Duprex et al., 2015). As biosecurity risks are commonly linked to 

defining technology features, the WHO was able to map emerging biotechnologies with dual-use potential 

(World Health Organisation, 2021).  

 

Attempts of modular innovation may have relatively predictable impacts because they target an established 

dominant design and simply change one of its components. For example, the development of DNA benchtop 

synthesis machines will predictably conserve the core DNA synthesis function of industrial DNA 

synthesisers but increase distributed accessibility and portability. Distributed access to synthetic DNA 

features significant upsides for life sciences research but can also be anticipated to provide challenges for 

preventing the illicit synthesis of pathogens. 

4.1.2 Incremental improvements 

Based on experiences with precursor technologies, the impacts of incrementally improved technologies may 

be relatively straightforward to assess. The development of increasingly powerful natural language 

processing machine learning models can be expected to translate into growing usefulness for scams or 

disinformation campaigns (Caldwell et al., 2020; Seger et al., n.d.).  

 

For incremental technology improvements, it is often possible to observe trends for how improvements affect 

functionality. The most common example is Moore’s Law, which accurately predicted that the number of 

transistors on a microprocessor chip would double every two years since the 1960s (Schaller, 1997). Moore's 

Law has informed industrial strategy in the semiconductor industry since the 1990s (Waldrop, 2016). DNA 

sequencing costs have decreased dramatically, at a greater rate than Moore’s Law. While sequencing a whole 

human genome cost $10 million USD in 2007, in 2021, it was less than $1,000 USD (Wetterstrand, n.d.). 

With the fall in sequencing costs, we can anticipate the use of sequencing for personalised medicine (Brittain 

et al., 2017) but also increasing accessibility by less well-resourced actors to use for tracking and identifying 

ethnic groups or individuals.  
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4.1.3 Before diffusion of a technology 

The window between the invention and widespread adoption of a novel technology may constitute a sensitive 

intervention point (Farmer et al., 2019) for mitigating the negative societal impacts of novel technologies. 

Such an intervention may include advancing complementary risk-reducing technologies, particularly safety 

technologies. For instance, while it would have been useful to have permissive action links (PALs) with the 

very first nuclear weapon in 1945, it would have been almost as good to develop them before the 

manufacturing of additional bombs or their proliferation to other countries. This would have been possible 

given a single actor, the United States Government, initially developed the technology, thus controlling 

initial diffusion. The United States could have shared permissive action link technology as soon as other 

countries attained nuclear bombs. Indeed, twenty years later, once it had developed PALs, the United States 

Government deliberately leaked related information to the Soviet Union (Nye, 1987).  

 

Even uncontrolled diffusion of novel technologies often takes decades and thus offers a window of 

opportunity to assess impacts and intervene. Potential negative impacts of technologies often correlate with 

their diffusion and can thus also take a long time to peak. In car safety, for example, the Model T ford was 

available from 1908, but it was not until 1937 that road fatalities per capita peaked (Federal Highway 

Administration and Office of Highway Information Management, 2009). Similarly, more than half of CO2 

emissions have occurred after 1988, long after technologies reliant upon fossil fuel energy sources were 

developed during the industrial revolution (Our World in Data, 2022). Of course, as the production and 

consumption of a technology increases, so does inertia in its trajectory. It becomes integrated into society 

and different actors become invested in its current uses and its future trajectory. Nevertheless, technology 

diffusion is generally a gradual process and no strict lock-ins occur at the moment of invention or 

commercialisation. 

 

Thus, the window between invention and diffusion of a technology may be useful for reflecting on and 

studying risks, including offering an opportunity for a moratorium to assess impacts and develop safety 

technologies (see section 5.1.2 for discussion of moratoria). In practice, this could include deliberate 

investment by governments to identify early impacts of novel technologies. 

4.1.4 After diffusion of a technology 

Differential technology development is also still possible after the diffusion of a technology, once downside 

risks have been identified. Interventions to advance renewable energy sources and electric cars demonstrate 

the possibility of reducing negative impacts despite the existing widespread use of high emissions 

technologies. If governments had a specific policy and regular practice of differential technology 

development, they could potentially have acted more rapidly to mitigate global warming. Thus, successful 

anticipation of technology impacts is not necessary for differential technology development, even though it 

is generally beneficial.  

4.2 When is anticipation difficult? 

There are limits to anticipation, and certain areas where anticipating societal impacts of technologies may 

be more challenging. 

4.2.1 Higher-order effects 

Firstly, higher-order effects can be difficult to predict. This includes the second-order effects of risk-reducing 

technologies. For instance, the risk-reducing effects of safety technologies depend on their adaptation and 

related social factors. Even after the development of PALs to prevent the unauthorised launch of nuclear 

weapons, the US Air Force kept these electronic keys set to only zeros for decades (Ellsberg, 2017).This 

practice was driven by the military’s desire to retain decentralised retaliatory capacity if cut off from central 
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command. Similarly, developing defensive technologies may have second-order risk-increasing effects in 

adversarial situations. For instance, the development of a US anti-ballistic missile system was considered 

dangerous because it might upset the careful balance of mutual deterrence, potentially sparking incentives 

for a pre-emptive strike or inducing additional investments into nuclear delivery systems (Maas, 2019).  

4.2.2 General-purpose technologies 

Secondly, the effects of general-purpose technologies that intersect with a wide range of other technologies 

can be difficult. This is true for the impact of technologies like the computer, internet, or artificial intelligence 

technologies, which continue to transform human civilisation. However, even in the face of great uncertainty 

around the effects of general-purpose technology intersections, differential technology development may 

still be employed for certain applications of such general-purpose technologies. For instance, even if artificial 

intelligence's future transformative effects are not yet predictable, we can still deploy application 

programming interfaces to safeguard language models from misuse (Brockman et al., 2020). 

4.2.3 Breakthrough discoveries 

Lastly, breakthrough discoveries from basic science research are difficult to anticipate. However, as the story 

of Szilard demonstrates, security-minded researchers have the potential to reflect on how to share their 

insights responsibly. Furthermore, depending on what basic science research is conducted, it might be 

possible to predict what insights may be found. For instance, screening novel bacteria for functional 

components might identify novel tools for molecular biology, similar to how the discovery of thermostable 

bacteria led to the 1983 invention of Polymerase Chain Reaction (PCR)  (Dove, 2018). 

4.3 Overcoming costs of anticipation 

Although there are many examples where predicting societal impacts of technology has been helpful, 

anticipation may have costs. Predictions may be incorrect, thus providing false warnings or inspiring the 

advancement of technologies incorrectly judged to feature little potential for misuse. Furthermore, 

widespread practices of anticipation and associated consideration of risks might slow the adoption of 

beneficial novel technologies. These costs are real and merit substantial weight in policy decisions. 

Nevertheless, the upsides of anticipation and related differential technology development practices likely 

outweigh the costs when managing extreme risks, given the potential harms involved. Further investigation 

may find other goals where the costs of anticipation are worth paying.  

 

The cost of anticipation may decrease as it is done more systematically and better methodologies and tools 

are developed. Multiple methods for anticipating impacts have been proposed: Analogical case studies, 

scenario exercises, research program mapping, identifying possible negative impacts of technologies and 

initial products, and researcher interviews (Guston and Sarewitz, 2002). The IARPA FUSE program 

advances new methodologies for technology foresight and assessment (“IARPA - FUSE,” n.d.). Recent work 

by Zhou et al. 2020 used a deep neural network classifier to forecast emerging technologies. It was able to 

predict which patented innovations would become classified as emerging technologies with an accuracy of 

77%, one year before these technologies were recognised in Gartner’s annual graphical summary of 

emerging technology (Zhou et al., 2020). More generally, in the last decade, novel forecasting techniques 

have been developed that can help to bound uncertainty and improve insight into the future (Tetlock and 

Gardner, 2016). Similar advances for predicting possible societal impacts of novel technologies seem 

achievable. 
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5. Intervening in the timing of technology development 

To apply a principle of differential technology development, actors such as government research funding 

agencies, government regulatory agencies, technology companies, and philanthropic funders need to be able 

to intervene in the pace of development of specific technologies. To leverage risk-reducing interactions 

between technologies, interventions can aim to slow risk-increasing technologies or speed the development 

of risk-reducing technologies. The following sections discuss how governments and other relevant actors 

can use different intervention strategies to implement the principle of differential technology development. 

These sections are not intended as a comprehensive assessment of potential strategies but as an initial 

indication of the diverse set of potentially promising options for implementation. 

5.1 Strategies for delaying risk-increasing technologies 

Governments and other actors can sometimes delay the development of specific risk-increasing technologies. 

Delaying technologies may seem infeasible due to coordination issues or too controversial if it involves 

slowing down increases in wealth and health. However, this is not necessarily the case. Policy decisions 

delay the development of technologies all the time. With every decision to advance one technology, 

resources are diverted from an alternative that could have been developed. This is most apparent in academic 

funding, where funding is awarded to a small subset of grant proposals.  

 

It can be difficult to see the missing technologies, the paths not taken. For example, policy decisions have 

led to less innovation in technologies for geoengineering and human genetic engineering but an alternate 

decision could have led in a very different direction (Stilgoe et al., 2013; Sykora and Caplan, 2017).  

 

As resources can frequently be channelled into alternative technologies, delaying select risk-increasing 

technologies does not necessarily slow down innovation (Mahdi et al., 2002) - and importantly, this practice 

can be expected to reduce civilisational risks and thus safeguard innovation in the long term. Concrete 

strategies to delay risk-increasing technologies until their risks have been assessed and managed are 

presented below and summarised in Table 1.  

5.1.1 Restraint and defunding 

Restraint in developing or defunding specific technologies can be a straightforward approach to slowing 

their development, but can also be complicated by interactions with other actors. Funding for research and 

development generally leads to more rapid development of related technologies, so reduced funding can 

directly impact the pace of development (Bolívar-Ramos, 2017). The situation is often complicated by the 

fact that other developers may continue their efforts, and other actors may step in to fill gaps. For example, 

former US President Bush restricted the federal funding of stem cell research in 2001 (Taylor, 2005). 

However, in 2004 the California state government stepped in to fund stem cell research while this research 

also continued in other countries. Nevertheless, given its significant role in science funding, limited United 

States federal funding of stem cell research likely still slowed its development. In situations where 

development and research happen in a distributed manner and are not driven by a single actor, slowing the 

development of a technology may be possible unilaterally or may require substantial coordination across 

multiple stakeholders. 

5.1.2 Moratoria to assess and address risks 

Moratoria of possible risk-increasing technologies may be used to assess risks and advance risk-mitigating 

measures. In 1974, the international community of researchers working with recombinant DNA engaged in 

a voluntary moratorium and gathered for the Asilomar conference to evaluate possible public health risks 

(Berg and Singer, 1995). After the conference, researchers resumed recombinant DNA work with agreed 

safety measures. Next to such voluntary moratoria, governments and funding bodies can also impose 
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moratoria on certain research. The United States National Institutes of Health’s 2014-2017 moratorium on 

viral gain-of-function research delayed high-risk research until a new oversight policy was created (Reardon, 

2017). Moratoria might be especially useful to delay the development of risk-increasing technologies until 

safety technologies are in place. One example application might be an industry-led moratorium on the 

distribution of benchtop DNA synthesis machines until effective DNA synthesis screening has been 

integrated into all devices. This could prevent the irreversible proliferation of devices that allow illicit access 

to the materials for the creation of any pathogen. 

5.1.3 Bans 

In certain cases, banning a technology or its development may be feasible. Bans at the international level 

require substantial coordination and political will; thus, they are only feasible for technologies that are seen 

as overwhelmingly negative and not critical for national interests. The Chemical Weapons Convention, 

Biological Weapons Convention, and Nuclear Non-Proliferation Treaty are examples of international treaties 

that aim to prevent the development and proliferation of certain military technologies. While enforcement is 

challenging, each of these treaties has slowed the proliferation of these technologies and has also likely 

slowed the development of more advanced chemical and biological weapons (Fuhrmann and Lupu, 2016; 

“The power of treaties,” 2013; Wheelis, 2006).  

 

Another example is the Montreal Protocol of 1987, which successfully banned ozone-depleting substances. 

Global consumption of these substances reduced by 98.5% between 1986 and 2018 (European Environment 

Agency, 2021). While the ban focused on the production of ozone-depleting substances, it also removed the 

incentive to continue developing technologies reliant upon ozone-depleting substances and produced a new 

incentive to develop substitute technologies.  

5.1.4 Shifting the technology portfolio: regulation, norms, and information loops 

Incentives may be used to encourage a shift away from developing risk-increasing technologies. 

Governments can use regulatory interventions this way, described by Rip and Kemp as “weed pulling” (Rip 

and Kemp, 1998). An example is carbon taxation. Countries with higher fuel prices (a proxy for greenhouse 

gas emissions tax level) have lower levels of innovation in high-emissions technologies and higher levels of 

innovation in green technologies (Aghion et al., 2016). Similarly, paperwork-heavy regulations may 

disincentivise relevant research, as is the case for research on dangerous pathogens in the United States 

(Evans et al., 2021).  

 

Social norms and pressure may be sufficient to generate incentives to prevent or move away from risk-

increasing efforts. Strong social norms against the recreation of dangerous smallpox led to a strong outcry 

over synthesising the related horsepox virus, despite this not being banned by existing regulations. Climate 

activism has driven divestment from fossil fuels. While the direct effects of fossil fuel divestment are small, 

indirect impacts on societal discourse and norms have been substantial (Bergman, 2018).  

 

Indeed, simply awareness of risks may reduce the development of risk-increasing technologies. To highlight 

the power of such information loops, Donella Meadows tells the story of the United States Toxic Release 

Inventory (Meadows, 1999). When introduced in 1986, this regulation forced companies to report the release 

of pollutants publicly. After four years, emissions had dropped by 40% - without any fines, bans, or other 

interventions (Meadows, 1999). Information loops may similarly be used to encourage the pursuit of less 

risky lines of life sciences research. Consideration of Replacement, Reduction, and Refinement of animal 

use in experiments (“the 3Rs”) is required in many grant applications to ensure researchers are minimising 

animal harm. A similar strategy could be deployed for the safety and security risks of life sciences research. 

If all proposed research projects were categorised by risk level at the funding stage, this might lead to less 

risky research being funded and conducted. In the absence of a superior promise of one project over another, 
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researchers and funders should choose the least risky avenue of research. Only if all highly promising low-

risk avenues are saturated should researchers and funders engage in more risky projects. Importantly, 

creating information loops does not rely on government mandates. Non-governmental actors like companies 

or non-profits may create information loops based on publicly available data.  

 

 

Table 1: Strategies to delay and assess risk-increasing technologies and research 

Strategy Actors Example Reference 

Defunding Government 

Industry 

Philanthropy 

Limitations in government funding 

impeded stem cell research 

(Taylor, 

2005) 

Moratoria Academia 

Industry 

Government 

1974 voluntary moratorium on 

recombinant DNA research 

 

(Herzog and 

Parson, 

2016) 

Stage-gating Government 

Industry 

Academia 

NGOs 

UK geoengineering SPICE experiment 

was subject to stage-gated review; first 

postponed and then cancelled. 

(Stilgoe et 

al., 2013) 

Bans International 

organisations 

Government 

Montreal protocol reduced production 

of ozone-depleting substances 

(European 

Environment 

Agency, 

2021),  

(Fuhrmann 

and Lupu, 

2016) 

Regulations  Government Less innovation in high-emissions 

technologies through taxation of fossil 

fuels 

(Aghion et 

al., 2016) 

Social norms  Academia 

NGOs 

Activists 

Social norms against the recreation of 

eradicated smallpox virus 

(Kupferschm

idt, 2017) 

Advocacy  NGOs 

Academia 

Industry 

Letter signed by 50 NGOs led to the 

termination of UK SPICE 

Geoengineering project 

(Stilgoe et 

al., 2013) 

Divestment  NGOs 

Industry 

Fossil fuel divestment has had a 

significant impact on discourse and 

norms.  

(Bergman, 

2018) 

Information 

loops  

Government 

NGOs 

Industry 

Toxic Release Inventory 1986 requiring 

public reporting of pollutants 

substantially reduced emissions 

(Meadows, 

1999) 

 

5.2 Strategies for advancing the development of risk-reducing technologies  

Governments, firms, philanthropic funders and other relevant actors are frequently able to advance the 

development of risk-reducing technologies. Increasing funding or other resources provides a direct pathway 
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toward advancing a specific technology. However, other strategies may also be effective, such as regulation 

(Table 2). Advancement of risk-reducing technologies may require less coordination than delaying risk-

increasing technologies and may be a viable approach for a range of actors. 

5.2.1 Funding, prizes, advance purchase commitments  

Governments or other technology funders can accelerate specific technologies by prioritising the funding of 

related research and development. For example, when firms and universities increase their research 

spending, this increases their patent output (Bolívar-Ramos, 2017; Ernst, 1998).  

 

Specific strategies may be particularly suitable to advance certain technologies. The United States Defense 

Advanced Research Projects Agency (DARPA) has successfully developed specific, application-ready 

technologies from basic research. The agency is credited with key advances in the creation of the internet, 

synthetic biology and carbon nanotubes (Mervis, 2016). Focused research organisations (FROs) may be 

particularly well-suited to develop risk-reducing technologies that constitute public goods (Marblestone et 

al., 2022). 

 

Prizes may be another tool to encourage the development of a specific risk-reducing technology, especially 

one relying on interdisciplinary research or with unclear solutions. Genetic engineering attribution, the 

ability to computationally identify laboratory origins of engineered DNA sequences, is a defensive 

technology that may deter the release of a biological weapon. In 2020, a prize, the Genetic Engineering 

Attribution Challenge, induced the development of new tools that significantly outperformed state-of-the-

art approaches (Crook et al., 2021). 

 

Advance market commitments may be a useful tool for the development of crucial defensive technologies 

(Monrad et al., 2021). There may be little incentive to develop vaccines or personal protective equipment in 

the absence of an ongoing emergency. Nevertheless, development and stockpiling are essential for pandemic 

preparedness. In such cases, commitments to purchase a select number of units or guarantee a market for a 

product may be used to induce advances. For instance, advanced market commitments have been used to 

encourage the development of pneumococcal vaccines (Cernuschi et al., 2011).  

5.2.2 Regulations can advance risk-reducing technologies 

“Regulation is the mother of invention”, as Ruth Ruttenberg noted (Rip and Kemp, 1998). Governments may 

use regulations to force the development of risk-reducing technologies. This is frequently the case for safety 

technologies. For instance, regulations on how to handle pathogens reduce research risks through laboratory 

safety technologies (Pastorino et al., 2017). Similarly, governments could induce the development and 

adoption of security-sensitive application programming interfaces by mandating their use for machine 

learning models with significant potential for misuse.  

 

Strategies for advancing substitute technologies have been extensively studied and explored for clean energy 

and low emissions technologies. A combination of strategies to increase the momentum of niche innovations, 

weaken existing systems, and strengthen exogenous pressures may help to replace risk-increasing 

technologies (Geels et al., 2017). Regulations of risk-increasing technologies discussed in 5.1.4, including 

carbon taxation, incentivise the advancement of substitute technologies (Aghion et al., 2016).  

 

Governments may induce the development of specific technologies through technology-forcing. Clean air 

standards passed in California in 1988 demanded that 2% of car sales must be zero-emission vehicles (Schot 

and Rip, 1997). These vehicles did not exist at the time. Thus, this regulation likely contributed to the 

advancement of electric vehicles.  
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Niche management, such as feed-in tariffs that enable the competitiveness of substitutes before their 

commercial viability (Schot and Geels, 2008). For example, subsidies have successfully helped advance 

photovoltaics (Haegel et al., 2017). Tax incentives for carbon sequestration have likely induced advances in 

carbon capture and sequestration technologies (Anderson et al., 2021).  

5.2.3 Coordination and pre-competitive consortia 

Industry coordination may advance risk-reducing technologies and practices. Basic DNA synthesis screening 

of 80% of the market exists because of voluntary coordination in the International Gene Synthesis 

Consortium (Diggans and Leproust, 2019; International Gene Synthesis Consortium, 2017). Pre-competitive 

consortia are a promising method for facilitating cross-sector coordination in biomedicine (Mittleman et al., 

2013). Such pre-competitive consortia may be used to develop risk-reducing technologies.  

 

 

Table 2: Strategies for the preferential advancement of risk-reducing technologies 

Strategy Actor Example Reference 

Funding and 

direct 

development 

Government 

Industry 

Philanthropy 

ARPA-style efforts lead to creation of 

internet, synthetic biology, carbon 

nanotubes, clean energy technologies 

(Mervis, 2016) 

Prizes Government 

Industry 

Philanthropy 

Genetic engineering attribution challenge 

winning entries significantly advanced 

state-of-the art capabilities 

(Crook et al., 2021) 

Advanced 

market 

commitments 

Government 

Industry 

Philanthropy 

Advance market commitments have been 

used to induce development of 

pneumococcal vaccines 

(Cernuschi et al., 

2011) 

Technology 

forcing 

Government Clean air standards in California in 1988 

requiring 2% of car sales to be zero-

emission vehicles  

(Schot and Rip, 

1997) 

Niche 

management 

Government Feed-in tariffs and subsidies for 

photovoltaics until commercial viability 

(Haegel et al., 

2017) 

Tax incentives Government Tax incentives for carbon sequestration to 

advance carbon capture and storage 

technologies 

(Anderson et al., 

2021) 

Regulation of 

risk-increasing 

technologies  

Government Innovation in low-emissions technologies 

through taxation of fossil fuels 

(Aghion et al., 

2016) 

Coordination Industry 

NGOs 

Government 

 

 

Voluntary DNA synthesis screening of 

companies part of International Gene 

Synthesis Consortium  

(Diggans and 

Leproust, 2019) 
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5.3 Challenges for timing interventions 

5.3.1 Wrestling deterministic paths 

Competition between groups of actors to gain a technological advantage can cause the development of 

technologies to proceed along more deterministic paths (Dafoe, 2015). In cases of competition to win a 

market or international competition, the choice of individual actors may be constrained by the competitive 

dynamic. For example, the United States’ development of nuclear weapons was prompted by fears that Nazi 

Germany would develop them first. If progress on a specific technology is not led by a single or a handful 

of coordinating actors, delaying or making technologies safer may be difficult. Coordination through 

international organisations may have the greatest leverage to delay or shape technologies with global power 

implications. For other technologies, national governments may be able to break competitive dynamics 

across industry and academia that drive the development of risk-increasing technologies. Next to 

competition, various other dynamics can also lead to differing degrees of path dependence in technological 

development, including first-mover advantages, institutional persistence, structural inertia, limits to 

absorptive capacity, and natural monopolies (Vergne and Durand, 2010).  

 

The more resources are already committed to the development of a specific technology, the more difficult 

having an impact on the timing of its development is. This is also true for the advancement of risk-reducing 

technologies. Small actors can have significant effects if no or few other actors are making similar 

investments. In such cases, a small investment may have a prolonged effect on the level of technology 

available. Historically, this has proven particularly relevant in cases with little market incentive to develop 

a publicly beneficial technology. An example is vaccines for neglected or possible future diseases (Monrad 

et al., 2021).  

 

Interventions to promote the development of the technology can sometimes result in the technology passing 

a threshold of commercial viability, producing a positive feedback loop that begets further and continued 

development of the technology by other actors. Government support has successfully led to photovoltaics 

becoming commercially viable (Haegel et al., 2017; McDonald and Schrattenholzer, 2001), triggering 

additional investments and reductions in cost. Such feedback loops may render the replacement of marginally 

risk-increasing technologies cost-effective. The advancement of RNA vaccines and their success against 

COVID-19 may induce a shift away from viral vector vaccines, which are associated with the development 

of capabilities with greater potential to be misused (Sandbrink and Koblentz, 2022). Similarly, non-viral 

delivery methods for gene therapy may eventually become superior to viral delivery methods and thus lead 

to their replacement. 

5.3.2 Directing change 

Ensuring that interventions in the development of specific technologies have the desired effect can be 

difficult. While it generally appears to be possible to advance the development of risk-reducing technologies, 

this may inadvertently speed up related risk-increasing technologies or create interactions with other 

technologies that result in negative societal impacts. For example, civilian nuclear power technologies are 

difficult to develop in a way that does not advance nuclear weapons development.  

 

One part of the difficulty of directing change is the challenge of anticipating higher-order effects of risk-

reducing technologies. As discussed in section 4.2, anticipating the effects of general-purpose technologies 

may be particularly difficult. Advancing the use of metagenomic sequencing for pathogen detection may 

inadvertently lead to advanced sequencing applications for areas of biotechnology that increase the pandemic 

risks that pathogen detection hopes to reduce. Interventions to advance or delay specific technologies must 

be closely coupled to reviewing potential downstream risks and appropriately weigh these risks against the 

potential benefits.. 
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Another part of the difficulty of directing change is predicting the effects of interventions. For instance, 

increasing taxation of a risk-increasing technology may inadvertently lead to alternatives with even more or 

different undesirable consequences. Additional funding for a risk-reducing technology may inadvertently 

displace other funders. These challenges, while real, are not specific to differential technology development.  

5.3.3 Balancing different values 

Differential technology development requires governments, philanthropists, or other relevant actors to 

pursue interventions in pursuit of a goal, such as the goal of mitigating the potential negative impact of a 

technology. However, any given goal needs to be balanced with other values or goals. Global security needs 

to be balanced with values of scientific freedom and openness. In certain cases, reducing catastrophic risks 

may be traded against short-term gains.  

 

Differential technology development does not need to dominate every governance decision to be successfully 

implemented. Despite the largely universal assumption that a sustainable economy is desirable, this does not 

mean that adopting a goal of sustainable development necessitates every single policy decision to move in 

this direction. Rather, it is a cross-cutting consideration of this goal and the aggregate of many decisions that 

allow such goals to be implemented. Similarly, a broader ambition for differential technology development 

might carry humanity towards a future with less catastrophic risk. Public engagement is needed to inform 

how to manage the trade-offs involved in implementation. This is partially ensured through political 

representatives for government actors but may also call for the engagement of the broader public, including 

experts from different backgrounds and areas of expertise.  

5.3.4 International coordination 

Various strategies for implementing differential technology development benefit from the ability to 

coordinate between governments at an international level. However, differential technology development 

does not require perfect international, or even national, coordination. Just as there is no single regime to 

mitigate climate change but a regime complex made up of different international, national, and other societal 

initiatives (Keohane and Victor, 2011), a combination of initiatives may be sufficient to put differential 

technology development into practice. Indeed, a more fragmented system may ensure continuous adaptation 

to evolving circumstances and values, including consideration of local values and culture (Alter and 

Raustiala, 2018).  

6. Conclusion 

As novel technologies are becoming increasingly powerful, there is greater urgency for responsible 

innovation practices to mitigate associated risks. Next to the shaping of individual technologies, the 

interaction and relative sequence of different technologies is a crucial lever for improving societal outcomes. 

Thus, actors interested in improving societal outcomes, such as government research funding agencies, 

government regulators, philanthropic funders, and firms engaged in corporate social responsibility, should 

consider the principle of differential technology development when allocating resources to research and 

technology development.  

 

In particular, these actors should consider implementing a principle of differential technology development 

to manage potential catastrophic risks from technologies. Some technologies appear potentially well suited 

to the application of this principle for risk reduction, including (Table 3): pandemic prevention investments, 

DNA synthesis screening, responsible access solutions for machine learning models, and consideration of 

risks when funding science. The engagement of experts from different fields would likely illuminate further 

opportunities to usefully apply the principle of differential technology development to mitigate risks.  

Electronic copy available at: https://ssrn.com/abstract=4213670

https://www.zotero.org/google-docs/?Q0Qnrm
https://www.zotero.org/google-docs/?y6v92M
https://www.zotero.org/google-docs/?y6v92M


 

18 

 

Table 3: Current and future applications of differential technology development 

Negative societal impacts Intervention 

Climate change from fossil fuel use Replace fossil-fuel and high emissions technologies with low 

emission alternatives 

Pandemic risk from misuse of 

increasingly powerful biotechnology 

Developing better PPE, pathogen detection, vaccines, in 

particular before widely disseminating ability to create 

pandemic-capable viruses 

Preferential advancement of biotechnology solutions with little 

potential for misuse 

Advance universal DNA synthesis screening 

Quantum computing enabling 

widespread decryption of sensitive 

information 

Advance new cryptographic methods not easily circumvented 

through quantum computing 

Misuse of artificial intelligence Advance responsible access solutions like application 

programming interfaces 

Advance machine learning models with less potential for 

misuse 

Misaligned artificial intelligence  Prioritise artificial intelligence safety research 

Create international coordination on preventing misaligned 

artificial intelligence 
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