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ABSTRACT

Data centres are a crucial part of many organizations in the world today consisting of expensive
assets that store and process critical business data as well as applications responsible for their
daily operations. Unconducive environmental conditions can lead to decline in performance,
sporadic failures and total damage of equipment in the data centers which can consequently
lead to data loss as well as disruption of the continuity of business operations. The objective of
this project was to develop an environmental monitoring system that employs Internet of
Things (1oT) and machine learning to monitor and predict important environmental parameters
within a data centre setting. The system comprises of a Wireless Sensor Network (WSN) of
four (4) sensor nodes and a sink node. The sensor nodes measure environmental parameters of
temperature, humidity, smoke, water, voltage and current. The readings captured from the
sensor nodes are sent wirelessly to a database on a Raspberry Pi 4 for local storage as well as
the ThingSpeak platform for cloud data logging and real-time visualization. An audio alarm is
triggered, and email, Short Message Service (SMS), as well as WhatsApp alert notifications
are sent to the data centre administrators in case any undesirable environmental condition is
detected. Time series forecasting machine learning models were developed to predict future
temperature and humidity trends. The models were trained using Facebook Prophet, Auto-
Regressive Integrated Moving Average (ARIMA) and Exponential Smoothing (ES)
algorithms. Facebook Prophet manifested the best performance with a Mean Absolute
Percentage Error (MAPE) of 5.77% and 8.98% for the temperature and humidity models
respectively. In conclusion, the developed environmental monitoring system for data centers
surpasses existing alternatives by integrating forecasting capabilities, monitoring several
critical parameters, and offering scalability for improved efficiency and reliability. The study
recommendations include exploring a Web of Things (WoT) approach and incorporating

instant corrective measures for improved performance.
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CHAPTER ONE
INTRODUCTION
1.1  Background of the Problem

Monitoring is always paramount in any organization irrespective of its structure and nature of
its business (Rasool et al., 2014). Monitoring enables early identification of prospective
problems so that they can be promptly dealt with before causing severe damage and thereby

ensuring reliable execution of company operations.

A data centre refers to a facility that houses computing resources, networking and storage
infrastructure as well as associated utilities such as power supplies and Heating, Ventilation,
and Air Conditioning (HVAC) systems used by business entities to assemble, process, store,
share and access vast quantities of data. Data centres vary in size from as small as an exclusive
space within a building to as large as a group of buildings depending on various factors that

include but are not limited to company size and core business of the organization.

Data centres were initially owned by mostly top technology firms but due to the increasing
digitization, the evolution of new technologies such as Cloud Computing, Artificial
Intelligence (Al), Internet of Things (loT), Big Data, Blockchain, etc, in addition to the
significantly growing technology acceptance across the world today, business operations are
more data-driven than ever before and data centres have subsequently become a very crucial

component in the business models of many modern enterprises (Marzuki & Newell, 2019).

There are a number of sources of unexpected data centre outages that include but are not limited
to human errors, power outages, environmental factors, network failures, and cyberattacks,
with environmental issues contributing to 25% of downtime according to Onibonoje et al.
(2019). Environmental conditions such as extreme temperatures, presence of water, power
spikes and surges as well as fires in the data centre can lead to equipment failure, damage and
loss of huge volumes of critical data. Low humidity leads to static discharge as a result of
electrostatic energy accumulation which damages equipment and causes loss of data, while

high humidity results into condensation as well as corrosion of electrical components.

The developed system effectively addresses the environmental challenges by leveraging 10T

for monitoring critical environmental parameters of temperature, humidity, water, smoke,



current, and voltage. It promptly notifies data centre administrators when any unfavorable
condition is detected, enabling them to take timely action. Furthermore, machine learning
techniques are applied to forecast future temperature and humidity patterns, allowing
administrators to proactively anticipate and mitigate potential issues.

The use of 10T facilitates the collection of real-time data and offers scalability and flexibility,
as sensor nodes can be easily added or relocated to adapt to changing requirements. Meanwhile,
machine learning provides valuable data-driven insights by uncovering hidden patterns and
trends that may not be immediately evident. By combining 10T and machine learning, the
system enables administrators to stay ahead of environmental challenges, implement

preventive measures, and minimize the impact of disruptions in data centres.
1.2  Statement of the Problem

Data centres comprise of a number of core equipment such as servers, storage systems,
networking switches, routers, firewalls as well as support infrastructure that include power
subsystems, HVAC systems, Uninterruptable Power Supplies (UPSes), etc. These components
are expensive organization assets and are responsible for storing as well as managing crucial

business data and applications that are essential to the continuity of a firm’s daily operations.

Unconducive environmental conditions such as extreme temperatures, humidity, fire, power
spikes and surges, and water leaks can lead to a decline in performance, sporadic failures and
total damage of equipment in the data centers which can consequently lead to data loss as well
as disruption of the continuity of business operations.

Therefore, there was need to develop a smart real-time system that enables organizations to
monitor and analyze significant environmental parameters i.e., temperature, humidity, water,
smoke, current and voltage within their data centre premises. This system provides alerts of
potential environmental hazards and also predicts future temperature and humidity patterns.
This enables organizations to promptly take the necessary measures to alleviate their impact.
Furthermore, unlike other environmental parameters that require immediate detection and
response, the prediction of temperature and humidity patterns provides valuable insights for

long-term planning, proactive maintenance and risk mitigation in data centres.



1.3  Rationale of the Study

A smart environmental monitoring system for data centres using 10T and machine learning
ensures that firms are aware of the environmental conditions of their data centres at all times
and are notified of events where pre-defined environmental parameter thresholds are exceeded
so as to promptly take proactive measures. This in turn reduces unexpected downtime,
increases reliability, minimizes risk of equipment damage and reduces the operating costs in

the long term.
1.4  Objectives of the Study
1.4.1 General Objective

The main objective of the project was to develop a smart environmental monitoring system for

data centres using lIoT and machine learning.
1.4.2 Specific Objectives
The study aimed to achieve the following specific objectives:

Q) To determine and gather the requirements for a smart environmental monitoring system

for data centres using 10T and machine learning.
(i)  Todevelop an 10T environmental monitoring system for data centres.
(ili)  To develop machine learning models for predicting temperature and humidity patterns.
(iv)  To validate the developed IoT system.
15 Research Questions
The study intended to answer the following questions:

0] What are the essential requirements for developing a smart environmental monitoring

system for data centres using loT and machine learning?
(i) How can an 10T environmental monitoring system for data centres be developed?

(iti)  How can machine learning models for predicting temperature and humidity patterns be

developed?



(iv)  How can the developed IoT system be validated?
1.6 Significance of the Study

Real-time monitoring of environmental parameters in data centres enables operators to respond
to unsuitable environmental conditions in a timely manner. In addition, analysis and prediction
of some of these parameters can guide organizations in devising appropriate predictive
measures and planning as well as optimization of resources. This consequently reduces the risk
of damage to equipment, data loss, and operating costs as well as increases uptime thereby

enhancing business continuity.

This project serves as a compelling demonstration of the practical application of loT within a
data center setting. It showcases the development and effective utilization of time series
forecasting models for accurate and efficient environmental monitoring in data centers. By
successfully implementing an loT system and leveraging forecasting models, the project
significantly enhances environmental monitoring practices in data centers. This technological
advancement brings about improved reliability and proactive management of environmental

conditions, fostering a more robust and resilient data center infrastructure.
1.7 Delineation of the Study

The project was delineated to monitoring of environmental parameters of temperature,
humidity, smoke, water, current and voltage within a data centre setting. The scope of the
project was limited to development of a WSN based module for capturing, storing and
processing real-time environmental parameters, development of a web-based dashboard for
monitoring and analysis of the environmental conditions, development of machine learning
models to predict temperature and humidity trends as well as development of alert mechanisms

upon detection of any unsuitable events.



CHAPTER TWO
LITERATURE REVIEW
21 Related Works

Kurniawan et al. (2019) developed an loT based system that utilizes Wemos DHT Shield
wireless sensor to capture the temperature and humidity readings. A Raspberry Pi processes
the readings stored in a MySQL database and triggers the web server that enables the website
with real-time graph visualizations to be accessible through the internet or a private wireless
network. Furthermore, the system uses the python yowsup library to request data from the web
server on the Raspberry Pi, processes it and finally returns the required information in form of

WhatsApp notifications.

Roy et al. (2016) presented a server room cooling system that uses the single bus wire protocol
to connect a DS18B20 sensor to a Raspberry pi MCU with the former as a slave and the latter
as the master. The temperature is captured by the DS18B20 sensor which sends the sensed
value to the Raspberry Pi, which compares it to the database threshold value and dispatches a
warning email notification message to the data centre operator in case the temperature goes
below the threshold.

Onibonoje et al. (2019), in their work propose a real-time conditioning and control system for
server rooms based on IoT that monitors environmental factors namely heat, smoke, water
leakage, power outage, light out, flame and correlates the heat index with the area air
temperature and humidity. It further undertakes timely corrective measures such as turning off
the system upon fire or smoke detection, turning on air conditioning system when heat
threshold is surpassed, cutting off perimeter water supply in case of water leak. In addition, the

system sends out notifications to the administrator in case of any unexpected event.

Kaliyamurthie et al. (2019) described a wireless temperature and humidity measurement as
well as monitoring system for data centres that utilizes LoORaWAN communication link for
data transmission. The LoRaWAN gateway sends the sensed data to a cloud application for
further processing and visualization, allowing more optimization of the air conditioning and

ventilation systems.



Yamanoue (2020) presented an 10T based system comprising of Raspberry Pi, sensors, Wiki
pages and bots that monitors servers and server rooms by utilizing a Network Address
Translation (NAT) router to configure as well as manage sensors using a Wiki page. The
sampling rate of the data as well as sensor settings can be adjusted using the Wiki page
commands and the bots are used to obtain data from the sensors while a series of commands

are utilized to process it.

Yumang et al. (2017) described a ZigBee-based system that employs thermal imaging to
monitor server room temperature and humidity in real-time. A microcontroller processes the
data gathered by the infrared and humidity sensors which is sent to the computer via ZigBee.
MATLAB software is then used to apply the color mapping and Bicubic algorithms and a
buzzer alarm will be triggered in case the threshold value is reached.

Rasool et al. (2014) presented an RF based centralized System that monitors temperature,
humidity, battery life and status, water leakage, smoke in server rooms. The daily data from
the deployed sensors is transmitted using the Peripheral Interface Controller (PIC) to the
Graphical User Interface (GUI) where it is stored and displayed to users in form of tables as

well as visualizations.

Khan et al. (2018) proposed a physical and environmental monitoring system based on IoT that
comprises of Raspberry Pis as smart objects and sensors located at various locations in the data
centres to monitor temperature, humidity and atmospheric pressure. The proposed system uses
LoRa gateways to link the smart objects to the server and activates alarms upon detection of
any undesirable situation and this enables the data centre administrators to timely respond

before additional damages transpire.

Nasution et al. (2019) highlighted the design and development of a remote temperature and
humidity monitoring system that uses a small super computer in form of Lattepanda to which
a DHT11 sensor is connected to read temperature and humidity values in the server room. The
captured readings are sent to the cloud based ThingSpeak platform every 30 seconds for storage

and visualization.
2.2  Technical Research Gap

From the related works, there are number of environmental monitoring systems for data centres

or server rooms. However, they have no prediction/forecasting capabilities, most of them only



monitor temperature and humidity, offer no redundancy and are limited in scalability.
Therefore, there was a gap for developing scalable data centre environmental monitoring
systems with prediction capabilities in addition to keeping track of other environmental
parameters other than temperature and humidity that can aid in the planning and optimization

of data centre resources.
2.3  Proposed System

The system was developed based on requirements gathered from various stake holders as
illustrated in Fig. 1. It consists of a WSN for sensing, processing and storage of environmental
parameters of temperature, humidity, smoke, water, voltage and current, machine learning
models for forecasting temperature and humidity patterns and a web dashboard for remote
monitoring and analysis of the sensed parameters. In addition, the system provides alerts to
data centre operators or administrators in case any undesirable environmental conditions are
detected. The developed system improves reliability of data centres as a result of decreased

unplanned downtime, reduced risk of equipment damage and data loss.

Lompary

Figure 1:  System conceptual framework



CHAPTER THREE
MATERIALS AND METHODS
3.1  Project Case Study

The area of the study was netlabs!UG, a research Centre of Excellence in the College of
Engineering, Design, Art and Technology, Makerere University, Kampala, Uganda.
netLabs!UG was selected due to the fact that it possesses a modern data centre facility that is

open for use to researchers.
3.2 Research Methods

The project utilized a mixed method approach in the collection of both primary and secondary
data relevant towards the implementation of the project study. This was done to better
comprehend the environmental monitoring systems currently used in data centers and to

discover extra inspirations for system design.
3.3  Target Population

This project targeted organizations with data centres or server rooms. The netlabs!UG data

centre was used as the case study.
3.4 Sampling Techniques

The sampling technique utilized in this study was the simple random sampling where each

person in the target population had an equal probability of being selected.
The sample size was calculated using the formula:
Sample Size = (Z"2*P * (1-P))/ E"2
where:
(a) Z is the z-score corresponding to the desired level of confidence
(b) P is the estimated proportion of data centers

(c) E is the desired margin of error.



3.5 System Requirements

The following are the techniques and tools that were used to determine the system

requirements.
3.5.1 Data Collection Methods

Primary data was obtained through questionnaires, in-person interviews as well as observation
while secondary data was acquired from journal papers, conference papers, research reports,

textbooks and reputable websites.
3.5.2 Data Analysis

The Google form platform was used to create online questionnaires that were distributed to the
target stakeholders. The Google form platform analyzed the submitted data by providing an
overall overview of all respondents’ responses, a breakdown of each respondent's individual

responses, and an analysis of each question's response.
3.6  System Development Approach

The Extreme Programming (XP) agile methodology illustrated in Fig. 2 was employed in the
development of the WSN and web dashboard. This was mainly due to its emphasis on time and
cost savings through elimination of unproductive activities in addition to its flexibility as it

accommodates continuous integration of changes (Qureshi, 2015).

Refine test Refine
design

Figure 2: Extreme Programming (XP) agile methodology
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During the development of the machine learning models, an iterative and incremental
methodology was employed, dividing the task into smaller manageable components, such as
data preprocessing, exploratory data analysis, modeling, and evaluation. This iterative
approach allowed for continuous fine-tuning and refinement of the machine learning models,

ensuring optimal performance and adaptation to changing requirements.
3.7  Theoretical Framework

The Technology Acceptance Model (TAM), introduced by Fred Davis in the late 1980s, is a
well-established theoretical framework that helps explain and predict how users accept and
adopt new technologies. Over time, TAM has been refined and expanded upon by various
researchers, further cementing its significance in the field. At its core, TAM suggests that users'
intention to adopt a technology is influenced by their perceptions of its usefulness (PU) and
ease of use (PEOU) (Olushola & Abiola, 2017). In essence, users are more likely to accept and
embrace a technology if they believe it will be beneficial to them and if they perceive it as user-

friendly and easy to use.

In this project, the TAM was employed as a framework to evaluate user acceptance of the
developed system, as depicted in Fig. 3. TAM was chosen for its effectiveness in describing
system behavior and its ability to analyze user behavior during system implementation. It
specifically focuses on factors such as ease of use and usefulness, which are crucial in
determining user acceptance. Moreover, TAM is renowned for its track record of generating

reliable and trustworthy results.

Perceived
Usefulness
(V) Sk
R / T \ Attitude Behavioral .

Toward Using = Intention to Use

/ (A) (Bl) System Use

Figure 3:  Technology acceptance model
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3.8 System Development Materials and Tools
3.8.1 Hardware Materials Requirements

The major components necessary for the development of a smart environmental monitoring

system for data centres using 10T and machine learning are as outlined in Table 1.

Table 1:  System hardware components

S/IN  Hardware Component Specification
1. Microcontroller Boards ESP32
2.  Raspberry Pi 4B
3. Temperature and Humidity Sensors DHT 22
4.  Smoke Sensors MQ2
5. Water Level Sensor Solu SL067
6.  Current Sensor ACST721
7. Voltage Sensor ZMPT101B
8.  LCD Display Modules 20x4
9.  Active Piezo Buzzers HDC 3-24V High Decibel
10. 12C Serial Interface LCD Adapter N/A
11. Digital Multimeter Z0Y1 ZT-S1
12. 3D Printer Ender-3

(i)

Raspberry Pi 4B

The Raspberry Pi 4B as shown in Fig. 4 was used in this project as the sink node where the
data collected by the different sensor nodes was forwarded for local storage as well as

processing.

The Raspberry Pi is a cheap, single-board, high performance Linux-based computer that allows
controlling of physical computing electronic components and loT devices through its set of

General-Purpose Input Output (GP10O) pins.
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The Raspberry Pi 4B in particular provides desktop performance with increased CPU clock

speed, memory, network connectivity and multimedia performance in comparison with its

predecessor the Raspberry Pi 3B+.

Choice of RAM

More powerful
processor

|168|(268|[468|[8GB]

- P
Gigabit
use-c Ethernet
Power supply
use3

Micro HDMI Ports —
Supporting 2 x 4K displays

use 2
Figure 4. Raspberry pi 4B

(i)  ESP32 Microcontroller Board

The ESP32 was used as the microcontroller board in each of the sensor nodes where it was

interfaced with various sensors capturing different environmental parameters (Fig. 5).

Figure5: ESP32 microcontroller board

ESP32 is a 32-bit low-power, low-cost dual core microcontroller with inbuilt Wi-Fi and

Bluetooth connectivity as well as a capacity of at least 30 usable GPIO pins (Fig. 6).
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Figure 6: The ESP32 microcontroller pinout
(i)  Temperature and Humidity Sensor

The DHT22 sensors as shown in Fig. 7 were used to measure the ambient as well as rack
temperature and humidity. It utilizes a thermistor and a capacitive humidity sensor to capture

readings.

Two DHT sensors were utilized i.e., one for measuring ambient temperature and humidity

while the other for measuring the rack temperature and humidity.

Figure 7:  The DHT22 sensor
(iv)  Smoke Sensor

The MQ2 sensor as shown in Fig. 8 was used to detect smoke in the data centre. It is a metal
oxide semiconductor that utilizes a voltage divider network to detect concentration of gases
such as smoke, LPG, propane, hydrogen, alcohol, carbon monoxide and methane with the range
of 200 to 10000 parts per million (ppm).
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Figure 8: MQ2 sensor
(V) Voltage Sensor

The ZMPT101B Voltage Sensor (Fig. 9) was used to measure the incoming voltage of the data
centre power supply. The sensor utilizes the resistive divider design principle in measurement

of voltage.

Figure 9: The ZMPT101B sensor

(vi)  Current Sensor

The ACS712 sensor module as shown in Fig. 10 was used to measure the incoming current of
the data centre power supply. It can measure AC as well as DC and is easy to interface with

any microcontroller.

Figure 10: The ACS712 sensor
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(vii)  Water Level Sensor

The Solu SL067 sensor as shown in Fig. 11 was used to detect water leakage in the data centre.
When exposed to water, the power and sensor traces combine to form a variable resistor similar

to a potentiometer whose resistance varies accordingly.

Figure 11: Solu SL067 sensor
(viii) Liquid Crystal Display

The liquid crystal display (LCD) 20x4 display module (Fig. 12) was used to display the sensor
values being measured on each sensor node and therefore provided a means of onsite

monitoring of the different environmental parameters.

Figure 12: The LCD 20x4 display module
(ixX)  The 12C Serial Interface LCD Adapter

This is a device with a PCF8574 microcontroller chip that uses a two-wire communication
protocol to interface with other micro-controller chips (Fig. 13). It enables the 20x4 LCD to be
controlled by only two wires i.e., SCL and SDA. It conserves numerous microcontroller pins

in addition to allowing LCD contrast control through its inbuilt potentiometer.
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Figure 13: The 12C Serial Interface LCD Adapter

(x) Buzzer

A buzzer as shown in Fig. 14 was used to produce a sound alarm in case a predefined threshold
is exceeded. A buzzer is an audio signaling device that converts audio signals to sound signals

commonly used in timers, alarms, and computers.

Figure 14: Buzzer
(xi)  Digital Multimeter

A digital multimeter is a test instrument used to measure electrical quantities, primarily voltage,
current and resistance (Fig. 15). The ZOY1 ZT-S1 digital multimeter was used in the calibration
of the ZMPT101B voltage sensor and ACS712 module.
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Figure 15: ZOYI ZT-S1 digital multimeter
(xii)  The 3D Printer

A 3D printer is a device that makes it possible to produce physical objects from three-
dimensional digital models, usually by applying successively numerous thin layers of a
material (Fig. 16). The Ender-3 was used to make custom 3D casings to house the sensor nodes

as well as the sink node.

Figure 16: Ender-3 3D printer
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3.8.2 Software Tools Requirements
Q) Thonny IDE

It is a pre-built user-friendly Python Integrated Development Environment on Raspberry Pi
that allows various ways of stepping through code as well as step by step evaluation of

expressions and was used for programming the Raspberry Pi.
(i)  Arduino IDE

It is an open-source user-friendly development environment that comprises of a text editor, text
console, message area and tool bar used for uploading of software programs to Arduino
hardware as well as other microcontrollers like ESP32. It was used for writing, compiling and

uploading C++ programs to the ESP32 microcontrollers.

(i)  MySQL

MySQL is a free widely used open-source relational database management system based on
the standard Structured Query Language (SQL). It was used to store the readings or

measurements from the different sensor nodes.
(iv) XAMPP

It is a free open-source solution stack for web development that consists of a database server
(MySQL/MariaDB), web server (Apache) and scripting engines (PHP and Perl). The XAMPP
was used to host the MySQL database on the sink node.

(V) Plotly Dash

This is a low-code python-based framework for rapidly building data driven interactive web
dashboards. It is built on top of Plotly.js, React and React making it suitable for developing
customized user interfaces. This was used to develop the web dashboard for displaying the

different sensor readings.
(vi)  Visual Studio Code

It is a free general purpose source code editor that supports numerous modern-day features
such as intelligent code auto completion, debugging, Git version control, syntax highlighting

and code refactoring. It was used for writing PHP scripts that were responsible for sending data
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from the sensor nodes to the sink node via HTTP as well as plotly dash code for developing
the web dashboard.

(vii) JupyterLab

It is a flexible web based interactive development environment optimized for data science and
machine learning. This was used in the development of the machine learning models for

forecasting temperature and humidity patterns.
(viii) Google Colab

Google Colab is an online machine learning and data science tool that facilitates integration of
python code, HTML, LaTex, charts and images into a sole document. This was also utilized in
the development of the machine learning models for forecasting temperature and humidity

trends.
(ix)  Fusion 360

Fusion 360 is a software platform created by Autodesk that is used for Printed Circuit Board
(PCB) design, 3D modelling, Computer Aided Design (CAD), Computer Aided Manufacturing
(CAM) and Computer Aided Engineering (CAE). It was used for designing the PCBs of the
sensor nodes as well as their respective 3D casings.

(x) IFTTT

The IFTTT stands for If This Then That. It is a web service that facilitates the connection of
events using simple conditional statements. The IFTTT was used in the integration of the email
and SMS alerts.

(xi)  Callmebot WhatsApp Bot

It is an easy-to-use API that sends WhatsApp text messages from loT devices, scripts,

programs. It was used in the integration of the WhatsApp alerts.
3.9  System Testing

The system underwent various testing during the course of its development as follows:
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Q) Unit testing was carried out whereby individual modules were independently

scrutinized to ensure that they operated properly.

(i) Integration testing was performed after unit testing. This involved combination of

different modules and testing them as a whole.

(iii)  After integration testing, system testing was carried out to evaluate if the system met

the specified requirements.
3.10 System Validation

User Acceptance Testing (UAT) was executed by the end users to determine if the developed

system met the user needs and ensured that it was viable in the real production environment.

Selected end users i.e., data centre operators, company administrators and employees were
allowed to interact with the developed system and each was requested to fill in a user

experience evaluation form whose feedback was used to validate the system.
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CHAPTER FOUR
RESULTS AND DISCUSSION
4.1  Requirements Gathering

41.1 Overview

An online questionnaire was designed and distributed to Eight (8) institutions with data centres
across Uganda. The questionnaire included a number of both multi-choice as well as open
ended questions aimed at gathering relevant primary data that would improve the research
study as illustrated in Appendix 1. Nineteen (19) personnel that frequently interact with data

centres in the selected institutions took part in the survey as illustrated in Table 2.

Table 2:  Target institutions and participant distribution

S/N  Name of institutions Number of participants
1.  netLabs!UG 5
2. Marconi Research and Innovation Lab 5
3. CSquared 2
4.  Soliton Telmec 3
5. Uganda Internet eXchange Point (UIXP) 1
6. Directorate for ICT Support (DICTS) — Makerere 1

University
7. Inter-University Council of East Africa (IUCEA) 1
8.  Lira University 1
Total 19

4.1.2 Questionnaire Findings

Figures 17 — 23 depict some of the questions in the online questionnaire and their corresponding

analyzed results from the 19 participants.
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Does your company data centre/server room have an environmental monitoring system?
19 responses

® Yes
® No
@ Not Applicable

Figure 17: Response to whether their data centres had an environmental monitoring

system

The majority, accounting for 57.9% of the participants, indicated that their company data
centers did not have environmental monitoring systems. On the other hand, 36.8% of the
participants confirmed that their company data centers were equipped with environmental
monitoring systems. A smaller portion, comprising 5.3% of the participants, found the question
not applicable to their situation. This highlights varying levels of adoption and awareness of
environmental monitoring systems in company data centers, indicating room for improvement

in implementation to ensure optimal conditions and mitigate risks.

Have environmental factors e.g. extreme temperatures, humidity, water, fire, power surges and

spikes caused work disruptions?
19 responses

® Yes
® No
# Not Applicable

Figure 18: Response to whether environmental factors have ever caused work
disruptions
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A significant majority of participants, specifically 84.2%, recognized that environmental
factors have caused work disruptions at some point. This suggests that environmental
conditions have had an impact on their work environment, emphasizing the need to address

and mitigate these issues for a more stable work environment.

Which environmental factors do you think affect data centres/server rooms the most?

19 responses

Temperature 16 (84.2%)
Humidity 9 (47 .4%)
Water 6 (31.6%)
Fire -5 (26.3%)
Power surges and spikes 15 (78.9%)

Dust 1(5.3%)

Figure 19: Response to the environmental factors thought to affect data centres the most

Temperature was identified by the majority of participants (84.2%) as the most influential
factor affecting the data center, followed by power surges and spikes (78.9%) and humidity
(47.4%). This emphasizes the need for effective monitoring and management of these factors.

Do you think it is necessary to have an environmental monitoring system in a data centre/server

room?
18 responses

® Yes
® No
® Maybe

Figure 20: Response to whether it is necessary to have an environmental monitoring

system in a data centre
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Every participant recognized the importance of having an environmental monitoring system in
their data centers. This highlights the need to prioritize their implementation for optimal

performance, reliability, and safety.

Do you think prediction of some of the environmental factors will assist in the proper operation of

the data centre/server room?
19 responses

® Yes
® No
@ Maybe

Figure 21: Response to whether prediction of some of the environmental factors would

assist in the proper operation of the data centre

All participants acknowledged that prediction of some of the environmental factors would enhance the
operation of data centres. This highlights the significance of leveraging predictive capabilities to
anticipate and proactively address environmental conditions that may impact the performance, stability,

and reliability of data center operations.

Which alert mechanisms would you prefer 1o have in place incase of detection of any undesirable
environmental conditions?

19 responses
SMS 14 (73.7%)
Email 13 (68.4%)
Physical Alarm 15 (78.9%)
Whatsapp 9 (47 4%)

0 5 10 15

Figure 22: Response to the preferred alert mechanisms
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The majority of participants (78.9%) favored a physical alarm as their preferred alert
mechanism, followed by 73.7% who preferred SMS, 68.4% who favored email, and 47.4%
who preferred WhatsApp. This suggests that there is still a preference for traditional
notification methods that provide immediate and attention-grabbing alerts. However, it is also
worth noting that a considerable portion of participants expressed a preference for digital
communication channels such as SMS, email, and WhatsApp. This highlights the need for a
versatile alert system that can cater to different preferences and ensure effective and timely

notifications in data center environments.

Which alert mechanism is your company using incase of any undesirable environmental conditions
in the data centre?

19 responses
SMS
Email
Physical Alarm
Whatsapp
K 10 (52.6%)

Web based system

Figure 23: Response to the alert mechanisms their institutions were currently using

Among the participants, 52.6% reported the absence of an alert mechanism in their data centers
for detecting undesirable environmental conditions. On the other hand, 31.6% utilize physical
alarms, 21.1% rely on email, 15.8% utilize WhatsApp, and 5.3% employ SMS and a web-based
system for alert notifications. This highlights a potential gap in the infrastructure of these data
centers, as the absence of an alert mechanism can lead to delayed response and potential risks.
The varying preferences for different alert mechanisms suggest the need for flexibility and
customization in implementing alert systems that align with the specific requirements and

preferences of data center operators.



4.1.3 ldentified Requirements

The system requirements were gathered using an online questionnaire as described in the above
sections and illustrated in Appendix 1. Both functional and non-functional requirements were
identified as described in Table 3 and Table 4.

Table 3: Identified functional requirements

S/N  Functional Requirement Description

1. Measure temperature and The system measures ambient as well as rack
humidity temperature and humidity within a data centre

2.  Detect smoke The system detects presence of smoke with the data
centre premises

3. Detect water leakage The system detects water leakage within the data
centre

4.  Measure voltage and current ~ The system measures the voltage and current of the
data centre power supply

5. Store data The system stores data both locally and to the cloud

6.  Provide alerts The system provides alerts to stakeholders upon
detection of any undesirable conditions in the data
centre

7.  Forecast temperature and The system predicts future temperature and
humidity patterns humidity trends

Table 4: Identified non-functional requirements

S/IN  Non-Functional Requirement Description

1.  Reliability and availability The system is readily available and operates
with similar efficiency after extensive use

2.  Performance The system is relatively efficient and effective
3. Security The system data is stored in a secure database
4.  Scalability The system allows integration of more sensor

nodes while maintaining similar performance

5. Usability The system is usable by end users with
minimum instructions
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4.2  System Design
4.2.1 System Architecture

The system comprises of a heterogeneous WSN with four (4) sensor nodes and a sink node as
illustrated in the system architecture in Fig. 24.

Sensor Nogde * Sensor Node 3 Merls
o
esp32 MCU %,.,.4 \"’I-Fi& esp32 MCU A
Sensor Node 2 \ Sensor Node 4
esp32 MCU % %@ @sp32 MCLU
i '\\ ,."‘ - -
Wi-Fi ~— ¥ WI-FI
&
B

L PR
eI N

> i.i Raspberry Pl
(Sink Node) .’))
Wi-Fi

|

End Usef Devices End User

= @ V-. |
4 -_ >
e 3
Powesr Supply Machine Leaming Model Alarm Cloud Web Dashboard

Figure 24: System architecture describing conceptual interactions of the sensor nodes,

sink node and end user

The sensor nodes measure various environmental parameters, including temperature, humidity,
smoke, water, current, and voltage. The sensed readings are wirelessly transmitted to the sink
node for local storage in a database. Machine learning models deployed on the sink node are
utilized to predict future temperature and humidity patterns. In case any undesirable condition
is detected, alerts are sent to data center administrators. Additionally, the stored readings are
sent to the cloud for logging purposes and real-time visualizations of the sensed environmental

parameters as well as forecasts are provided through a web dashboard.
4.2.2 System Block Diagram

The system was further decomposed into five (5) components or units as demonstrated in Fig.
25.
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Alerting

Sensing Monitoring and Analysis
S J_/_)'

Processing and Storage

Time Series Forecasting

Figure 25: Block diagram defining interrelations among system units

The sensing unit comprises of sensor nodes, responsible for measuring environmental
parameters of temperature, humidity, smoke, water, current, and voltage. The processing and
storage unit is responsible for both local and cloud storage of the readings obtained from the
sensing unit. It is also responsible for the deployment of the machine learning models from the
time series forecasting unit. The monitoring and analysis unit encompasses a web dashboard
that offers real-time visualizations of the sensed parameters, showcasing their various trends
and patterns. The alerting unit is designed to trigger a sound alarm and send alert notifications
to data center administrators whenever any unfavorable environmental condition is detected.
Lastly, the time series forecasting unit incorporates machine learning models dedicated to
predicting future temperature and humidity patterns.
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4.2.3 Sensor Nodes Circuit Diagrams

The circuit diagrams of the sensor nodes were designed using fritzing software and kapwing

online design platform and are illustrated in Figs. 26, 27 and 28.
Q) Sensor Node 1 and 2

The ESP32 microcontroller board is connected to a DHT22 sensor, MQ2 sensor, 20x4 LCD,
and buzzer, using a breadboard. The VCC and GND pins of the DHT22 sensor and MQ2 sensor
are connected to the respective 3.3 V and GND pins of the ESP32. The DATA pin of the
DHT22 sensor is connected to GPIO pin 2, while the AOUT pin of the MQ2 sensor is connected
to GPIO pin 4. An 12C LCD adapter is used to simplify the connection to the 20x4 LCD, where
the VCC pin is connected to the 5V pin, the GND pin to the GND pin, and the SDA and SCL
pins to the corresponding pins on the ESP32. Lastly, the negative terminal of the buzzer is
connected to the GND pin, and the positive terminal is connected to GP1O pin 18.

1 12C LCD
— ADAPTER

LCD

ESP32
MCU

Figure 26: Sensor node 1 and sensor node 2 circuit diagram
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(i)  Sensor Node 3

The ESP32 microcontroller board is connected to a Solu SL067 water level sensor, 20x4 LCD,
and buzzer, using a breadboard. The power pin of the water level sensor is connected to GP1O
pin 17 of the ESP32. The GND pin of the water level sensor is connected to the respective
GND pin of the ESP32. The signal pin of the water level sensor is connected to GPIO pin 35.
An 12C LCD adapter is used to simplify the connection to the 20x4 LCD, where the VCC pin
is connected to the 5 V pin, the GND pin to the GND pin, and the SDA and SCL pins to the
corresponding pins on the ESP32. Finally, the negative terminal of the buzzer is connected to

the GND pin, and the positive terminal is connected to GPIO pin 18.

J 12C LCD
™ ADAPTER

LCD

WATER LEVEL
SENSOR

||

Figure 27: Sensor node 3 circuit diagram
(iii)  Sensor Node 4

The ESP32 microcontroller board is connected to a ZMPT101B sensor, ACS721 sensor, 20x4
LCD, and buzzer, using a breadboard. The VCC and GND pins of the ZMPT101B sensor and
ACS721 sensor are connected to the respective 3.3V and GND pins of the ESP32. The VOUT
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pin of the ZMPT101B sensor is connected to GP10 pin 35, while the OUT pin of the ACS721
sensor is connected to GPIO pin 34. An 12C LCD adapter is used to simplify the connection to
the 20x4 LCD, where the VCC pin is connected to the 5 V pin, the GND pin to the GND pin,
and the SDA and SCL pins to the corresponding pins on the ESP32. Lastly, the negative
terminal of the buzzer is connected to the GND pin, and the positive terminal is connected to
GPIO pin 18.

ZMPT1018
SENSOR

== KAPWING

Figure 28: Sensor node 4 circuit diagram
4.2.4 PCB Schematic Design

The schematic and layout designs of the sensor nodes’ PCBs were designed using Fusion 360
software as illustrated from Fig. 29 to Fig. 34. The connections depicted in the PCB schematic
and layout for the different sensor nodes correspond precisely to those described in the circuit
diagrams for the respective nodes. This was to ensure a consistent representation of the circuit

connections between the circuit diagrams and the actual PCB design.
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Q) Sensor Node 1 and 2

Figure 29: Sensor node 1 and sensor node 2 PCB schematic diagram

Figure 30: Sensor node 1 and sensor node 2 PCB layout
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Figure 31: Sensor node 3 PCB schematic diagram

Figure 32: Sensor node 3 PCB layout
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(iii))  Sensor Node 4

Figure 33: Sensor node 4 PCB schematic diagram
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Figure 34: Sensor node 4 PCB layout
4.2.5 3D Model Design

The 3D casings of the sensor nodes and sink node were designed using Fusion 360 software as
illustrated from Figs. 35, 36 and 37.
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Figure 35: Sensor node 4 3D model layout

Figure 36: Sensor node 3 3D model layout

Figure 37: Sink node 3D model layout
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4.3  Development of an 1oT Environmental Monitoring System
4.3.1 Overview

The 10T environmental monitoring system consists of a sensing unit, processing and storage

unit, monitoring and analysis unit as well as an alerting unit.
4.3.2 Sensing Unit

The sensing unit consists of four sensor nodes that were set up and configured as described
below. The sensor nodes were initially developed using breadboards but were later fabricated
on PCBs and housed in customized 3D casings.

Q) Sensor Node 1 and Sensor Node 2

Sensor Node 1 and Sensor Node 2 as illustrated in Figs. 38 and 39 are identical where the
former is used for rack monitoring while the latter is used for ambient monitoring. They are
composed of an ESP32 microcontroller, a DHT22 sensor, an MQ2 sensor, a 20x4 LCD display

module and a buzzer.

The DHT22 measures temperature and humidity readings, the MQ2 sensor detects presence of
smoke, the 20x4 LCD display module displays sensor readings and the buzzer produces an
audio alarm in case (a) either temperature or humidity is outside the optimal data centre range
(temperature below 15°C or above 32°C and humidity below 20% or above 80%) (Standards
and Guidelines, 2019), or (b) if smoke is detected.

Figure 38: Sensor node 1 upper view
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Figure 39: Sensor node 1 PCB configuration
(i) Sensor Node 3

This sensor node consists of an ESP32 microcontroller, a water level sensor for detecting the
presence of water, a 20x4 LCD display module for displaying sensor readings and a buzzer to

produce an audio alarm in case water is detected as illustrated in Figs. 40 and 41.

Figure 40: Sensor node 3 upper view
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Figure 41: Sensor node 3 PCB configuration
(i) Sensor Node 4

It is composed of an ESP32 microcontroller, a ZMPT101B voltage sensor, an ACS721 current

sensor module, a 20x4 LCD display module and a buzzer as illustrated in Figs. 43 and 44.

The ZMPT101B voltage sensor measures input AC voltage, the ACS721 current sensor module
measures input AC current, the 20x4 LCD display module displays sensor readings and the

buzzer produces an audio alarm in case of voltage spikes (voltage exceeds 245 V).

A digital multimeter was used in calibration of the ZMPT101B voltage sensor whose
potentiometer was adjusted until sensor readings matched those of the multimeter as illustrate
din Fig. 42.

Figure 42: Calibrating voltage sensor using a digital multimeter
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Figure 43: Sensor node 4 upper view

Figure 44: Sensor node 4 PCB configuration
4.3.3 Processing and Storage Unit

A Raspberry Pi 4 illustrated in Fig. 45 was set up as the sink node. The sensor nodes send or
publish their readings to a local MySQL database via Wi-Fi by making an HTTP POST request
to the Raspberry Pi LAMP server. Furthermore, the machine learning models responsible for

forecasting temperature and humidity trends are deployed on the sink node.
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Figure 45: Raspberry pi sink node in customized 3D casing upper view

The sensor readings are inserted into the database every five (5) minutes as shown in Fig. 46
and the database is backed up to the local SD card of the Raspberry Pi as well as Google Drive

after every 24 hours using the SqlBak service as illustrated in Fig. 47.

b 1721620073 / locall x| $ v
€ 52 C A
phpMyAdmin
salv ge Bowse ¥ Souctare o SQL v Search 3= Ingert o Export o import ¥ More
- F = -7 -+ Ml date tane temperature  humsdity
r Eim i..l U ots-n. 1 RI0T08 154235 O™ 4520
-
& Now 1 o Et 3¢ Copy O Detee 1 2020706 158748 2080 4520
=4 ont)_dats S Em §iCopy @ Deisse 135 20220706 155255 nan rar,
—_ g New (] M §< Copy © Osese 1 20020706 155801 2080 4550
= 7. SenaciOata ) Edt §H Copy @ Desete 127 20220706 180208 3050 4570
- nfarmanon schema
- (] L EM < Copy © Ossse 128 220706 180814 2050 A% 0
- mysg -
J Em §é Copy © Owwete 129 20270706 161320 3050 4% W0
#-00 perfommance schena
#- ¢ phpoyadmn ] o Ett §< Copy @ Detse 130 MO207.06 161044 2050 5™
& Edn §< Copy @ Oslemw 131 20020706 142250 3080 4410

Figure 46: Sample data stored in the MySQL database
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Backup job New Backup job has completed

All Bmes are in (UTC+«03.00) Nakrobs

Backup job: New Backup job

Server: raspberrypi

DBMS: MySQL Server (through TCP/P): localhost: 3306
Start time: 8/1/2022 4.30.02 PM

Duration: 00:00:44

Backup type: Full

Backup archive size: 21 57 KB

Next start: 8/2/2022 4:30.00 PM (Full)

Database count: 1

Backup objects:

1. dht1_data Full backup - Success 21 57 KB

on Folder: fhome/wayne/db_backups - Success
2. dht1_data Full backup - Success 21 .57 KB

on Google Drive: wayne redemption - Success

Figure 47: Confirmation message of successful database backup using SqlBak

A simple web page illustrated in Fig. 48 was designed to display the readings stored in the
database and is updated once a new record is stored. The web page can be accessed across the
local network and enables visualization of the stored sensor readings without necessarily
logging into the database.

& @ - .f.:vn& X Adtion = Sl view > 1
N ¥

W& 17216200 73 / localt x| @ 17216200 Ti/esp-ds x
€ 2 C A 1721620073

D Date_Time Temperature{"C)  Humidicy
149 2022-07-06 175622 3050 4250
148 2022-07-06 1751:05 3050 425
147 2020706 17:46:06 30,50 4260
146 20220706 178056 2550 550
145 2022-07-06 173551 .50 4210
144 2022-07-06 172040 2050 450
143 20220700 172526 205 4%
142 2002-07-06 17:20:18 30,60 4190
141 2022-07-06 17:15:11 30,50 419
180 2022.07.06 17:10:05 30.60 4200
139 20220706 170455 3060 480
13 20220706 165948 30,60 4N
137 2002-07-06 165442 30.60 4330
136 2022-07-06 16:4936 3070 4310
130 20020700 164426 30,70 4100
134 2022-07-06 16c3%:16 30.70 H 9%
133 2022-07-06 i634:08 370 0

Figure 48: Web page displaying sensor readings stored in the database
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The Raspberry Pi can be remotely accessed through Secure Shell (SSH), Virtual Network
Computing (VNC) and TeamViewer. SSH and VNC can be used to access it while it is on the
same network with the connecting device while TeamViewer can be used to access it from
anywhere across the globe as long as both the Raspberry Pi and the connecting device have an

Internet connection.

v Sesslon st

MR DESKIOP-JKNVCOS
771 540 313

Figure 49: Raspberry pi TeamViewer interface
4.3.4 Alerting Unit

Each sensor node consists of a buzzer that produces an audio alarm in case an undesired event
is detected. In addition, sensor nodes are integrated with email, SMS and WhatsApp alerts that
are sent to data centre administrators in the event of unfavorable environmental conditions in

the data centre as illustrated from Fig. 50 to Fig. 64.

The IFTTT web service was used in the email and SMS alert integration while Callmebot

WhatsApp bot API was used for the WhatsApp alert integration.

= M Gmail Q Search in mail
/ Compose € 8 0 ® B8 0 @ B D
G b = Datacentre Alert System inbox »
nbox
W Starred Webhooks via IFTTT <action@ifttt.com> Unsubscribe
@® Snoozed tome v
B Sent Dear Administrator,
D Sraft ) Alert!!! Water Detected in netLabs!UG Datacentre.
v More

Figure 50: Water alert email notification
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M Gmail Q  Search mail

« B O =B 2 0 @ m D

¢/ Compose
Data Centre Smoke Alert b «
& Inbox 306
fr Starred 8 Webhooks via IFTTT coction@atin come Lmuineing
@ Snodcized —
B Sant Dear Administrator,
IE o ) Alert!ll Smoke Detected in netLabs!UG Data Centre.
v More
Regards.
Labels + Data Centre Alert System

Figure 51: Smoke alert email notification

o M Gmail Q  Search mail
2 ¢ € B O @® B 0 @& Bm D i
BTE = Data Centre Temperature Alert o »

X
Y Starred z Webhooks via IFTTT «actne mit com
@ Snoozed ! -
B Sent Dear Administrator,
G brags Alert!!! Extreme Temperature Detected in netLabs/UG Data Centre.
v More

Regards,

Labels + Data Centre Alert System

Figure 52: Temperature alert email notification

= M Gmail Q Search mail
2 Ouigan « m 0 20 @ m D ¢
& box o Data Centre Humidity Alert be «
" Starred 8 Webhooks via IFTTT «uctoatiitn com Lumansros
® Sncozed y e
BBt Dear Administrator,
0/ - Oraha Alert!ll Extreme Humidity Detected in netLabs!UG Data Centre.
v  More
Regards,
Labels + Data Centre Alert System

Figure 53: Humidity alert email notification
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Figure 54: Voltage alert email notification
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Figure 55: Smoke alert WhatsApp notification
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Figure 59: Temperature alert WhatsApp notification
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Figure 61: Voltage alert SMS notification
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Figure 64: Temperature alert SMS notification
4.3.5 Monitoring and Analysis

Sensor readings are sent to the ThingSpeak platform using the ThingSpeak API for cloud data
logging and are updated every five (5) minutes as illustrated in Figs. 65, 66 and 67.
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Figure 65: Sensor node 3 ThingSpeak channel
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Figure 66: Sensor node 1 ThingSpeak channel
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Figure 67: Sensor node 4 ThingSpeak channel
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A customized web dashboard was developed using the dash framework, and it utilizes the
ThingSpeak platform iframes to display real-time trends of the environmental parameters
measured by the different sensors as well as forecasts from the time series forecasting machine
learning models. The dashboard consists of four (4) pages i.e., sensor node 1, sensor node 2,
sensor node 3, sensor node 4 pages displaying trends of the various measured parameters and

forecasts page displaying the predicted temperature and humidity patterns as illustrated from
Fig. 68 to Fig. 71.

« C (O ais &« a06€

Monitoring Data Centre Environmental Monitoring System

Dashboard Sensor Node 1

e e e e e—

Monitoring Data Centre Environmental Monitoring System

Dashboard Sensor Node 3

Figure 69: Sensor node 3 page displaying water level trends
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Figure 70: Sensor node 4 page displaying voltage, current and power trends
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Figure 71: Forecasts page displaying predicted temperature and humidity trends
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4.4  Development of Time Series Forecasting Models for Temperature and Humidity
44.1 Overview

The dataset was collected from sensor node 1 deployed in the netLabs!UG data centre,
Kampala, Uganda where sensor readings were logged every five (5) minutes for a period of 44
days (from 11 July 2022 to 25 August 2022).

Table 5: Dataset description

S/N Feature No of observations
1. id 8010
2. date_time 8010
3. temperature 7998
4. humidity 7998

This phase involved data preprocessing, exploratory data analysis, modeling and evaluation as

elaborated in the sections below.
4.4.2 Data Preprocessing

This involved inspection of the panel data captured from the sensor nodes, data cleaning
(checking and handling of missing values), data type validation, time series validation as well
as data range validation. The aim was to get a better understanding of the data and to prepare

it for training the machine learning models.

The dataset was checked for missing values and it was discovered that there were twelve (12)
missing values found. The missing values were due to sensor malfunctions during the data
collection. Linear interpolation was utilized to handle the missing values due to its ability to

maintain temporal continuity.

The data types of the panel data were explored and it was observed that 1 feature was of integer

data type, 1 feature was of object data type while 2 features were of float data type.

The panel data was also observed to be in the expected time series ranges i.e., between 11 July
2022 and 25 August 2022.
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All the observations were found to be in the expected standard range with no unacceptable

outliers observed.
4.4.3 Exploratory Data Analysis

This involved disclosing of the different data constraints, identifying of significant features as

well as suitable methods to be employed in the modelling phase.

Matplotlib and seaborn libraries were used to create visualizations that provided more insights

about the panel data that in turn guided in the building of the machine learning models.

The stationarity of the time series was checked using the Augmented Dickey—Fuller (ADF) test
as well as Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test where both tests confirmed that the
series were stationary. The results of the tests are illustrated in Figs. 72 and 73 as well as Table
6.

ADF Statistic -4.800,
Critical Values 1%: -3.432, 5%: -2.862, 10%: -2.567
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Figure 72: Temperature distribution with ADF statistic and critical values
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Figure 73: Humidity distribution with ADF statistic and critical values
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Table 6: p-values from the ADF and KPSS stationarity tests

Parameter ADF p-value KPSS p-value
Temperature 5.44e-05 0.055
Humidity 7.50e-08 0.1

Different time series features were created and the temperature and humidity trends of each

were explored as illustrated in Figures 74 - 77,
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Figure 74: Temperature distribution by minutes and hour

The distribution of temperature by minutes exhibits a consistent pattern, with slight variations
in the peaks starting from the 35" minute. In contrast, when examining the temperature
distribution by hours, similar peak values are observed for the first eight hours. However,
starting from the 9" hour and continuing until the 11" hour, a gradual increase in the peak
values is noticed. After the 11" hour, the peak values gradually decrease, indicating a reduction

in temperature towards the end of the observed time range.
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Figure 75: Temperature distribution by day and week
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The temperature distribution by day of the week reveals different peaks for each day,
suggesting unique temperature patterns throughout the seven-day cycle. Conversely, the
temperature distribution by week of the year indicates similar peak values for the first two

weeks, followed by a decrease in peak values during the last week.
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Figure 76: Humidity distribution by minutes and hour

The humidity distribution by minutes demonstrates a fairly consistent pattern throughout the
60 minutes, with little variation observed. On the other hand, the humidity distribution by hour
shows similarities in peak values for the first 4 hours, followed by slight increases and
decreases in peaks during specific hour ranges. The 10" to 12'" hour exhibits a gradual increase
in peak values, while the 13" to 16" hour shows a gradual decrease. Subsequently, the peak

values become fairly similar for the remaining hours.
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Figure 77: Humidity distribution by day and week
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Both the humidity distribution by day of the week and week of the year highlight variations in

peak values, indicating different humidity patterns throughout the respective time periods.
4.4.4 Modelling

The dataset was split into a train dataset and test dataset in a ratio of 0.8:0.2 respectively.
Temperature and humidity were the target features. ARIMA, Facebook Prophet and ES

algorithms were employed in training the models using the train dataset.
Q) Facebook Prophet

Facebook prophet is an open-source additive regression time series forecasting model
developed by Facebook that is available in both R and python programming languages. It
manages outliers effectively in addition to being robust to trend shifts and missing data. As a
result, it facilitates easy and fast training of time series models as it requires less feature

engineering.

Facebook Prophet is based on the concept of breaking down a time series into trend, seasonality
and holidays components, and then combining them to forecast future values in the series. The

components are highlighted as follows:

@ Trend: This component models non-periodic changes using a piecewise logistic or

linear growth curve.
(b) Seasonality: This component models periodic changes using Fourier series.
(© Holidays: This component models holidays and events using dummy variables.
The value of the time series at time t denoted as y(t) is expressed as:
y®) = g@® + s@® + h®) + &)
where:

e g(t) is the trend component,
e (1) is the seasonality component,
e h(t) is the holiday component,

e &(t) is the error term.
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The hyper parameters used in the training of the prophet models are illustrated in Table 7.

Table 7:  Hyper parameters used for the Facebook Prophet models

Hyper parameter Value
Growth linear
changepoint_prior_scale 0.01
seasonality_mode additive
daily_seasonality true
weekly_seasonality true
yearly seasonality false

The growth of the prophet models was set to linear as no saturation was observed in the panel

data while the seasonality mode was set to additive since a constant trend change was desired.

The trained models exhibit the trend, daily and weekly seasonality as illustrated in Figs. 78 and
79.
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Figure 78: Temperature model trend, daily and weekly seasonality
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Figure 79: Humidity model trend, daily and weekly seasonality
(i) Autoregressive Integrated Moving Average (ARIMA)

Autoregressive Integrated Moving Average (ARIMA) is a class of statistical analysis models
that are fitted to time series data to better comprehend the data or to forecast future data points
in the series. It is one of the most widely used time series forecasting approaches and only
requires prior data to generalize forecasts. Furthermore, its model accuracy can be improved

while maintaining a minimum number of parameters.

The ARIMA model is predicated on the hypothesis that time series data can decomposed into

three components as follows:

@ Autoregressive (AR): This component models the dependence of the present

observation of the time series data on its previous observations.

(b) Integrated (I): This component models the difference between the present observation
and the previous observation of the panel data so as to achieve stationarity in a time

series.

(© Moving Average (MA): This component models the time series’ residual error as a

function of the previous errors.
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The ARIMA model takes the general form of:
ARIMA (p.d,q)

where:

e p represents the order of the AR component,

e d represents the order of the | component,

e ( represents the order of the MA component.
The value of the time series at time t denoted as y(t) is expressed as:

y) = c+ Z{i=1Nplo iy {t-i} + 2 {j=1}"{q}0_je {t—j} + et

where:

e cCisaconstant

e ¢ iarethe AR terms

e 0 jare the MA terms

e ¢ tisthe errorterm at timet

The optimal order of the temperature and humidity ARIMA models was automatically obtained
using the pmdarima python library and their respective hyper parameter order values are
illustrated in Table 8.

Table 8:  Hyper parameters used for the ARIMA models

p d Q
Temperature 5 0 4
Humidity 3 0 2

The behavior of the fitted ARIMA models was examined using a plot of the residuals over
time, Q-Q plot to determine whether the residuals are normally distributed, a histogram of the
residuals and correlogram to indicate the autocorrelation of the residual errors at different lags

and these are illustrated in Figs. 80 and 81.
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Figure 80: Temperature model plot diagnostics
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Figure 81: Humidity model plot diagnostics
(iti)  Exponential Smoothing (ES)

Exponential Smoothing (ES) is a popular time series forecasting method employed for
univariate data. It allocates exponentially decreasing weights to past observations unlike in
single moving averages-based methods like ARIMA where the past observations are weighted
equally. The most recent observations are assigned relatively more weight in forecasting as
compared to the older observations. Exponential Smoothing is therefore usually used for short

term forecasting as its working principle doesn’t favor long term forecasting.

61



The value of the time series at time t denoted as y(t) is expressed as:
y) = axx(t) + (1 —a) x y(t—1)
where:
e X(t) is the actual value at time period t
e o is the smoothing factor (a value between 0 and 1)
e y(t-1) is the forecast for the previous time period (t-1)
The hyper parameters used in the training of the ES models are illustrated in Table 9.

Table 9: Hyper parameters used for the ES models

Hyper parameter Value
smoothing_level 0.85
smoothing_seasonal 0.5
smoothing_slope 0.6

4.45 Evaluation

The trained models were tested on the test dataset and the performance for each algorithm was
obtained in terms of MAPE, Mean Absolute Error (MAE) and Root Mean Squared Error
(RMSE) as summarized in Tables 10 and 11 as well as in Figs. 82 and 83.

Table 10:  Comparison of the performance of the employed algorithms for the

temperature models

Metric Facebook Prophet ARIMA ES

MAPE 5.771 6.459 6.495
MAE 1.480 1.667 1.672
RMSE 1.819 2.041 2.037

62



327 « train data

- forecasts
e testdata

[N
=4

Temperature
® R 8
- -
——edpons 052 * %
.o ve
r-“.. ~ . .—Z

22

20

2022-08-05 2022-08-07 2022-08-09 2022-08-11 2022-08-13 2022-08-15 2022-08-17 2022-08-19
Timestamp

Figure 82: Correlation of train data, forecasts and test data for the temperature model

Table 11: Comparison of the performance of the employed algorithms for the humidity

models
Metric Facebook Prophet ARIMA ES
MAPE 8.981 10.294 10.160
MAE 4.199 4.635 4.594
RMSE 5.256 5.272 5.218
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Figure 83: Correlation of train data, forecasts and test data for the humidity model

Based on the evaluation of Table 10 and Table 11, it is evident that Facebook Prophet
outperformed ARIMA and ES models consistently for both the temperature and humidity

forecasting. Facebook Prophet’s superior performance across all evaluation metrics suggests
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that it provides more precise forecasts and captures the underlying patterns and trends in the
data more effectively than ARIMA and ES models.

The Facebook Prophet models for temperature and humidity were deployed separately on the
sink node. This approach fosters focused analysis and enhanced result interpretability.
Furthermore, it allows for individual optimization, ensuring the unique characteristics of
temperature and humidity data contribute to accurate forecasting. Additionally, this approach
enables adaptability to changing conditions thereby facilitating appropriate fine-tuning of each

model based on evolving environmental patterns and factors.
45  Validation of the Developed lIoT Environmental Monitoring System
451 Overview

The developed IoT monitoring system was subjected to a user acceptance test to determine if
it met the needs of the end users. Five (5) end users from netLabs!UG were allowed to interact
with the system and each of them was requested to complete a user experience survey as

illustrated in Appendix 2.
4.5.2 Survey Findings
Figures 84-90 depict some of the questions in the user experience survey and their

corresponding analyzed results from the 5 participants.

On a scale of 1 to 5, how do you rate the developed system?

5 responses

1 (20%)

0 (0%) 0 (0%) 0 {0%)

Figure 84: Response to how the users rated the performance of the system
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Do you think the developed system is easy to use?
5 responses

@ Strongly Agree
® Agree

® Neutral

@ Disagree

@ Strongly Disagree

Figure 85: Response to the usability of the system

Do you think the developed system will improve the operations of the data centre?
5 responses

@ Stongly Agree
® Agree

@ Neutral

@ Disagree

@ Strongly Disagree

Figure 86: Response to whether the users thought the system would improve the data

centre operations

Would you be willing to start using the developed system in your data centre?

5 responses

@ Strongly Agree
@ Agree

@ Neutral

@ Disagree

@ Strongly Disagree

Figure 87: Response to whether the users were willing to start using the system
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Are the alert mechanisms integrated in the developed system are sufficient?
5 responses

@ Stongly Agree
@ Agroe

@ Neutral

@ Disagree

@ Strongly Disagree

Figure 88: Response to whether the integrated alert mechanisms were sufficient

Do you think the developed system is ready for deployment?
5 responses

@ Suongly Agree
® Agree

® Neutral

@ Disagree

@ Suongly Disagree

Figure 89: Response to whether the users the system was ready for deployment

Would you recommend the developed system to others?
5 responses

@ Strongly Agree
® Agree

® Neutral

@ Disagree

@ Suongly Disagree

Figure 90: Response to whether the users would recommend the system to others

4.6 Discussion

The requirements gathering phase revealed a unanimous consensus among all participants
regarding the importance of implementing an environmental monitoring system for their data
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centers. Surprisingly, 57.9% of the institutions represented in the study did not have such
systems in place, indicating a significant gap between the recognized need and the actual
implementation. Furthermore, a striking 84.2% of the participants acknowledged that they had
experienced work disruptions due to unfavorable environmental conditions. This highlights the
critical impact of environmental factors on data center operations and underscores the urgency
of addressing this issue. Among the institutions that did have environmental monitoring
systems in place, several limitations were identified. These included monitoring only a single
parameter, relying on a single means of alert mechanism, and lacking prediction capabilities.
It is noteworthy that all participants recognized that multiple environmental parameters affect
data centers, and they also acknowledged the potential benefits of predicting significant

environmental conditions to enhance data center operations.

The developed system comprises several key components i.e., a sensing unit, processing and
storage unit, alerting unit, monitoring and analysis unit, and a time series forecasting unit. The
sensing unit is responsible for measuring various environmental parameters i.e., temperature,
humidity, smoke, water, voltage, and current. These readings serve as the foundation for
monitoring and analyzing the data center's conditions. The processing and storage unit stores
and processes the collected readings from the sensing unit. This unit ensures that data is
efficiently managed and readily accessible for further analysis and decision-making. The
monitoring and analysis unit offers real-time visualizations of the sensed parameters, allowing
users to gain insights into the current environmental conditions of the data center. The alerting
unit is responsible for providing timely alerts in the event of any undesirable environmental
conditions. It employs various alert mechanisms such as audio alarms, WhatsApp messages,
email notifications, and SMS alerts. This ensures that relevant stakeholders are promptly
notified when predefined environmental parameter thresholds are exceeded. The time series
forecasting unit utilizes advanced machine learning models to predict future temperature and
humidity patterns. By leveraging historical data and machine learning algorithms, the system
can anticipate trends and provide valuable insights for proactive measures and decision-
making. Overall, the developed system ensures that organizations are continuously aware of
the environmental conditions within their data centers. By promptly notifying stakeholders of
any deviations from desired parameters, organizations can take proactive measures to mitigate
risks, minimize downtime, increase reliability, prevent equipment damage, and ultimately

reduce long-term operating costs.
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The developed system stands out from existing works due to several key advantages. Firstly, it
possesses forecasting capabilities, which are lacking in other data centre monitoring systems.
This forecasting ability enables firms to plan ahead, optimize resources, and implement
appropriate predictive measures. Furthermore, unlike many related works that focus primarily
on temperature and humidity, the developed system monitors a wide range of environmental
parameters. This comprehensive monitoring provides companies with a holistic understanding
of the data center environment, enabling more informed decision-making and analysis. In terms
of alert mechanisms, the developed system outperforms the majority of existing works. While
many projects rely on a single alert mechanism, the developed system incorporates four (4)
different alert mechanisms. This multi-channel approach offers numerous benefits, including
flexibility and redundancy. It ensures that notifications are delivered reliably, covers a broader
range of users' preferences, and enhances overall awareness to critical events. Additionally, the
developed system exhibits superior scalability compared to existing projects. It allows for the
seamless addition or relocation of sensor nodes without disrupting the existing infrastructure.
This scalability feature offers firms the flexibility to adapt to changing requirements and
expand their data centre monitoring capabilities without significant costs or technical

complications.

The system validation process yielded positive feedback from the respondents, indicating a
high level of satisfaction with the developed system. An overwhelming 80% of the participants
rated the overall performance of the system as 5 out of 5, demonstrating their confidence and
positive perception of its capabilities. The remaining 20% rated it as 4 out of 5, indicating a
still favorable assessment of the system. Furthermore, all participants strongly agreed that the
system was user-friendly and expressed their willingness to start using it. This feedback reflects
the ease of use and intuitive nature of the system, which contributes to its usability and
adoption. The participants also recognized the potential for the system to enhance the
operations of their data centers. They acknowledged the sufficiency of the incorporated alert
mechanisms, indicating that the system effectively provides timely notifications and alerts in
response to undesirable environmental conditions. Overall, the participants expressed their
readiness for system deployment and conveyed their intention to recommend it to others. This
positive endorsement highlights their confidence in the system's functionality, reliability, and

ability to address their environmental monitoring needs effectively.
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CHAPTER FIVE
CONCLUSION AND RECOMMENDATIONS
51 Conclusion

Data centres are an important aspect of many firms in the modern world facilitating their
various business operations. Undesirable environmental conditions such as extreme
temperatures, humidity, fire, voltage spikes and surges, and water leaks can lead to a decline
in performance, unexpected failures and total damage of equipment in the data centers. An
environmental monitoring system for data centres that utilizes 10T and machine learning was
developed to improve reliability as a result of decreased unplanned downtime, reduced risk of
equipment damage and data loss. It monitors environmental conditions in data centres in real-
time and provides alerts of undesirable environmental situations thereby allowing corrective
measures to be taken a timely manner. The Facebook prophet algorithm proved to be the best
algorithm for forecasting temperature and humidity patterns, returning a MAPE of 5.77% and
8.98%, MAE of 1.48 and 4.2, and RMSE of 1.82 and 5.26, respectively. By providing
prediction capabilities, monitoring multiple critical parameters, and offering scalability, the
system effectively addresses the technical gap identified in related works. As a result, it
significantly advances the state-of-the-art in environmental monitoring for data centers,

ensuring enhanced reliability and performance.
52  Recommendations

The developed system utilizes 10T technology that has demonstrated great results over time
across the environmental monitoring domain. Researchers can explore a Web of Things (WoT)
approach and its results compared with those of the developed loT system. By investigating
the potential benefits and drawbacks of WoT in comparison with the established 10T system,
researchers can gain valuable insights into the effectiveness and suitability of WoT for their
specific applications. Such a comparative analysis would contribute to advancing knowledge

and fostering innovation in the field of environmental monitoring.

Researchers should consider broadening the scope of the project beyond environmental
monitoring by incorporating conditioning mechanisms. By enabling the system to take
immediate corrective actions upon detecting any undesirable environmental conditions, this

enhancement will significantly improve the system's capabilities. The integration of
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conditioning mechanisms will empower the system to proactively respond to environmental
anomalies, ensuring a more resilient and automated approach to environmental management in

diverse settings.

In the future, a deep learning approach is envisioned to be employed for forecasting of
temperature and humidity patterns. The performance of deep learning models would then be
compared to that of the time series models incorporated in this system.

The system is currently powered by AC power supply. An alternative DC power supply is
envisaged to be integrated to ensure uninterrupted power supply in the events where AC power
supply is not available.
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Appendix 1:

Does your company data centre/server room have an environmental monitoring

system?

O
O
O

If you have selected yes, briefly describe how your current data centre

Yes
Mo

Mot Applicable

APPENDICIES

Requirements Gathering Questionnaire Sample

environmental monitoring system operates.

Your answer

Have environmental factors e.g. extreme temperatures, humidity, water, fire,

power surges and spikes caused work disruptions?

O
O
O

Which environmental factors do you think affect data centres/server rooms the

Yes
Mo

Not Applicable

most?

Temperature

Humidity

Water

Fire

Power surges and spikes

Other:
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Appendix 2:  User Acceptance Testing Questionnaire Sample

On a scale of 1 to 5, how do you rate the developed system? *
O O O O O

Do you think the developed system is easy to use? *

(O strongly Agree
O Agree

(O Neutral

(O Disagree

O Strongly Disagree

Do you think the developed system will improve the operations of the data centre?

O Strongly Agree
O Agree

(O Neutral
(O Disagree
O

Strongly Disagree

Would you be willing to start using the developed system in your data centre?

O

Strongly Agree
O Agree

O Neutral

O Disagree

O Strongly Disagree
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Appendix 3:  Ender-3 3D Printer in Action
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Appendix 4:  System Sensor Nodes and Sink Node
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77

Sensor Node 1 Breadboard Configuration

Appendix 5:



Appendix 6:  Sensor Node 1 Side View
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Appendix 7:  Sensor Node 3 Breadboard configuration
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Appendix 8:  Sensor Node 3 Breadboard Configuration with Water Level Sensor in
Water
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Appendix 9:  Sensor Node 3 Side View
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Appendix 10: Sensor Node 3 with Water Level Sensor in Water
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Appendix 11: Calibration of the Voltage Sensor
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Appendix 12: Sensor Node 4 Breadboard Configuration
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Appendix 13: Sensor Node 4 Side View
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Appendix 14: Sink Node Deployed in netLabs!UG Data Centre

Febyy
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Appendix 15: Sink Node Lower View
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Appendix 16: Sample Code for the Navigation Bar of the Web Dashboard

import dash

import dash_core_components as dcc
import dash_html components as html
import dash_bootstrap_components as dbc

colors = {
'background’: '#111111°',
"text': '#003366'

SIDEBAR_STYLE = {
"position": "fixed",
"top": @,
"left": 0,
"bottom": 0,
"width": "2@rem",
"padding": "2rem lrem",
"background-color": "#f8f9fa",
"color":"#336699",

CONTENT_STYLE =

"margin-left": "16rem",
"margin-right": "3rem",
"padding": "2rem 6rem",

create_navbar():
sidebar = html.Div(
[
html.H2("Monitoring Dashboard"”, className="display-4"),
html.Hr(),
html.H6(
"System Menu", className="lead", style={'align':'center'}
)J
dbc.Nav (
[
dbc.Button(
dbc.NavLink("Sensor Node 1 ", href="/",
active="exact"),
style={




'width': '15@px’

)
html.Br(),

dbc.Button(
dbc.NavLink("Sensor Node 2", href="/node_ 2",
active="exact"),
style={
'width': '150px’

)s

html.Br(),
dbc.Button(
dbc.NavLink("Sensor Node 3", href="/node 3",
active="exact"),
style={
'width': '15@px'

)s

html.Br(),
dbc.Button(
dbc.NavLink("Sensor Node 4", href="node 4",
active="exact"),
style={
'width': '15@px'

html.Br(),
dbc.Button(
dbc.NavLink("Forecasts

, href="forecasts",
active="exact"),
style={
'width': '150px'

)
1s

vertical=True,
pills=True,
)>
1,
style=SIDEBAR_STYLE,

)

return sidebar




Appendix 17: Poster Presentation
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Introduction

Data centres are a crucial part of many organizations in the
world today consisting of expensive assets that store and
process critical business data as well as applications
responsible for their daily operations. Unconducive
environmental conditions can lead to decline in performance,
sporadic failures and total damage of equipment in the data
centers which can consequently lead to data loss as well as
disruption of the continuity of business operations. To
address this, we have developed an environmental monitoring
system that employs loT and machine learning to monitor and
predict important environmental parameters within a data centre
setting.

System Architecture

The system comprises of a heterogeneous WSN with four (4)
sensor nodes and a sink node as illustrated in Figure 1
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Figure 1: System architecture

The system was further decomposed into five (5) components i.e.

sensing, processing and storage, alerting, monitoring and analysis

and time series forecasting.

Sensing Unit

Sensor Node 1 and Sensor Node 2: They are composed of an
ESP32 microcontroller, a DHT22 sensor, an MQ2 sensor, a 20x4
LCD display module and a buzzer.

Sensor Node 3: It consists of an ESP32 microcontroller, a water
level sensor, a 20x4 LCD display module and a buzzer.

Sensor Node 4: It is composed of an ESP32 microcontroller, a
ZMPT101B voltage sensor, an ACS721 current sensor module, a
20x4 LCD display module and a buzzer.

Processing and Storage

A Raspberry Pi 4 was set up as the sink node. The sensor nodes
send or publish their readings to a local MySQL database via Wi-
Fi by making an HTTP POST request to the Raspberry Pi LAMP
server.

Alerting

Each sensor node consists of a buzzer that produces an audio
alarm in case an undesired event is detected. In addition, sensor
nodes are integrated with email, SMS and WhatsApp alerts that
are sent to data centre administrators in the event of unfavorable
environmental conditions in the data centre.

Monitoring and Analysis

A customized web dashboard that utlizes the ThingSpeak
platform iframes was developed using the dash framework, to
displays real-time trends of the environmental parameters
measured by the different sensors.

Data Centre Environmental Monitoring System

Mongoring
Dashboard Sensor '
e A e -
Figure 2:. Web dashboard displaying temperature and humidity trends

Time Series Forecasting

The dataset was collected from sensor node 1 deployed in the
netLabs!UG data centre, Uganda

SIN Feature No. of Observations
1 d 8010
2 date_time 8,010
3 temperature 7,998
4 bumidity 7.998

Table 1: Dataset description
The models were trained using Facebook Prophet, ARIMA and
ES algorithms. Facebook Prophet manifested the best
performance with a MAPE of 577% and 898% for the
temperature and humidity models respectively.

Metric Facebook Prophet  ARIMA ES
MAPE im 6.439 6.495
MAE 1.480 1.667 1672
RMSE 1819 2.041 2037
Table 2:. Performance evaluation for the temperature models
Metric Facebook Prophet ~ ARIMA ES
MAPE 8.981 10.204 10.160
MAE 419 4635 4584
RMSE 5256 S22 5218

Table 3.. Performance evaluation for the humidity modeis
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