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Abstract

Social interaction is typically studied from the context of physical movement, where geographic dis-
tance and ease of connectivity influence the strength of interaction between regions. From the point
of view of social media networks however, these limitations appear to still persist, despite interactions
not being reliant on physical movement, suggesting non-physical geographic characteristics influence
interaction between social communities. Unlike geotags, which provide explicit geographic information
about social media users as coordinates, unstructured text presents an alternative perspective for the
study of social interaction between regions, instead allowing for the comparison between the language
used when mentioning locations in context. Our paper analyses the corpora associated with major cities
across the UK, first vectorising Reddit comments through transformer-based embeddings, which cap-
ture semantic information, then using these to establish unsupervised clusters and similarity between
them. We find that distinct groups emerge which broadly conform with established regional identities
of locations across the UK, but with interesting deviations.
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1. Introduction

Social interaction is typically studied in the context of mobility, using data sources like Census
or transport records, where physical movement is restricted by distance and ease of connectiv-
ity between two locations [1, 2]. In contrast to this, social interaction has also been studied us-
ing phone call data [3], and social media networks [4], where the spatial and temporal bounds
of connectivity between two locations does not restrict interactions. Despite this however,
many studies have found that geographic identities within communities still persist in these
networks, with interaction strength influenced by the geographic distance between them [5, 6].

Social media also presents rich semantic information regarding locations through text as-
sociated with geotagged social media posts. Comparative analysis of corpora associated with
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geotagged locations similarly exhibit regionality; for example, tweets from the North East of
England are statistically different compared with the South [5].

Our paper explores the similarity of corpora with respect to locational mentions from data
taken directly from text, without relying on geotagged metadata. This approach offers an alter-
native perspective for the analysis of social interaction, built directly from the semantic infor-
mation associated with locations, rather than the location associated with social media users
themselves. Collective semantic information from social media embeds the regional identity
of locations across a continuous spectrum, allowing for the direct comparison between these
identities and their relationships.

2. Methodology

The following section gives an overview of our data source and the data processing methodol-
ogy used in our paper. All code, analysis and data are available on our DagsHub repository.

Reddit is a public discussion, news aggregation social network, among the top 20 most vis-
ited websites in the United Kingdom. As of 2020, Reddit had around 430 million active monthly
users, comparable to the number of Twitter users [7, 8]. Reddit is divided into separate inde-
pendent subreddits each with specific topics of discussion, where users may submit posts which
each have dedicated nested conversation threads that users can add comments to. Subreddits
cover a wide range of topics, and in the interest of geography, they also act as forums for the
discussion of local places. The United Kingdom subreddit acts as a general hub for related
topics, notably including a list of smaller and more specific related subreddits. This list pro-
vides a ‘Places’ section, a collection of local British subreddits, ranging in scale from country
level (/r/England), regional (/r/thenorth, /r/Teeside), to cities (/r/Manchester) and small
towns (/r/Alnwick). In total there are 213 subreddits that relate to ‘places’ within the United
Kingdom'. For each subreddit, every single historic comment was retrieved using the Pushshift
Reddit archive [9]. In total 8,282,331 comments were extracted, submitted by 490,535 unique
users, between 2011-01-01 and 2022-04-17.

We extracted and geolocated all place names in this collection of comments using a cus-
tom built geoparsing pipeline. To identify place names, we used a BERT transformer-based
NER model trained on the WNUT 2017 dataset [10], available on the HuggingFace Model Hub.
We then implemented a disambiguation methodology using contextual place names and two
gazetteers to geolocate place names; OS Open Names and ‘natural’ location types from the
Gazetteer of British Place Names. Processed comments consist of a collection of geolocated
place names, alongside their natural language context sentence.

2.1. Similarity of Place Corpora

Comparing the similarity between two or more distinct texts first relies on an appropriate
method for processing the text into a numerical format. For each location we obtained a corpus
of comments, consisting of sentences where each location is mentioned. These were then
processed into a single vector, reflecting the semantic information attributed with locations.

'https://www.reddit.com/r/unitedkingdom/wiki/british_subreddits
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Typically, a TF-IDF approach is used to generate document embeddings [11], however we found
comparative analysis between embeddings did not always provide insightful information. Each
vector shared similar properties, giving cosine similarities which did not result in any distinct
variation between locations. This is likely a problem with the language between locations
sharing similar properties, meaning the more nuanced semantic information is not captured
through a TF-IDF method.

We therefore extracted embeddings from a deep neural network called a transformer. Unlike
TF-IDF or simpler neural network models, transformers are able to use contextual information
to generate word embeddings, meaning the same word in two different contexts will not share
the exact same vector, capturing different embedded semantic information [12]. Additionally,
transformers are pre-trained on a large corpus of text, meaning general information regarding
the English language is already embedded within the model, allowing for improved under-
standing of semantic information. These core features mean that embeddings generated from
transformers are likely to capture information that allows for more the accurate comparative
analysis. We generated embeddings using the al1l-mpnet-base-v2 model from the sentence-
transformers library in Python [13]. Unlike a standard ‘BERT’-like transformer, this library
implements modifications to base models that more appropriately captures semantic informa-
tion in their output embeddings.

Before calculating embeddings we first masked every mention of a location with a generic
token ‘PLACE’, this ensured that when analysing embeddings, no explicit geographic informa-
tion was captured accidentally. For example, Manchester and Liverpool may mention matching
locations frequently in each of their comments because they are geographically close. To both
remove noise and reduce the computational requirements for this work, only locations with
over 10,000 unique mentions were kept, from these a random sample of 1,000 comments were
selected for each. Once embeddings were generated for every comment in each city corpus,
the mean for each corpus was generated, giving a vector 768 decimal values for each city.

With a single vector for each selected location, we first calculated K-Means clusters to de-
termine whether distinct groupings of locations could be identified across the UK. To visualise
these clusters we used a PCA decomposition to reduce the dimensionality from 768 down to
2 dimensions. Finally, we calculated the cosine similarity between each and every location
vector.

3. Results & Discussion

Figure 1 gives K Means clusters for transformer embeddings decomposed into two dimensions
with k = 5. These Clusters show corpora that share similar semantic properties, however, it
is worth noting that while points that are closer together likely indicate increased similarity,
the position of these points reflect PCA decomposed values, which capture less information
compared with the clusters calculated on non-decomposed vectors. Notably London appears
as a single value in a cluster, suggesting the corpus associated with the capital of the UK is
semantically distinct from the rest of the country. There is also a single cluster associated with
the four Scottish cities considered in our study (Cluster 1), as well as a cluster for Cambridge
and Oxford (Cluster 5). Figure 1 (B) reveals that clusters do broadly appear to reflect distance-
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Figure 1: Average transformer vector associated with each location corpus coloured by K Means clus-
ters where K = 5. (A) PCA decomposed into 2 dimensions. (B) Visualised with their easting and
northing coordinates.

restricted geographic properties, while also capturing some divergences from this, with loca-
tions like London, Newcastle, Bristol and Brighton geographically distant from locations they
share clusters with.

With our high dimensional transformer embeddings we compare the cosine similarity be-
tween them on Figure 2. The highest and lowest similarity score for each location is high-
lighted in red and green respectively. As with Figure 1, corpora in Scottish cities appear to
largely share similarities, with Glasgow and Edinburgh sharing their highest similarity values.
The city with the lowest similarity to the most other locations is Oxford, which shares low val-
ues with cities in Scotland, as well as Liverpool and Manchester. London again stands out, with
overall very low similarities with all other cities, but the highest similarity with Manchester.

4. Conclusion

Our paper demonstrates the ability to compare Reddit comments relating to cities across the
UK, using document embeddings generated from a transformer neural network. Instead of
focussing on physical interactions between people or social media interactions, our work iden-
tifies relationships between cities through their semantic footprint, and analysing each corpus
computationally allows for direct comparisons between cities through clustering and cosine
similarity.

Our analysis reveals distinct clusters which largely reflect geographic proximity of locations,
however, interesting deviations from proximity do emerge. Oxford and Cambridge are both
clustered and share a high cosine similarity, but generate the lowest similarity with many other
locations in the UK, including London. London in particular appears distinct from the rest of
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Figure 2: Cosine similarity between each and every location related transformer vector embedding.
Values scaled between 0 and 1. Green highlights indicate the highest value in each row, while red
indicates the lowest value in each row.

the UK, while cities that are not geographically close exhibit clustering and high similarity,
such as Liverpool and Newcastle.

The information generated through our work presents an alternative view of relationships
between cities that are not captured by existing data sources, all of which rely on explicit ge-
ographic coordinate information. Instead, we build similarities and clusters directly from the
semantic information that exists within their respective corpora. Unlike traditional data, which
captures objective social interactions between regions, the deviations from the restriction of
geographic distance between several cities in our work appears to reflect the more subjective
language that shapes the cultural and perceived identity of regions, and the relationships be-
tween them.

While our work enables the direct numerical comparison between city-based corpora, it
cannot explain the similarities and dissimilarities between them. Additional work may explore
the use of topic-modelling to identify shared topics between locations, and differences in the
sentiment towards these topics may explain dissimilarity.
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