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Abstract 

The automation in the aquaculture is proving to be more and more effective these days. 

The economic drain on the aquaculture farmers due to the high mortality of the shrimps 

can be reduced by ensuring the welfare of the animals. The health of shrimps can 

decline with even barest of changes in the conditions in the farm. This is the result of 

increase in stress. As shrimps are quite sensitive to the changes, even small changes 

can increase the stress in the animals which results in the decline of health. This 

severely dampens the mortality rate in the animals.  

 

Also, human interference while feeding the shrimps severely induces the stress on the 

shrimps and thereby affecting the shrimp’s mortality. So, to ensure the optimum 

efficiency of the farm, the feeding of the shrimps is made automated. The underfeeding 

and overfeeding also affects the growth of shrimps. To determine the right amount of 

food to provide for shrimps, Biomass is a very helpful parameter.  

 

The use of artificial intelligence (AI) to calculate the farm's biomass is the project's 

primary area of interest. This model uses the cameras mounted on top of the tank at 

densely populated areas. These cameras monitor the farm, and our model detects the 

biomass. By doing so, it is possible to estimate how much food should be distributed 

at that particular area. Biomass of the shrimps can be calculated with the help of the 

number of shrimps and the average lengths of the shrimps detected. With the reduced 

human interference in calculating the biomass, the health of the animals improves and 

thereby making the process sustainable and economical. 

 

Keywords: Biomass estimation, Object detection, YOLOv7, Mask R-CNN, U-Net. 
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About the Company 

MonitorFish GmbH is a startup business which focuses mainly on the AI side of the 

aquafarming. The company is heavily involved in development of projects like ANFISH 

and OptoFish. These programs are designed to help aqua farmers in maintaining the 

health of the animals to ensure optimum production.  

 

The company also focuses on underwater 

cameras to keep track of the animals along 

with water quality. With ever-increasing 

global population and the need for protein 

intake, the consumption of fish is heavily 

increased. This leads to over-fishing which 

affects the marine ecosystem and reduces 

the fish population. One strategy to stop 

overfishing is to practice sustainable fish farming. But one of the main issues of the 

fish farming is maintaining the health of the animals. As the establishing of the farm in 

expensive, the volatile nature of the farming may induce heavy losses. So, keeping the 

farm sustainable and the animals healthy is very important.  

 

MonitorFish was established to help overcome the challenges associated with fish 

farming. We provide wise and sustainable management to help in dealing the 

difficulties associated with fish farming. Our digital assistance makes local fish farms 

sustainable and profitable with the help of computer vision techniques. Thereby giving 

time for our seas the time to thrive [1]  

Figure 0-1: MonitorFish logo [1] 
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1 Introduction 

The role of artificial intelligence in making the farming sustainable and economically 

feasible is increasing over the last few years. Aquaculture is also known as 

aquafarming and It is a form of cultivation of aquatic animals in a controlled 

environment. This is one of the fastest growing food production sectors and it includes 

breeding, rearing, and harvesting of many types of aquatic animals such as fish (such 

as salmon, tilapia, trout and several species), mollusks (such as oysters, mussels and 

clams), crustaceans (lobsters, shrimps, crabs and crawfish) and seaweed farming. [2] 

 
Figure 1-1: Different kinds of Aquafarming 

 

  

Globally aquaculture is responsible for almost half of the seafood consumption, and it 

only increases from here on. Figure 1.1 shows the different kinds of farming in different 

kinds of environments. This increase in the farming capacity also helps in decreasing 

the overfishing and preserving the oceanic life.  

 

Animal welfare deals with the health and well-being of the animals [3] . Humane 

treatment of the animals leads to healthy growth of the animals. Several factors related 

to treatment of animals like water quality, human interaction, nutrition, and environment 

play a significant role in maintaining a healthy aquafarm. In order to meet the ever-

increasing requirements for animal protein, animal welfare plays a huge role in making 

sure of supply meeting the demands.  

 

While taking care of animal welfare is important, it also has its difficulties. As the 

aquatic animals live under the water, the human interaction is limited compared to land-

based animals. This provides a unique challenge in interpreting the facial and body 

movements. As the human interaction leads to stress which in-turn leads to 

degradation of health, observing the animals directly should be minimized. Here, 

cameras and AI is very helpful in monitoring the animals. There are several factors that 

affect the animal welfare and they are further discussed along with the different types 

of farming techniques in the appendix. 
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1.1 Motivation 

The worldwide population is expected to reach 9.3 billion by 2050. Agriculture alone 

cannot sustain the population of the world. The major alternative source to plant based 

for feeding the world population is aquafarming. Aquafarming has been around for four 

thousand to five thousand years in some parts of the world [4]. However, its been 

around for fifty to sixty years as a major food industry.  

 

The major natural resources of the world like land and water are already stretched thin. 

To accommodate the ever-increasing population and providing food sources in spite 

of looming climate change issues such as rising sea levels, aquafarming is going to be 

one of the alternative solutions. Given its significance in providing protein source, 

various technologies are used to increase the food harvested.  

 

70 percent of the planet’s surface is covered by water. Given its vast area, the potential 

of the aquafarming is significant, and humankind is aware of this for a long time. 

Aquaculture contributed 43 percent of aquatic animal food in 2007 [5] and it increased 

to more than 50 percent by 2019. This is projected to increase to 62 percent by 2030 

[6]. Given the availability of vast amount of sea water, aquafarming is only going to 

increase. 

 

To help the aquafarming to achieve its potential, technology should go hand in hand. 

Also, with technology advancing day by day, the need to implement the technologies 

to help tackle some of the challenges in fish farming also increases. With the progress 

of artificial intelligence (AI) and computer vision (CV) techniques, the issues associated 

with the fish farming may be resolved. These techniques also help provide the farmers 

with fresh perspective by monitoring the animal’s movement and health. As the 

inspected animals are sensitive to any human interaction and any changes in the 

environment, implementing the computer vision to monitor the subjects and limiting the 

human interaction to as minimal as possible will minimize the stress [7]. Thereby, it 

guarantees the health of the animals. 

 

To achieve the best production and sustainability, the feeding of shrimps plays a huge 

part. When the shrimps are overfed, the sediment formation increases. Thereby 

affecting the visibility in the water that leads to collision between animals and increase 

in stress. And when the shrimps are underfed, the growth of the animals is affected. 
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To avoid these, the animals should be fed appropriately and to know the amount of 

food needed, the biomass is the key factor.  

 

Biomass is estimated by calculating the average weight of the shrimps and number of 

shrimps. The existing method of calculating the biomass in the farm is by doing it 

manually. For calculating the weight of the shrimps, they are taken out of the water and 

the length of the shrimps is measured individually. By using the length/weight 

conversion factor, the weight of the shrimps is measured. For calculating the number 

of shrimps, an image is taken at the shrimp tank and the number of animals in that 

place is calculated by counting manually.  

 

This process of measuring manually puts a lot of stress on animals which can affect in 

their growth. It is also a tedious process and requires lot of manual labour. By making 

this process automotive, the stress on the animals will be very low and thereby not 

affecting the health of the shrimps. The manual measurement is also prone to mistakes 

such as the same shrimps being measured more than once affects the average. So, 

making it automotive is less intrusive and gives better results. 

 

 

 

1.2 Problem Statement 

With the aquafarms being densely populated, the complexity in monitoring the animals 

also increases. Even though the traditional bounding box detection work well in 

detecting the animals, the high density to ensure maximum production becomes an 

issue. The overlapping of animals with each other, the distinction becomes an issue. 

The other main issue is the visibility of the animals in the water. With increase in 

sedimentation and the fast movement of the animals, the visibility goes down.  

 

The task of estimating the biomass as accurate as possible in the shrimp farm have 

several challenges and this thesis aims to solve those. They are as follows: 

 

• Detecting the shrimps: 

a) Locating the shrimps in the image. 

b) Isolating the shrimps from the noisy background. 

c) Extracting the shrimp individually from the image to calculate the length. 
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• Density calculation: The number of shrimps in the image is calculated by 

generating a density map. 

• Size estimation: The detected shrimps are separated individually, and the length 

of the shrimps is calculated. Using the length/weight factor, the average weight 

is then calculated. 

• Biomass Estimation: This is the final step in this thesis. Using both the 

calculations: number of shrimps and the average weight, the biomass is 

calculated and then displayed on the image. 

 

1.3 Overview of following chapters 

The thesis report has been structured into several chapters: from basics about the 

biology of shrimps to in-depth analysis of the deep learning algorithms and estimation 

of biomass of the shrimps. This chapter, Introduction deals with the basics in 

aquafarming, the motivation for this project and the challenges associated with it.  This 

chapter also discusses about the problem statement for the thesis. The following 

chapters and their general overview are discussed below. 

 

• Chapter 2- Technical background: As the name suggests, this chapter gives the 

basic background knowledge needed to understand the project. It gives basic 

information about shrimp and how the biomass is calculated. It also gives an 

idea about the farm setup and basics of computer vision. 

 

• Chapter 3- State of the art: This chapter consists of the literature survey and the 

relevant research area topics related to this thesis. It mainly discusses about 

the different object detection techniques in depth. 

 

• Chapter 4- Concept: This chapter provides the proposed concept in a step-by-

step manner in the form of flowchart to achieve the goal of the thesis. It is a 

proposed solution to meet the objective of the thesis. 

 

• Chapter 6- Implementation and methodology: This chapter deals with the 

implementation of the proposed concept.  This chapter deals with the process 

of obtaining the best available parameters for data collection. It determines the 

parameters by conducting an experiment on a test setup. It also discusses 

about preparation of dataset with respect to the ML techniques. It also talks 

about the process of length calculation, number of shrimps estimation and 

biomass calculation. 
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• Chapter 7- Result and evaluation: The results from the previous chapter and 

what those results means are discussed in this chapter. Comparison between 

the different models is analysed here based on the output obtained by each 

model. 

 

• Chapter 8- Conclusion and future scope: This is the final chapter and thus it 

gives the conclusion of the thesis work. It also briefly discusses about the future 

scope of the project based on the results obtained by this thesis. 

 

 

 

 

Summary of the chapter 

 

This chapter gives an introduction to the aquafarming and the need for the thesis work. 

The need for improving the efficiency of the aquafarming is also discussed in this 

chapter. The advantages over the traditional method of biomass estimation are 

discussed. This chapter also deals with the motivation for this thesis and talks about 

some of the challenges in the project. 

 

The last section gives an overview of all the chapters to follow in this report.  The topics 

are discussed in depth in their respective chapters. 
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2 Technical background 

 

The chapter discusses about the basic background knowledge needed for this project. 

The primary goal of this thesis is to determine the biomass of the shrimps in the shrimp-

farm in order to make the farm sustainable and to improve the welfare of the shrimps. 

Reducing the food wastage and improving the mortality rate are the main goals of this 

project. 

 

2.1 Shrimp 

Larviculture in hatcheries and captive reproduction were necessary for the 

development of contemporary shrimp culture [8]. Shrimps are characterized by the 

semitransparent body flattened from side to side and a flexible abdomen terminating 

in a fanlike tail. Shrimps have long antennas and elongated body. Shrimps can be 

found in a variety of aquatic environments, including freshwater lakes, streams, and 

both shallow and deep marine bodies of water. Their appendages are modified for 

swimming, and they look like the following figure [9]. 

 

 

 
Figure 2-1: Shrimp Appearance 

 

 

Figure 2-1 shows the physical appearance of a commonly found shrimp. These swim 

backwards by flexing the abdomen and tail rapidly.  

 

2.1.1 Length of the shrimps 

 

The top and side view of a shrimp is shown in the Figure 2-2. While calculating length, 

there are different parameters to consider. 
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Figure 2-2: Top and side view of Shrimp [10] 

While calculating the length of the shrimp, the length from the tip of the rostral length 

to the end of the tail is considered. The average length of the shrimps varies from 

region to region. The average European shrimps grow anywhere in between 5 cm to 

25 cm [6]. The shrimps in this project varies from 5 cm to 25 cm. We calculate length 

of the shrimps and with that we calculate weight of the shrimps using length/weight 

conversion factor. 
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2.1.2 Biomass calculation 

 

The project makes use of the length/weight conversion factor generated by the biology 

department employ of the company. The conversion factor is  

 

𝑾 = 𝒂 ∗ 𝑻𝑳𝒃                                                      (2-1) 

where W is weight in grams, a= 0.0047, TL is total length in cm and b = 3.1101. 

 

With this relation factor, we can calculate average weight of the shrimps by calculating 

the average length of the shrimps. Furthermore, the biomass per area can be 

calculated by multiplying number of shrimps per area with the average weight of the 

shrimps detected. 

 

𝑩 = 𝑾 ∗ 𝑵                                                         (2-2) 

Where B is for Biomass in grams, W stands for average weight in grams and N refers 

to number of shrimps detected. 

2.2 Farm setup 

2.2.1 Shrimp-farm 

 

This project is conducted in partnership with Förde Garnelen GmbH & Co. KG. The 

shrimp-farm is located in the partner company. The shrimps are kept in five different 

tanks based on the weight range. Sections are divided as per the age class.  

 

The top view of the farm can be seen in the figure 2-4. Once the shrimps in a tank 

exceeds the weight range then those are transferred to the next tank.  

Figure 2-3: Length measurement of Shrimp 
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 The shrimps are fed by calculating the biomass in the tank and dispensing the 

adequate amount of food. As the farm is in closed environment with high density, 

maintaining lighting in the farm is very important as it will affect the health of the 

shrimps.  

 

As there are no windows in the farm, artificial lights are used in the farm to maintain 

the optimum light conditions. This shows the significant improvement in the growth and 

health of the shrimps.  To create the ambience of day and night, RGBW-LED lights are 

utilized.  

Figure 2-5 shows the view of the farm in day and night conditions. For the project, the 

lights are in 12h day and 12h night pattern. According to our partner company, this 

setup yielded the best outcome with higher growth rate. This results in production cycle 

getting shorter and hence the best output.  

 

The dimensions of the farm at Förde Garnelen: The farm has the pool in 30m x 5m = 

150m2 floor area. This pool is then further divided into 5 sections with flexible partitions. 

Each section has its age class (cohort). Every month a section is filled and the section 

Figure 2-4: View of the farm 

Figure 2-5: Day/Night situation at farm 
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with the oldest shrimps is harvested. This method is called multi-cohort stocking. Every 

section is flexible and can be expanded if needed. The fattening cycle that is the time 

from stocking to harvesting lasts from 4 to 5 months. This doesn’t include the nursery 

time of 1 month. That means the entire harvest cycle takes between 150 and 180 days. 

The wall height is approximately 2.2m and the ceiling height is approximately 3.35m. 

Figure 2.4 shows the farm setting at Förde Garnelen with no windows and multiple 

sections having flexible space for expansion. 

 

2.2.2 Camera setup 

 

Cameras are setup overlooking the tank from top. Each layer in the tank's sections has 

a depth of 10 cm and is made up of numerous layers.. The shrimps are distributed 

evenly throughout the tank. The height of the camera position is 180cm from the water 

level.  

 

Figure 2-6 shows the view of the tank from the camera fixed above. Camera are fixed 

to the pipe going through the tank to which feeding machine is attached to. The height 

of the camera is fixed and the position of it can be altered as per the need. The cameras 

can also be placed under the water inside the tank, but the salt aerosols can damage 

the camera. Also, the damage to the camera when placed under water outweighs to 

Figure 2-6: View from the installed camera 
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the benefits of placing the camera there. Also the durability of the camera will plummet 

by placing it under water without any IP 65 rating. The camera can be moved horizontal 

in both the direction with this setup to get the result as best as possible. 

 

2.2.3 Cameras used 

 

Two types of cameras were considered in this project for monitoring the shrimps in the 

tank and they are a monocular camera and a stereo camera. The stereo camera can 

be used to gather 3D information while the monocular camera cannot. We can use 

stereo camera to get the depth information. Stereo cameras have two lenses as it tries 

to imitate the human vision. This gives the camera an ability to capture 3D information. 

Whereas monocular camera has only one lens and it is preferred when the depth 

estimation is not needed.  

 

For this project, the depth of the water in each layer in the tank is considerably small 

than the height of the camera fixed, the need for depth information is considerably less. 

The stereo cameras can also be used to produce the normal image when we use only 

one lens. Since, the cameras already fixed in the farm are stereo, we use only one lens 

from the camera to get the images we need. The camera used in this project is a Nvidia 

Jetson stereo camera. 

 

2.3 Basics of image understanding 

Image processing is a method of performing different operations/functions on an image to 

change or modify it to get the required information. Modern digital computers can perform 

wide range of operations on an image. It has a wide range of applications such as object 

detection, face recognition, optical character recognition, surveillance and so on. In recent 

days, the applications of this extends to almost all the major fields that include medical 

science, robotics and autonomous driving.  

 

  

Properties of an Image 

 

An image is a 2D function f(x, y), where (x. y) represents the spatial coordinates and f 

depends on the brightness intensity levels at that point [11]. A digital image is an array of 

all these, and the components of this array are referred to as pixels. Each pixel is a 

measure of intensity of light or luminance that falls on a camera sensor. The image 

coordinates for a 2D image can be seen in the figure 2-7. 
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 An image is a matrix with pixel values as the elements as shown in the following figure 2-

8. The pixel value ranges from 0 to 255 for a grey scale image with 0 being complete black 

to 255 being complete white.  

The pixels gain a third dimension thanks to colour. It the case of an RGB image the three 

coordinates correspond to the intensity of red, green and blue levels at that particular pixel. 

A digital image can be varied and modifies a lot by applying filters or some other functions. 

Image understanding is the basis for the computer vision field. 

 

An image can have different colour representation and can be stored in different file 

formats. Those colour representations are binary, grey scale, true colour. The binary 

images have only two colours and they have to be either black (value: 0) or wight (value: 

1). Whereas the grey scale image gives only the intensity of light in the image at each 

pixel. The values range from 0 for no light to 255 for full light intensity. True colour images 

Figure 2-8: Coordinates of a 2D image [11] 

Figure 2-7: Pixel details in a grey scale image 
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provide the natural colour images with most popular colour spaces being RGB which 

stands for Red, Green and Blue, and CMYK which stands for Cyan, Magenta, Yellow and 

Black.  These gives the intensity of the particular colour intensity.  

 

Images can be manipulated according to the requirement for getting the information 

needed by applying filters. Edge filters and Smoothing/Blurring filters are the two primary 

categories of filters. Edge filters are used to detect edges, while Smoothing/Blurring filters 

are crucial to remove noise in the image. 

 

These filters can be used to get the required information from the images. This helps in 

understanding the image and the main key for the computer vision is understanding the 

image. 

 

 

2.4 Computer vision 

The purpose of the computer vision is to enable a computer to understand its 

environment from the visual information [12]. The computer vision deals with the 

images and videos from the sensors and process them for the information. This has 

been one of the corner stones in the development of artificial intelligence (AI). 

Computer vision helps us in interpreting the images or videos and identify or detect the 

objects of interest. Thus, it has many applications in the field of automotive, defence, 

medical and many other fields. 

 

With the advancements in the computer vision, the application of this technique is 

reaching new fields. The main problem is the complexity of the visual data being 

processed [13]. Consider the image from Figure 2.6. There are several shrimps in the 

image and few of the animals even overlap. So, the complexity to differentiate the 

animals is even more. Since its inception, computer vision algorithms have advanced 

significantly, and they can now handle more complicated data. 

 

The recent rapid development in the CV has many reasons and the most obvious 

among them is advancements in processing power, memory and storage capacity of 

the modern computers [13].   
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2.4.1 Machine learning 

 

Machine learning is one of the branches of the AI and it uses the data provided and 

learns from it and improves the accuracy with data like a human would. It is among the 

crucial areas of data science. It uses algorithms and statistical techniques to draw 

conclusions from the data. Then it analyses the data and provide the key insights from 

it.  

 

Deep learning is the sub field of machine learning and can perform a diverse set of 

impressive tasks. It creates complex neural network models and make accurate data 

driven decisions [14]. The majority of contemporary technology, including computers, 

smartphones, and other gadgets, now uses deep learning as standard technology. 

This is becoming standard technology in recognition software be it a image recognition 

or a speech recognition. Deep learning algorithms are used in medical field as well to 

analyse the data and make accurate prediction. 

 

Machine learning is, for the most part, sub- divided into three components based on 

the approach to learning [15]. They are supervised, unsupervised and reinforcement 

learning. Supervised learning uses labelled dataset to learn and make the prediction 

while the unsupervised learning method uses non-labelled dataset. The appropriate 

prediction is rewarded while the incorrect one is penalized in the machine learning 

process known as reinforcement learning. We use supervised learning method for this 

project. We use the labelled data to detect the shrimps in the tank. 

 

2.4.2 Deep learning and Convolution Neural Networks (CNN) 

 

Deep learning tries to mimic how a human brain perceives and understand the data. 

To learn and understand, it employs computational models with several processing 

levels. The need to imitate the human brain led to the development of neural networks. 

This has fuelled great strides in several computer vision problems such as object 

detection, motion tracking, human pose estimation and semantic segmentation [16].  

 

The neural networks are heavily inspired by the operation of human nervous system. 

These are mainly comprised of several interconnected computational nodes, generally 

referred to as neurons, working collectively to learn from the input and provide the best 

output. 
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Convolution neural networks have three main types of neural layers, and they are 

convolution layer, pooling layer and fully-connected layer. The CNN takes the input 

image and provide it to convolution layer which in turn will determine the feature maps 

for the input image.  

 

 

 

 

The CNN architecture is illustrated in Figure 2.9, where the convolution layer creates 

the feature map for the input image before passing it to the pooling layer. Pooling layer 

performs the down-sampling and up-sampling thereby, reducing the number of 

parameters in the activation. The fully connected layer will then produce the score to 

be used for classification. 

 

Convolution layer 

 

The convolution layer is crucial to how CNNs operate. This layer’s parameters focus 

on the use of learnable kernels. Convolution of the input image using kernel is carried 

out in this layer. Convolution is a linear operation in which the input is multiplied by the 

set of weights called kernel. These kernels are usually small in spatial dimensionality, 

but spreads along the entirety of the depth of the input [17]. The kernel should always 

be smaller than the input vector. The visual representation of the convolution layer is 

as shown in the figure 2-10. The input vector is placed over the kernel's central 

element, and the dot product is then computed. The weighted average of that pixel and 

any adjacent pixels is then used in its place. 

Figure 2-9: CNN architecture example [16] 
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This is done on the entire input by gliding the kernel over it and calculating the scalar 

product. From this the network will learn the activations when they see a feature at any 

position of the input. The number of times the kernel slid over the image is called a 

stride. Depending upon the size of the input image, convolution window and the stride 

applied, the feature map dimension is determined.  

 

 

Pooling layer 

 

Downsampling is the pooling layer's primary purpose in order to make the subsequent 

layers less complicated [18]. The activation vector output from the convolution layer 

has a considerable size. The size of the activation vector must be decreased in order 

to minimize the amount of computational resources needed to handle such data. 

 

The input is scaled and operated on by the pooling layer over each activation map. 

The most common pooling method is max-pooling applied on a kernel of dimensionality 

2 x 2 with the stride of 2. This reduces the size of the activation vector to 25% of the 

original size [17]. Some of the other pooling operations available include L1/L2-

normalisation and average pooling.  

 

Figure 2-11 shows the max-pooling operation with 2 x 2 kernel and stride 2. It leads to 

down-sampling with each 2 x 2 block mapped to a single block and thereby reducing 

the size of the activation vector. 

Figure 2-10: Convolution layer [17] 
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Figure 2-11: Max-pooling with 2 x 2 filter [18] 

 

 

Activation Function 

 

An activation function is crucial to neural networks' ability to learn complex data. 

Depending on how relevant each neuron's input is to the model's prediction, they 

determine whether a neuron has to be activated or not. This works as a mathematical 

gate between the input to the neuron and the output going to the following layer. 

 

We generate the sum of products of inputs and their weights in neural networks. The 

output of that specific layer is then produced by applying the outcome to an activation 

function. A neural network's performance leads to linear regression without the 

presence of an activation function. Two of the most used activation functions are ReLU 

(Rectified Linear Unit) function and Sigmoid function. 

 

 

Fully-connected layer 

 

Every node in the fully-connected layer is directly coupled to every other node in the 

two adjacent layers, much like in conventional neural networks. [19]. It is sometimes 

referred as densely connected layer. It has all the possible connections between the 

two adjacent layers. This makes every input influencing every output.  
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2.4.3 Object Detection 

 

Object detection is one of the fundamental concepts in computer vision. These models 

are used to understand the image and gather the valuable information. It is used in 

many applications such as face detection, image classification, autonomous driving 

and so on [20].   

 

The object detection model’s approach is classified into two methods: one-stage 

methods and two-stage methods. In one-stage method, the object recognition and 

bounding box generation is done in a single stage. While in two-stage model, it is done 

in two different stages. The object detection is also referred as object recognition and 

it is a collection of three related computer tasks. 

• Object Localization: From the input image, locate the region of interest and 

put a bounding box around it to indicate the location. 

• Feature Extraction: Predicting the class or classes in case of multiple objects 

from the input image  

• Classification: Taking the image with one or more objects, detecting the 

objects from the region of interest and then identify the class associated with 

the object. Gives output as image with bounding boxes around objects along 

with the class label. 

The one- stage models are faster while the two-stage models are more accurate. In 

the one-stage method, the localization and detection are done in a single stage. While 

the two-stage method finds the region where the objects more likely to appear called 

regions of interest (ROIs). These ROIs are then further processed and the output with 

bounding boxes are generated. Finally non-maxima suppression (NMS) is used to 

eliminate the duplicate or highly overlapping results [21].  

 

You only look once (YOLO) and region-based convolution neural network (R-CNN) 

models are the best know deep learning models used in object detection. The 

architecture of the R-CNN model is as shown in the following figure 2-11. The R-CNN 

method generates the region of interest in the first stage and in the second stage, it 

focuses on the ROIs to generate the bounding boxes with the object detected. 

 

Figure 2-12 shows the R-CNN architecture with three modules: Region proposal 

calculates features for each proposal, and after that, using a class specifier, it 

categorizes each region. 

  



28 
 

 

The region proposal-based framework's two-step procedure, which delivers a crude 

scan of the entire scenario before focusing on regions of interest (RoIs), somewhat 

mimics the attentional function of the human brain [20]. The R-CNN is then modified 

and improved to Fast R-CNN and then to Faster R-CNN.  

 

2.4.4 Segmentation 

 

Segmentation is the process of differentiating the regions of an image homogeneously 

with respect to some characteristics such as grey tone or texture. The adjacent regions 

should have significantly different values [22].  

 

Figure 2-13; Segmentation output [23] 

The accuracy of the segmentation depends mainly on how well the objects of interest 

separate into distinct measurement space cluster [22]. It has major applications in 

medical image analysis, autonomous vehicles, face recognition, surveillance etc.., An 

example of segmentation is shown in the figure 2-13. In the figure, the tiger is very 

distinct from the surroundings and hence the accuracy of the segmentation is high for 

this image. 

Figure 2-12:R-CNN architecture [20] 



29 
 

 

Depending on how much and what kind of information an image segmentation method 

conveys, it can be divided into three categories. They are instance, semantic and 

panoptic segmentations. 

 

Semantic segmentation detects the objects and group them to the class which is 

labelling every pixel in the image to the associated class label. It is unable to distinguish 

between two items belonging to the same class. Whereas instance segmentation 

provides unique label for separate instances of objects belonging to the same class 

[24]. Panoptic segmentation is the combination of both the instance and semantic 

segmentation where, it gives two labels to each pixel: one is semantic label, and the 

other is instance label. 

  

 

    

The difference between the instance and semantic can be observed in the figure 2-14. 

The semantic segmentation grouped all the pixels associated with the class people a 

same label while instance segmentation assigned each person a different label. 

 

Instance segmentation is used widely used in various fields such as autonomous 

driving, medical filed, surveillance and robotics. This helps in differentiating the objects 

of same class, which in turn helps in identifying the boundaries of every object 

detected. 

 

 

 

 

 

 

 

Figure 2-14: Instance vs Semantic segmentaion [44] 
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Summary of the chapter 

 

 

This chapter focuses on providing the background knowledge needed for this thesis. It 

gives brief knowledge ranging from shrimp biology for calculating length to image 

understanding basics.  

 

The anatomy of shrimp and the method used to determine their length are covered in 

the chapter's opening section. It also provides the length/weight conversion factor 

needed to calculate weight. 

 

The second section focuses on the farm setup and camera setup. This section 

discusses about the area of the farm and the details about the camera installed. 

 

The third section deals with the basic image understanding concept. Only the basic 

digital image structure is described in this section. The fourth section deals with the 

computer vision techniques and their basics. It started with the machine learning and 

from there the section goes to deep learning and CNNs. Finishes with object detection 

and segmentation. 
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3 State of the Art 

The calculating of biomass requires the estimation of both the size of the shrimps and 

number of shrimps in the area. To maintain the health of the animals, the shrimps must 

be as stress free as possible. Because of its significance, the need for the development 

of techniques is gaining importance. The use computer vision models in the 

determination of biomass in aquatic animals is increasing every day. Computer vision 

techniques such as object detection algorithms have come a long way. In this section, 

some of the state-of-the-art models on the object detection are discussed. 

 

3.1 Polygon mask detection (Mask R-CNN) 

The R-CNN architectures are updated and improved to faster and better architectures 

in the form of R-CNN, Fast R-CNN and Faster R-CNN. The model, known as Mask R-

CNN, expands the Faster R-CNN by adding a branch for object mask prediction in 

addition to the branch already present for bounding box identification [25]. The 

framework of the model is as shown in the following figure 3-1.  

 

The R-CNN models generally have two outputs, a class label and a bounding box. To 

the already-existing branches that produce output in the Mask R-CNN model, an 

additional output is introduced. Mask R-CNN model adds third branch that provides 

mask to the detected object. The Mask R-CNN is basically divided into two parts: 

region proposal network (RPN) which proposes the bounding box for each object and 

binary mask classifier, which generates the mask for each object. 

 

The RPN proposes a ROI from the feature map generated when the image runs 

through the CNN. And in the second stage the, in parallel, this model also generates 

the binary mask for each ROI.  

Figure 3-1: Mask R-CNN framework for instance segmentation [25] 
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The results of the model compared to the other CNN models when trained on COCO 

dataset is as shown in the following figure 3-2.  

The Mask R-CNN model has a ROIAlign layer that plays a key role in mask prediction. 

ROIPool, which is a standard operation for small feature map extraction, has a negative 

effect on predicting pixel-accurate masks. In order to minimize this, ROIAllign is used. 

It removes the harsh quantization of RoIPool, properly aligning the extracted features 

with the input [25]. The mask output of the model in a test image is as shown in the 

following figure 3-3. 

 
Figure 3-3: Mask prediction [25] 

This model has large number of applications. One of them is human pose estimation, 

which is achieved by key-point detection. The results of the model with key-point 

detection is as shown in the figure 3-

4. The model achieved the average 

precision (AP) of 63.1 while 

simultaneously predicting boxes 

along with the segments and key-

point. With the effectiveness of the 

model in bounding box, segment and key-point extraction, Mask R-CNN is an effective 

framework for instance segmentation. 

Figure 3-2: Object detection results [25] 

Figure 3-4: Keypoint detection results [25] 
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3.2 Key-point detection  

3.2.1 U-Net 

U-Net is a convolution network architecture used for fast and precise segmentation of 

images. It has a U-shaped architecture design and hence the name U-Net. It consists 

of encoder and decoder blocks as shown in the figure 3-5. 

 

 

It has a path that contracts and one that expands. [26]. The contracting path consists 

of four encoder blocks and the expansive block has four decoder blocks. There is a 

bridge connecting the two paths. Every encoder block has twice the number of filters 

(feature channels) and half the special dimensions as the next encoder block in the 

network. On the flip side, every decoder block has half the number of filters and double 

the special dimensions. 

 

Contracting path 

 

The contracting path is the left-side part in the architecture from figure 3-5. It follows 

the typical convolution network with repeated application of two 3x3 convolutions 

Figure 3-5: U-Net Architecture [43] 
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(unpadded convolutions) followed by rectified linear unit (ReLU) and max pooling. The 

two 3x3 convolutions are used to create each block and a ReLU is applied to each 

convolution. This is followed by a 2x2 max-pooling with stride 2 for down-sampling. 

The main role of this block is the feature extraction. Number of feature channels are 

doubled after each down-sampling step. 

 

Expansive path 

 

The expansive path in the architecture is the right-side part of the figure 3-5. It consists 

of an up-sampling of the feature map followed by a 2x2 convolution (“up-convolution”). 

It halves the number of feature channels, a concatenation with the correspondingly 

cropped feature map from the contracting path. The next step consists of two 3x3 

convolutions, each followed by a ReLU activation function. The cropping is necessary 

due to the loss of border pixels in every convolution. At the final layer a 1x1 convolution 

with sigmoid activation is applied after the final decoder’s output. The segmentation 

mask for the classification at the pixel level is provided by the sigmoid activation 

function. 

 

Skip connections and bridge 

 

The skip connections serve as a quick link that provides the uninterrupted flow of 

gradients to the prior levels. Thereby improving the gradient flow during 

backpropagation, which helps network acquire better indication. With the help of these, 

the decoder produces better semantic features. The bridge provides the information 

flow between the networks of encoders and decoders. 

 

3.2.2 DeepLabCut (DLC) 

 

DeepLabCut is an open-source python software for the pose estimation of the animals. 

It uses transfer learning and deep neural networks to get better results with less training 

data. This has been successfully implemented on rats, various aquatic animals . 

humans and bacteria. It is a reliable and efficient tool for high-quality video analysis, 

which requires feature detectors of user-defined body parts to be learned for a specific 

situation [27]. 

 

DLC model is very adaptable and supports the usage of various packages. The 

workflow of the DLC model is as shown in the figure 3-8.  
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Figure 3-6: DeepLabCut workflow [28] 

The DLC model have its own GUI and it is a reliable tool for high-quality video analysis. 

From the figure 3-6, the DLC workflow can be observed, and it flows in a sequential 

order from creating a project to extracting and labelling the images. The dataset is 

created from the labelled images and then this dataset is used to train the modelfor 

pose estimation. 

 

 

3.3 Bounding box detection 

 

YOLO stands for you only look once and it is a single step process. It takes input image 

and provide output with bounding box in a single step unlike R-CNN architecture-based 

models, which are two steps: classification and detection. It reframes object detection 

as a single regression problem, straight from image pixels to bounding box coordinates 

and class probabilities. Using this system, you only look once (YOLO) at an image to 

determine the classes of the objects present and where they are located [29].  

 

The YOLO model combines the object detection and object classification in a single 

convolution network [30]. YOLO trains on full images and directly optimizes detection 

performance. This unified model has several benefits over traditional methods of object 

detection [29]. The latest of the YOLO model is the YOLOv7 which released in 2022. 

 

The performance of the YOLOv7 model in comparison with other real-time object 

detectors can be seen in the figure 3-7. 
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The YOLOv7 model outperformed the others in both the accuracy and speed. “Bag of 

freebies” are the methods that only changes the training strategy or only increase the 

training cost [31]. The most often adopted method which can be considered as a bag 

of freebies is the data augmentation method. YOLOv7 makes use of trainable bag of 

freebies with a more robust loss function, a more efficient training and label assignment 

method. All these properties make the YOLOv7, a state of the art real time object 

detector. 

 

 

Summary of the chapter 

 

This chapter discusses the state of the art related to the thesis work. Research areas 

that are relevant to the object detection were discussed in this chapter. The first section 

deals with the detection models that work with polygon type annotations. In order to 

measure the accurate length of the shrimp, polygon type annotation is the better one 

since the shrimps can be in any direction. 

 

The second section deals with the key-point detection models. This section covers the 

U-Net and DeepLabCut. The third section focuses on the bounding box detection 

models especially YOLO model. 

 

 

Figure 3-7: YOLOv7 performance [32] 
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4 Concept. 

The calculation of biomass requires the calculation of average weight of the shrimps 

detected and determining the number of shrimps in the image. After determining these 

two values, biomass is calculated by multiplying both. The flow chart of the project is 

as shown in the figure 4-1. The model we are proposing is the using of three different 

object detection models: YOLOv7, U-Net and Mask R-CNN to get the best results. 

 

Figure 4-1: Flowchart of proposed concept 
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4.1 Data processing 

After deciding the best conditions for the camera settings, and the environment around 

the tank such as lighting, the data is collected. The data is collected in the form of 

videos which are then divided into frames. These frames are then annotated as per 

the requirements. Since we use three different algorithms in this project, the type of 

annotations varies depending on the model. 

 

Figure 4-2 shows the camera setup at the farm.  

4.2 Number of shrimps 

In order to calculate the number of shrimps in the given image, we use two algorithms: 

YOLOv7 and density map models. We use both the models and at the end, the 

accuracy of the models is compared. The results from both the models are evaluated 

and the model with better accuracy is selected for calculating the biomass. 

 

Density Map 

 

The Density map model uses U-Net algorithm for segmentation. This model uses point 

annotations and generate a density map for the image. The density map consists of a 

map with dots in the place of shrimps detected. The basic idea here is to generate a 

density map and then count the objects from it. The first step is to create a 

corresponding density map for every image. The images are annotated at the stomach 

parts with a point type annotation. Then a density map for each image is generated by 

applying a convolution with Gaussian kernel. The training dataset consist of images 

with the density maps of those. 

Figure 4-2: Proposed camera setup 
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Then the model is trained with the generated dataset to map an image to a density 

map. The number of shrimps can be calculated from that map. 

 

YOLOv7 

 

The YOLOv7 model is the latest iteration of the YOLO based models. This makes use 

of bounding box annotations. The backbone of the YOLOv7 computational block is 

named E-ELAN, which stands for Extended Efficient Layer Aggregation Network. It 

makes the model better by making it learn by using “expand, shuffle, merge cardinality” 

[32].  

 

Model scaling is mostly used to modify certain model properties and produce models 

at various scales to accommodate various inference speeds. Different scaling 

considerations in conventional techniques with concatenation-based architectures (like 

ResNet or PlainNet) must be taken into account collectively rather than separately. For 

instance, increasing model depth will affect the ratio between a transition layer's input 

and output channels, which may result in less hardware being used by the model. For 

a concatenation-based model, YOLOv7 introduces compound model scaling. The 

model's original design qualities can be preserved by using the compound scaling 

method, keeping the ideal structure intact. 

 

This makes the model faster and more accurate. The images are annotated with 

rectangular shaped bounding boxes around the shrimps and then the model is trained 

using the generated dataset.  

 

4.3 Length detection 

For calculating the average weight of the shrimps in the given image, the average 

length of the shrimps is determined. Using length/weight conversion factor, the 

average weight of the shrimps is calculated.  

 

The output from the density map cannot be used to calculate the length since it uses 

point type annotations and the shrimps detected are represented by a single dot.  

Whereas with YOLOv7 model, the shrimps have bounding box around them. Since the 

shrimps are in different angles and in various positions, the calculation of length with 

this model is also not possible. That is why, the instance segmentation using Mask R-

CNN model is the better alternative as it gives masks as output. 
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This model makes use of polygon type annotations with each end at the extreme points 

of the shrimp. Segmentation produces output with three results: masks, bounding 

boxes and class name. These masks can be used to calculate the length of the 

shrimps. The instance segmentation gives all the details of the detected shrimps in 

terms of pixel values. In order to determine the length, we use contours of the masks 

generated. These contours can be used to get the extreme points of the detected 

shrimp. The length of the shrimp is calculated by measuring the distance between the 

extreme points. The length of the shrimp will be the maximum value among the 

calculated distance between extreme points. 

 

The length of each individual shrimps detected are calculated. The partial detected 

shrimps are eliminated from these. The average of these values is calculated and by 

using the average length and length/weight conversion factor, average weight is 

determined.  

4.4 Biomass determination 

With average weight determined using the instance segmentation using Mask R-CNN 

model and the number of shrimps estimated by YOLOv7 model and density map 

model, the biomass is calculated by multiplying both. This gives the Biomass in the 

image in grams.  

 

After training both the models with the dataset generated, the trained weights are then 

downloaded and used to implement the entire project together. The model is then 

implemented in Google COLAB which offers GPU. The result is then displayed on the 

input image. This image is used to determine the amount of food to be dispensed for 

the shrimps in order to maintain healthy life for the animals and better production for 

the farmers. 

 

For checking the validity of the data, the images are taken at one set time every day 

for both manual measurement and the model measurement. The data is collected for 

several days and compared both the outputs.  
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Summary of the chapter 

 

This chapter provides the general idea of the proposed concept for the project. The 

flowchart of the concept is provided in this chapter and this chapter mainly consists of 

four sections. First section is about data processing. It gives general idea about how 

the camera is setup at the farm and the generation of dataset needed for training the 

model. 

 

The second section explains the number of shrimps estimation. It provides the basics 

of both density map model and YOLOv7 model. It also discusses about how the 

individual models work and how the output should look like. 

 

Third section is about estimating the average weight. This method uses instance 

segmentation with Mask R-CNN and this section discusses about why this model is 

preferred over the other two models. 

 

The fourth section explains the calculation of the biomass which is by using the second 

and third section. This also discusses about the combining of the models to get the 

output. The process of verifying the output is also explained in this section. 
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5 Implementation and Methodology 

The implementation of this project is done in two parts: weight estimation and number 

of shrimps estimation. The data is labelled as per the model requirements and the data 

is stored in Google Drive to make deploying the model easy. Google COLAB is used 

because of GPU availability. 

 

 

Data processing 

 

This chapter deals with the processing of data required for executing the project 

successfully. Tasks such as data collection and preparation are discussed in this 

chapter. 

 

 

5.1 Data collection 

Data collection deals with the images to be collected for training the model. For better 

results, the images of wide variety of settings need to be collected. Several factors 

such as camera settings, time, light availability in the farm and so on, all can be varied 

in order to make the data as effective as possible. Camera settings such as white 

balance, saturation and contrast are varied in this process.  

 

To determine the best conditions from the available, a test model is setup and the 

model is tested with various factors. Based on the results from the test model, the best 

camera and light settings which have the best visibility are determined. These settings 

are then used to collect the data from the actual shrimp farm. 

 

The data is collected in the form of videos from the camera adjusted to the settings 

determined to be the best by this test model. These videos are then converted into 

frames for processing the data and create dataset required for each model based on 

their requirements.  
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5.1.1 Test model 

 

A test setup was used to determine the best parameters for the camera. This setup 

was used only to perform experiments that implement all the varying parameters with 

both light and camera settings. After determining the best parameters, the actual data 

is collected from the farm.  

 

Figure 5-1 shows the test model proposed for the experiment. The setup is composed 

of 4 sections with varying density of animals in each section. This setup is used as it is 

easier to analyze and determine the best light and camera parameters. Based on this 

proposed setup, a tub is used in this experiment which is divided into 4 sections as per 

the proposed model. Figure 5-2 shows the test setup using a tub for the experiment.  

Figure 5-1:Proposed test model 
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Light settings 

 

In this experiment, RGBW LED lights are used as artificial light sources. These have 

four different channels with varying brightness and color. Those are the main factors 

that impact the visibility of the shrimps. The setup was kept under surveillance with 

varying light conditions. Channel 1 and channel 4 are nearly indistinguishable and 

hence the channel 1 is not shown in the following figure 5-3.  

Here, the setup is kept under different channels for each day and observed. From the 

figure 5.3, we can see that while the shrimps are visible in channel 2, it gets slightly 

challenging in annotating them. The visibility pf shrimps in channel 3 is quite poor and 

the annotation of the images will be very hard. Whereas, in channel 4 has the best 

visibility among the three channels and the ease of annotating is also vey much 

Figure 5-2: Actual test setup 

Figure 5-3: Sample from different channels 
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improved. After the experiment, channel 4 seems to be the best option in the three 

available channels based on the visibility and hence channel 4 is decided to be used 

in this project. 

 

Camera settings 

 

The setup is further used to determine the best camera settings such as intensity and 

exposure. The tub is kept under camera for 3 days with varying intensity and exposure 

for every one hour. The intensity with 75 and 100 are observed while the exposure is 

observed with values of 20, 30, 80, 100 and 130.  

Figure 5-4 shows the sample images of setup with varying intensity and exposure 

values. While the animals are visible in all the settings, the color of the shrimps are 

clearly visible in only few. As the shrimp color is one of the early indicators of the stress, 

the color visibility is very important for detecting the stressed shrimps. So, the intensity 

level of 100 with exposure of 100 and 130 are preferred as the camera settings. 

Figure 5-4: Setup with varied intensity and exposure 
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5.1.2 At the farm  

 

With the finalized camera settings, the data from the farm is collected. To increase the 

variety in the data, the images can be taken with the added artificial light in the night 

and the daytime. The time of the day to collect the data also helps in this regard. 

Shrimps tend to move a lot during the feeding time and they tend to be stagnant during 

the sleeping time. The chances of overlapping shrimps is high during the feeding time 

as the animals are moving significantly more. The overlapping of shrimps is a big issue 

when calculating the biomass. The model might not be able to detect the shrimps which 

are under another shrimp.  

 

Figure 5-5 shows the image with overlapping shrimps. Since the shrimp farms are 

heavily populated, the accuracy of the shrimps detected may not be very high. One of 

the reasons for that is overlapping. To improve the accuracy of the model, training the 

model with and without overlapping is important. Data can therefore be gathered at 

various times. 

Figure 5-5: : Overlapping of shrimps [27] 
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The figures show the difference between the two images. Figure 5.7 is taken during 

the feeding time and hence with the heavy movement, the chances of shrimps 

overlapping is high. Figure 5.6 is taken during the resting time and the chances of 

overlapping is low. 

 

Figure 5-7: Image during feeding time 

Figure 5-6: Image during resting time 
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5.2 Data preparing 

Once the data required is collected in the form of videos, the images are extracted from 

the videos in the form of frames. The images collected are then augmented to increase 

the dataset. Augmentation methods such as scaling, cropping, rotation and so on can 

be used to increase the size of dataset and thereby improve the detection result of the 

model. 

 

The data collected is then labelled according to the requirements. Since this project 

uses three different model, three different methods of annotations are used. For 

calculating the number of shrimps in the frame, we can use either UNet or YOLOv7. 

UNet uses dot annotations while YOLOv7 uses bounding boxes. And for determining 

the length of shrimps, mark R-CNN uses polygon annotations.  

 

The annotated images are then augmented as per the requirement and then split into 

training dataset and validation dataset. Different models use different format of the 

labelled datasets. Mask R-CNN uses COCO dataset whereas YOLOv7 uses 

rectangular bounding box type annotations. YOLO makes  use of the labelled dataset 

in YOLO format i.e. a text file with the coordinates of the bounding box annotations. U-

Net uses point format annotations and after augmenting, the dataset is split into training 

and validation datasets. U-Net model uses the datasets in HDF5 format and hence the 

datasets are converted. 

 

 

5.3 Weight estimation 

Weight can be estimated by using length/weight function after determining the length 

of the shrimps. The length of the shrimps is estimated by using instance segmentation 

with Mask R-CNN model. The stepwise algorithm for this process is as follows: 

 

Step1:  Labelling the data with polygon type annotations. 

Step2: Train the model in the Google COLAB with the labelled dataset. 

Step3: Test the model with an image.  

Step4: Get the masks of the detected shrimps and divide the image with masks of all 

 the animals into individual masks. 

Step5: Get the extreme coordinates of the mask and calculate the distance between 

 them. The maximum value among them gives the length. 

Step6: Calculate individual length of all the shrimps detected and then compute the 

 average length. 
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Step7: Compute the average weight using the conversion factor. 

 

Environmental setup 

 

Since the training is conducted on Google COLAB, the data is labelled and uploaded 

to google drive for quick and easy access. The list of packages and libraries need to 

be installed for the model are listed in the table 5-1. For the estimation of the weight, 

instance segmentation with mask R-CNN is used.  

 

Packages/libraries Version Description 

Python 3.7.13 Programming language 

Pip 21.1.3 Python package installer 

TensorFlow 2.5.0 Open-source library for machine learning 

and artificial intelligence 

NumPy 1.19.5 Python library for manipulating multi-

dimensional arrays, matrices, and 

functions 

Keras 2.5.0 Open-source library that provides python 

interface for artificial neural networks 

Matplotlib 3.2.2 Python module for visualizing the data. 

Table 5-1: Environmental setup for Mask R-CNN 

  

 

Labelling the data 

 

For the segmentation process polygon annotations method is used. For labelling the 

images CVAT, which is a free and open-source interactive video and image annotation 

tool for computer vision algorithms, is used. It supports various annotation formats 

including COCO, PASCAL, YOLO, VAL, KITTI and several others. We use COCO 

format for this project. 
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The CVAT also supports multiple types of annotations such as 

line, polygon, point, rectangle and so on. We use polygon type 

annotation in this project. The annotation of the shrimp is done as 

shown in the figure 5-9. The annotation starts at the head position 

and a polygon is drawn around the shrimps till the tail. After 

finishing the annotations of the images, the dataset is exported in 

any desired format, which is COCO format for this model. 

 

After the annotation of data, the images along with the annotations 

are augmented to increase size of the training dataset. We 

annotated 109 images and applied augmentation tools: scaling, blurring, rotate. This 

increased the number of images to 327. 

 

Training 

 

After preparing the dataset, it is uploaded to google drive for training the model. The 

model is trained on Google COLAB and the environment setup is done by installing all 

the dependencies and libraries as mentioned in the table 5-1. Mask R-CNN git 

repository is then cloned to the environment and the initial pre-trained weights are 

downloaded. 

 

• Annotated dataset = 109 images 

• Augmented dataset = 327 images 

• Train dataset = 291 images 

• Validation dataset = 36 images 

• Batch size = 8 

• Iterations = 30 

• Epochs = 100 

Figure 5-8:Annotation 
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The model is trained with above mentioned parameters and the trained weight is then 

downloaded. This trained weight is used to test the model. The training loss of the 

model is as shown in the following figure. 

 

Running the model 

 

After training the model, we can cross validate the performance by displaying the 

trained weights on the validation dataset. Figure 5-10 shows the visualization results 

on random validation images.  

The model is then run on a sample image to get the masks with trained weights. Figure 

5-11, shows the output of the instance segmentation on an image.  

Figure 5-9: Training loss of Mask R-CNN model 

Figure 5-10: Visualisation on validation images 
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The figure 5-11 shows the output of the model and as we can see from it, every 

detection has three results: masks, bounding box and the score. For the calculation of 

length of the shrimps, it is important to further process them. 

 

The output of the instance segmentation provides all the required information of the 

shrimps detected and it is easy to calculate the length in terms of pixels. In order to get 

the length in real terms, a scaling factor is needed. The scaling factor is calculated with 

the help of the mesh underneath the shrimps.  

 

Figure 5-11: Sample image output 

Figure 5-12: Grid measurement [27] 
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The scaling factor is calculated with the help of grid measurements. Figure 5-12 shows 

the grid measurements in the farm and since we know the distance between 20 grid 

holes is 12.6 cm, scaling factor is calculated by finding the pixel length between the 

same grid holes. The pixel length between the two coordinates is calculated and the 

distance is 425 pixels. And the scaling factor for each pixel to cm is 0.02965.  

 

Length calculation 

 

For calculating the length of the shrimps detected, we need to consider only the contour 

of the mask. First, the output image with masks for each detected shrimp is converted 

to image with contours. Figure 5-13 shows the contour of the detected shrimps from 

the figure 5-11. 

  

The contour of each shrimp is then extracted to calculate the individual length of the 

shrimps. The coordinates of the extreme points in the contour Is then determined. The 

distance between all the four coordinates in calculated. Distance between two points 

can be calculated by using the formula. 

 

 

𝒅 =  √(𝒙𝟐 − 𝒙𝟏)𝟐 +  (𝒚𝟐 − 𝒚𝟏)𝟐                           (5-1) 

where (x1,y1) and (x2,y2) are the coordinates. For determining the accurate length of 

the shrimps, only fully visible shrimps are considered. The four extreme points of the 

fully visible shrimps detected can be seen in the figure 6-8. The extreme points 

detected here are top-most (B), bottom-most (D), right-most (C) and left-most points 

(A). The distance between all the points is then computed. There will be six 

Figure 5-13: Contour of the masks Figure 5-14: Contour of single shrimp 
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combination of computed values with distance between every two points i.e. between 

(A,B), (A;C), (A,D), (B,C), (B,D) and (C,D). The maximum value from the computed 

values will be between the head and tail point of the shrimps. That is the distance 

between the point A and point C in the following figure. 

 

 

Figure 5-15: Extreme points in the contour 

After extracting the extreme points and calculating the distance between them, the 

maximum value among the distances between each for the shrimp in the above figure 

is 590.22 pixels. By using the scaling factor, we calculated from the grid, which is 1 

pixel is equal to 0.02965cm, the actual length of the shrimp can be calculated. For the 

shrimp with the length of 590.22 pixels the length in real time is 17.5cm.   

 

The length of all the shrimps detected in the image is calculated and the average of 

these values is the average length of the shrimps. Using length/weight conversion 

factor from the equation 2.1.  
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5.4 Number estimation 

For determining the number of shrimps in each image, we use two different algorithms. 

YOLOv7 and U-Net algorithms are used in this project.  

 

5.4.1 YOLOv7 

 

The YOLOv7 model uses the bounding box annotation types. The stepwise algorithm 

for this process is as follows: 

 

Step1: Labelling the data with bounding box type of annotations. 

Step2: Augment the data and prepare the dataset. 

Step3: Train the model in Google COLAB with the prepared dataset. 

Step4: Run the model on the sample image. 

Step4: Determine the number of shrimps detected. 

 

 

Environmental setup 

 

The table 5-2 shows the necessary libraries and package that the model needs for this 

model. This model is also conducted on COLAB and hence the data is uploaded to 

drive for quick access.  

 

Libraries/Packages Version Description 

Python 3.7.13 Programming language 

NumPy 1.24.0 Python library for large multi-dimensional 

array, matrices, and function support. 

OpenCV- Python 4.1.1 Open-source computer vision and machine 

learning library. 

Pillow  7.1.2 Free and open-source python imaging library 

TensorFlow 2.4.1 Open-source library for machine learning 

and artificial intelligence. 

Matplotlib  3.2.2 Python module for visualizing the data. 

SciPy 1.4.1 Open-source python library for scientific and 

technical computing. 

PyTorch 1.7.0 Python machine learning framework for torch 

library. 

Scikit-learn 0.19.2 Machine learning library for data analysis 

Table 5-2: Environmental setup for YOLOv7 
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Data labelling 

 

The YOLO model uses rectangle bounding box type of annotations. The labelling of 

the images is done on an online tool Makesense.ai. This tool is open-source and free 

to use under GPLv3 license. This tool doesn’t need any 

installations and can be accessed on the browser. It 

supports multiple label types including rectangle, 

polygon, point and line. It also provides the labels in 

several formats such as YOLO, VOC XML, VGG JSON 

and CSV.  

 

The annotations of the shrimps is done as shown in the 

figure 5-16. A rectangle shaped bounding box is placed 

around the shrimps in the image. The annotation in 

YOLO format  is preferred for this model. After finishing 

the annotations of all the images, the labels and images 

can be exported in YOLO format. 

 

The augmentation is applied to the labelled dataset. 320 

images are labelled on Makesense.ai tool and after 

augmenting the data, the number increased to 1635. 

This is then split into 1250 images for training and 385 

images for validation. The augmentation techniques used to increase the size of the 

dataset are scaling, rotate, flipping, brightness and blurring.  

 

Training 

 

After labelling the dataset and exporting it, it is uploaded into google drive for training 

the model. The training of the model is done on Google COLAB with GPU. After 

installing the libraries and packages as shown in the table 5-2, the YOLOv7 repository 

is cloned along with downloading the pre-trained YOLO weights. The dataset is copied 

into the COLAB and then split into training dataset and validation dataset. The 

parameters provided for the model while training are as follows: 

 

 

• Annotated dataset = 320 images 

• Augmented dataset = 1635 images 

• Train dataset = 1250 images 

Figure 5-16: Annotations for 

YOLO 
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• Validation dataset = 385 images 

• Batch size = 16 

• Epochs = 1000 

 

 

Running the model 

 

Figure 5-17: YOLOv7 output with bounding boxes 
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The model is tested on a sample image after training, and the results are displayed in 

the output in figure 5-17. The model outputs an image with bounding boxes 

surrounding any detected shrimps as well as a text file containing the bounding box 

coordinates. The calculating the number of bounding boxes in the text file will give us 

the number of shrimps detected in the image. 

Figure 6-18 shows the output of a text file with the coordinates of bounding box for all 

the shrimps detected. The number of shrimps is determined by calculating the number 

of rows in the text file as each row has one set of coordinates. 

 

Figure 5-18: YOLO output with coordinates of bounding box 
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5.4.2 Density Map 

 

Another model we use in determining the number of shrimps in the image is U-Net. 

This model uses point annotation type for labelling, and it gives the density map as the 

output. The stepwise algorithm for this process is as follows: 

 

Step1: Labelling the data with point type of annotations. 

Step2: Augment the data and prepare the dataset. 

Step3: Split the data and generate train and valid HDF5 files. 

Step4: Train the model in Google COLAB with the prepared dataset. 

Step5: Execute the model on a sample image. 

Step6: Generate the density map for the image. 

 

 

Environmental setup 

 

The table 5-3 shows the necessary libraries and package that needed to be 

downloaded for running this model. This model is also conducted on COLAB and 

hence the data is uploaded to drive for quick access. 

 

Libraries/packages Version Description 

Python 3.7.13 Programming language 

NumPy 1.16.4 Python library for large multi-dimensional 

array, matrices, and function support. 

H5py 2.9.0 Python package for interpreting HDF5 files 

Matplotlib  3.0.3 Python module for visualizing the data. 

SciPy 1.2.1 Open-source python library for scientific and 

technical computing. 

Pillow 6.1.0 Free and open-source python imaging library 

Torch 1.0.1 Open-source ML library used for creating deep 

neural networks. 

Albumentations  1.3.0 Python library for image augmentation. 

 

Table 5-3: Environmental setup for U-Net 
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Data labelling 

 

For the labelling of the images for the U-Net model, makesense.ai tool is used. This 

network uses point type of annotations. Since only one key-point is to be labelled on a 

shrimp, the brightest part or more visibly dynamic part of the shrimp is selected. 

From figure 2-1, we can see that the stomach part of the shrimp can be seen clearly 

because of the contrast in colour. So, decision to annotate the stomach part is taken 

for this situation. The annotations in the tool makesense.ai looks like the below figure 

5-19. 

 

After labelling the images, the annotations are extracted from the project in 

makesense.ai. In total 109 images were annotated, and the annotations were exported 

in CSV format. To make the augmentations easy the point annotations are turned to 

bounding box with coordinates of the point. Then the images with bounding box 

annotations are augmented and increased the size of the dataset to 763 images. After 

augmenting the data, the bounding boxes are then turned back into point annotations. 

 

The augmented dataset is then split into 88% for training and 12% for validation. This 

makes the size of the training dataset to be 671 and validation dataset to be 92 images. 

The augmentation techniques used in order to increase the size of the dataset for this 

model are scaling, rotate, flipping and blurring. 

Figure 5-19: Point annotation for U-Net 
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Training 

 

The dataset is spilt into training and validation datasets, and they are uploaded to 

google drive for training in Google COLAB. After installing the libraries and packages 

as shown in the table 5-3, the repository is cloned. The training and validation datasets 

are then converted to HDF5 format. Then a pickle format, process of converting an 

object to a byte stream that can be stored as a binary file, is created for training. This 

pickle file is used for training the model with the parameters provided as follows: 

 

• Annotated dataset = 109 images 

• Augmented dataset = 763 images 

• Train dataset = 671 images 

• Validation dataset = 92 images 

• Batch size = 12 

• Epochs = 150 

• Learning rate = 0.0024 

 

The trained weight of the model is then used to execute the model on an input image 

to generate the density map and determine the number of shrimps in that image. 

 

Running the model 

 

After training the model, the generated weights file is used to test the model on a 

sample image for determining the number. The model gives the output as a number of 

shrimps detected along with an image with dots where the shrimps are present.  

 

 
Figure 5-20: Input image and output with density map 

Figure 5-20 shows the input image along with the density map generated by the model 

with dots in the place where shrimps are detected. 
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5.5 Biomass estimation 

With the average weight determined by the instance segmentation with Mask R-CNN 

and the number of shrimps detected by the density map with U-Net and YOLOv7 

models, the biomass is calculated by using the formula B = W * N, where B is biomass 

in grams, W is for average weight detected in grams and N is for the number of shrimps 

detected. 

 

The biomass of the shrimps in the tank is calculated both manually and with the model 

to verify the results. Since shrimps grow very rapidly, the measurements are done at 

the same time (12:00) for both manual and automatic. A one-minute video is taken at 

first and the model works of that. After the video is taken, measuring the biomass 

manually in the tank is done.  

 

The size of hundred shrimps is measured manually and the average is calculated. 

While the model calculates the length of the shrimps detected in five frames from the 

video and the average is calculated. The measurement of the number of shrimps is 

done by calculating from the image both manually and by using the both the models.  

 

The average length is then used to calculate the average weight by using length/weight 

factor. This is multiplied with the number of shrimps detected which gives the Biomass 

in that area. The Biomass is estimated in grams and displayed on the image. 

 

 

 

 

 

 

Summary of the chapter 

 

This chapter mainly focuses on the implementation part of the project. This first section 

focuses on the data processing for the model. It has two subsections: one focuses on 

data collection and the other focuses on data preparation. In the first section, a test 

model is developed for experiment and the ideal camera settings and light settings for 

the better visibility are determined. While the second section gives the basic ideas of 

data manipulation such as augmentations is discussed along with creating the training 

and validation dataset. 
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Later, this chapter focusses on the development of the algorithms discussed in the 

concept chapter. As discussed in previous chapter, the Biomass calculation requires 

the estimation of average weight along with the number of shrimps in the image. Each 

proposed algorithm is discussed in different sections. All the models are trained on 

Google COLAB because of availability of GPU. Apart from the development, the pre-

processing of images such as augmentations, is also discussed.  

 

The first chapter focusses solely on segmentation with Mask R-CNN architecture. The 

separation of each mask with contour and finding the extreme points from that is the 

challenging part in this section. The finding of the average weight is the main task for 

this chapter. 

 

The second chapter deals with the estimation of number of shrimps detected from the 

image. This section is then split into two subsections. The first subsection focusses on 

YOLOv7 model while the second one focuses on U-Net. YOLOv7 model gets output 

with bounding box and a text file with the coordinates of the bounding boxes. U-Net 

model gets output in the form of density map. 

 

The third section makes use of both sections and calculate the Biomass. In addition to 

these, the algorithm for each model is discussed with stepwise algorithm. The 

libraries/packages that needs to be downloaded are covered in this chapter.  
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6 Results and evaluation 

This chapter mainly focuses on the results obtained from the previous chapter and their 

evaluation. While the instance segmentation with Mask R.CNN is used in determining 

the average weight of the shrimps in the image, the number of shrimps estimation can 

be done by any of the two models discussed in the previous chapter. Here, the results 

are compared to determine which model performs better. 

 

6.1 Segmentations 

6.1.1 Outputs 

 

In the previous chapter, we discussed about the proposed algorithm of the instance 

segmentation for calculating the average weight and its result. In this chapter, we will 

run the model on more frames and compare the output. This chapter also deals with 

some of their limitations in different scenarios.  

 

 
Figure 6-1: Output of the segmentation 

 

The algorithm detected 32 shrimps in the first image while it only detected 23 in the 

second image. Since, shrimps of same age are kept together in the tank, the model 

doesn’t need to detect all the shrimps for average weight calculation.  

 

When the sediment formation in the water tank increases, the visibility of the shrimps 

drastically decreases as evident by the following figure 7-1. When the model is applied 

on the images with good visibility, the prediction for the shrimps also improves as 

demonstrated in the figure 7-2.  
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The bad visibility of the shrimps in the image leads to the partial detection of shrimps 

and this affects the average length calculations. The partial 

detection of a shrimp can be seen in the figure 7-3. This leads to 

the estimated length of that individual shrimps to be less than the 

actual length. This affects the average length of the shrimps 

detected. 

 

To eliminate this, we eliminated these types of partial detections 

before the calculation of average length. For this, the partner 

business established a formula that states that the shrimp's length must be at least 

eight times their width. Using this, the partially detected shrimps are eliminated. 

 

6.1.2 Evaluation  

 

The lengths of the shrimps were calculated manually in the shrimp farm before the 

introduction of the ML techniques. To check the validity of the data predicted, the 

lengths of 100 shrimps are calculated and compared the average length. Sine shrimps 

grow very fast, the calculation of the length both manually and using the model are 

done on the same day. The video was taken from the installed camera right before the 

manual calculation. 

Figure 6-2: Shrimps detected in the images from different camera 

Figure 6-3: Partial 
detection 
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• Ground truth = 13.8cm 

• Manual measurement = 12.6cm 

• Predicted length = 13-07cm 

 

 

 

 

 

• Ground truth = 15.3cm 

• Manual measurement = 14.8cm 

• Predicted length = 14.2cm 

 

 

 

 

 

 

The average length of a total of 100 shrimps is calculated at two different time both 

manually and using the model. The comparison is as shown in the above figure 7-4 

and 7-5. Ground truth is the average length measured manually at the farm while the 

manual measurement is the average length manually measured in the computer using 

scaling factor. The predicted length is the average length predicted by the model.  

 

 

6.2 YOLOv7 results 

6.2.1 Outputs 

 

The outputs of the YOLOv7 model would be an image with bounding box around the 

shrimps and a text file with the coordinates of every bounding box. The coordinates of 

a single bounding box is in one row of the text file and therefore, when we calculate 

the number of rows in the text file, we get number of shrimps detected. 

 

The output of the YOLOv7 for a sample image is shown along with the input image in 

figure 7-6. The image comes along with a text file with the coordinates.  

Figure 6-4: length comparision 

Figure 6-5; Second tset length comparision 
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Figure 6-6: Input and output of YOLOv7 model 

 

6.2.2 Evaluation 

 

Figure 6-7: YOLOv7 on test dataset 
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When the model is run on a test dataset of 21 images, to evaluate the model, the output 

of the model is as shown in the figure 7-7. The model is then evaluated, and the mean 

average precision (mAP) is calculated. The mAP of 0.969 is achieved with this model. 

The output for the evaluation step in the model is as shown in the figure 6-10.  

 

YOLOv7 can also detect the shrimps in a video and when a video is given as a input 

the model divides the video to frames and detect the number of shrimps in each frame. 

A video of 10 seconds is given as input to the model and the statistics of it are shown 

in the table: 

Parameters  Values 

Duration of the video 10 seconds 

Frames per second (FPS) 30 

Total frames 300 

Average number of shrimps per frame detected/predicted by 

the model 

65 

Average number of shrimps per frame (manually counted) 68 

Precision 0.9558 

Table 6-1: Details of YOLOv7 on video 

 

6.3 Density map results 

6.3.1 Outputs 

 

The U-Net gets the output in the form of a density map. The figure 7-9 shows exactly 

how the density map looks like. 

Figure 6-8: mAP calculation 
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The model also gives the number of objects detected as the output as shown in the 

figure 7-10. Here the model detected 84 shrimps from the sample image. 

 

 
Figure 6-10: Number of shrimps using U-Net 

Figure 6-9: Density map 

Figure 6-11: Average loss values for U-Net 
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The average training loss of 0.1102 is obtained by the U-Net model. The training losses 

and valid losses at the end of the training can be seen in the figure 7-11. When the 

input image is superimposed on the density map, we will get the output as shown in 

figure 7-12. 

 

 

6.4 Comparison between Density map and YOLOv7 

Either of the models can be used for the calculation of number of shrimps. Both the 

models are tried for 5 frames to compare, and the results are shown in the table 7-2. 

 

 YOLOv7 U-Net Manual 

Frame 1 78 83 85 

Frame 2 77 79 86 

Frame 3 84 88 90 

Frame 4 88 87 91 

Frame 5 76 79 84 

Average 80.6 83.2 87.2 

Error  7.59 4.6  

Table 6-2: Comparison between YOLOv7 and Density map 

 

 

Figure 6-10: Density map with U-Net output 
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The YOLOv7 has an error rate of 7.59 while U-Net has an error rate of 4.6. The U-Net 

performed better than YOLOv7 for the images. But, YOLOv7 can work on videos while 

U-Net model does not. So, for calculating the Biomass in an image, U-Net performs 

better and hence it is preferred. 

 

6.5 Biomass determination 

 

The average weight calculated from the segmentation and the number of shrimps 

calculated with U-Net model, biomass can be determined by multiplying them. The 

calculated biomass is then displayed on the image as shown in the figures below. 

 
Figure 6-11: Biomass displayed on the image-1 

 

Figure 7-11 shows the image with biomass of 821.36 grams while the image in figure 

7-12 have the biomass of 737.22 grams. 

 

The biomass calculated here is for the entire image area and for validation the biomass 

calculated manually in the farm is then compared with these values. 

 For this as we know the area of the entire farm and the area of the pool, the camera 

covers, we calculated the error rate. The model has an error rate of 7%. This can still 

be reduced with the better cameras and clear water.   
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Figure 6-12: Biomass displayed on the image-2 

 

Evaluation: 

 

The model is then tested on 100 images and the output of the model is then compared 

with the manually measured data. The output is as shown in the following table. 

 Segmentation Density map YOLOv7 

Manually calculated 14.2 84.3 80.2 

Model detected 14.8 88.6 88.6 

Detection rate (%) 95.9 95.1 90.5 

Table 6-3: Detection rate 

 

The rate of detection for the model using the segmentation and density map is 

 

Detection rate = 0.959 x 0.951 = 0.912 

Detection rate (%) = 91.2% 

 

The detection rate for the model using segmentation along with YOLOv7 is  

 

Detection rate = 0.959 x 0.905 = 0.867 

Detection rate (%) = 86.7% 

 



73 
 

Summary of the chapter: 

 

This chapter solely focusses on the results and evaluation of those results from the 

previous chapter. It have five sections with each section focussing on different models 

and their evaluations. 

 

The first section mainly discusses about the results for size estimation of the detected 

shrimps. It has two subsections, one for results and the other for evaluation. First 

subsection shows the output for the size estimation by instance segmentation using 

Mask R-CNN on sample images and partial detection is also discussed in this. The 

second subsection focusses on evaluation process of the model. The results with the 

manual measurement are compared here. 

 

The second section Focusses on the number of shrimps estimation with YOLOv7 

model. Similar to the previous section, this section also has two subsections: one for 

results and the other for evaluation. In the same way, third section discusses about the 

results and evaluation of the density map model with U-Net.  

 

The fourth section compares the results from the second and third sections to 

determine the better model to detect the number of shrimps in the image. The fifth 

section focusses on the Biomass calculation by combining the models for number of 

shrimps and size estimation. In the evaluation part of this section, detection rate is 

calculated for the model by using the manually measured data. 
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7 Conclusion and Future Scope 

 

In this chapter, after seeing the results in the previous chapter, we can summarize the 

overall performance of the proposed algorithms to be very good. The first task in this 

project is to calculate the weight from instance segmentation with Mask R-CNN 

architecture, In the second task of estimating the number of shrimps in the image, 

Density map with U-Net model performed better than the YOLOv7 model.  

 

Based on the previous chapters and the results obtained in chapter 7, these are some 

of the advantages and limitations of the models used in the thesis. 

 

Advantages: 

 

• The shrimps which are fully visible are detected and the lengths of these 

shrimps are detected with a good accuracy. 

• The YOLOv7 model achieved 0.969mAP with the test dataset while density map 

with U-Net got the mean absolute error of just 7.29 and 7.167 for training and 

validation respectfully. 

• Achieved the precision of 93 for calculating the biomass of the shrimps when 

compared to the manual measurements. 

 

Limitations 

 

• The model suffered when the visibility of the shrimps in the water is low and due 

to the poor visibility, the tails of the shrimps are not detected properly. 

• Overlapped shrimps are hard to detect completely and these partially detected 

shrimps can bring down the average length. 

• Labelling of the images with low visibility by using polygon type annotations is 

challenging. 
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Future scope 

  

In the future, to enhance the scope of the project, improving the water and camera 

quality will drastically improve the predictions. Making the feeding completely 

automatic will improve the mental state of the animals. Due to the limitations in the 

camera quality, identifying the color of the shrimps is nearly impossible. But if we can 

identify the color, we can identify the early signs of stress in the animals and we can 

even know, what’s causing the animals’ stress. 

 

With improvements in both the water quality and camera quality, the visibility of the 

shrimps improves which makes surveillance of the animals better. Tracking of the 

animals and their movements can provide very insightful data in assessing the health 

and the mood of the animals. This also helps in identifying the aggressive animals and 

the damage of they cause. 

 

With the development of underwater cameras, the tracking of the shrimps can be done 

even closely. The stereo cameras can be used to gather the data in 3D and it gives 

the size of the shrimps precisely. Since the layers of the tank in this situation is quite 

low, usage of stereo camera is not priority. But, with the tanks with more depth needs 

stereo camera for the accurate measurement of the size of the shrimps.  

 

In the future, the model can be trained with even more data to improve the prediction. 

Also, re-training the model with several different network backbones and comparing 

the result would make this better. 
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Appendix 

Animal welfare 

 

Factors affecting the welfare of the animals are as follows: 

Environment 

 

I. Water Quality 

 

The most crucial element to take into account when maintaining a healthy aquaculture 

is the farm's environment. Quality of water is one of the main issues in assuring the 

health of the animals. There is a direct relation between quality of water and the 

disease control. Changes in normal environmental conditions such as oxygen levels, 

water temperature and salinity of water have a significant effect on the health of the 

animals [33].   

 

II. Density 

 

With highly intensive farming, the density of the shrimps in the ponds tends to be very 

high. Many shrimps living in a single close quarter leads to animals accidentally hitting 

by swimming into each other. Sometimes this may cause severe injury but, most of the 

times it increases the stress on the animals. So, maintaining the density of the animals 

to a safe number is very important.  

 

Shrimps usually grow very fast and when the different sizes of the shrimps live in a 

small pond together, the effect on small shrimps is huge. To prevent this, the shrimps 

must be transferred to different ponds based on the size in order to reduce the density 

in the ponds [34]. Also, with increase in density, the risk of decease transmission 

increases significantly. 

 

III. Sediment Management 

 

The bottom of the tank will always become clogged with waste from aquafarms, 

including uneaten food and feces. [35]. High amount of sediment formation in the tank 

results in decrease in availability of oxygen. The sediments also release toxic amount 

of ammonia, nitrate and phosphate. All these factors influence the health of animals.  
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When the farms are located in a naturally available water bodies, then the sediment 

increases the nutrients in the nearby farms. But, in the case of man-made tanks, the 

sediment causes only harm to the animals. To keep the water quality high, the 

sediment in the tank needs to be cleaned at the conclusion of each crop cycle. 

 

IV. Overfeeding 

 

Overfeeding is one of the significant factors in the formation of sediment at the bottom 

of the tank. The uneaten food usually ends up at the bottom of the tank. This uneaten 

food breaks down and produce toxic byproducts which effects the water quality and 

thereby animal health.  

 

When the uneaten food decays it produces carbon dioxide while consuming oxygen. 

This results in decreasing levels of oxygen availability for the animals. This also results 

in decrease of the pH value of the water making it acidic and not safe for animals. The 

decaying of food also produces high amounts of ammonia and nitrate which are 

considered dangerous for the aquatic animals [35]. 

 

Overfeeding also causes liver issues in the animals. This leads to a disease called fatty 

liver which is highly common in aquatic animals [36]. With increase in uneaten food, 

the water quality and the visibility in water decreases. With low water visibility, the 

animals swim into each other more often and resulting in the increase of stress.  

 

V. Stress  

 

One of the key elements affecting an animal's health is stress. Shrimps are usually 

highly sensitive and stress easily. Stress is a psychological response to any harmful 

stimuli. Stress even for a short time might affect the health of the shrimps and long 

term may result in death of the shrimps. Shrimps stress for even smallest of changes 

in the environment. This affects their immunity and make them vulnerable to diseases. 

There are several stressors for shrimps in a tank. 

 

i. Physical stressors 

 

Any small changes in the water or the surroundings near tank results in stress. Some 

of the physical stressors related to water quality are changes in water temperature, 

oxygen levels and pH value. Sudden change in the light intensity also stresses the 
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animals. Any sudden sounds in the surrounding area of the tank is also one of the 

stressors. 

 

ii. Biological stressors 

 

Biological stressors include density of the shrimps in the tank and presence of parasitic 

macro-organisms. With the high density in the tank, shrimps have less space to swim 

around and this will lead to unwanted collisions. Hence, the non-availability of lateral 

swimming space increases the stress in the shrimps. Also, the presence of pathogenic 

or parasitic macro-organisms also increases the stress. 

 

iii. Chemical stressors 

 

Usage of chemicals in the cleaning of tank also causes stress in shrimps. Chemicals 

used in water treatment for any insects or spills is one of the stressors. Sediment in 

the tank and release of toxic waste results in changes in pH.  

 

 

 

iv. Procedural stressors 

 

The common procedures in maintaining the tank such as cleaning of tanks or changing 

of tanks, water changing, shipping and disease control are procedural stressors.  

 

Shrimps have several physical attributes to indicate that they are stressed such as 

erratic movement, lethargy, loss of appetite, loss of color, decreased reproduction rate 

and molting. 
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Figure 9-0-1: Disease evidence in the shrimp [37] 

The color of the shrimps as shown in the Figure 9-1 is a good indicator for the stress 

or any diseases in the shrimps.   

➢ Erratic movement: One of the simplest signs that the shrimp are anxious is their 

irregular movement in the aquarium. Stressed shrimps tend to swim erratically, 

and this leads to bumping and scrapping.  

➢ Lethargy: Lethargy in shrimps can be identified easily as the shrimps generally 

are active animals. Loss of enthusiasm or energy generally indicates the 

shrimps are unhealthy. 

➢ Loss of appetite: Shrimps generally eat any organic matter in the tank such as 

algae, dead plants or animal matter. Hence, the loss of appetite is an indicator 

for compromised immunity. 
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➢ Loss of color: When agitated or ill, shrimp frequently lose color. Some of the 

issues and what they indicate is shown in Figure 9-1. 

➢ Decreased reproduction rate: Generally female shrimps can carry up to 50 eggs 

depending on the size. Stress in shrimps can affect the fertility rate. 

➢ Molting: A new exoskeleton is developed during molting in preparation for 

growth. Any problem in this process can lead to loss of life and stressed shrimps 

usually have a problem at this stage. 

 

Stress can be easily identified by change in color and early symptoms are as shown in 

the Figure 9-0-1. Appearance of red dots on the tail and shrimps turning to pale are 

symptoms for terminal diseases.  

 

Shrimp farms 

 

Shrimp farms grew in scale significantly to meet the global demand. These exists in 

both fresh water or salt water environments.  

 

Recirculating aquaculture systems (RAS) 

 

RAS is a technology used to maintain water quality and oxygen levels to achieve 

desired environment for fish growth. In comparison outdoor pond system cannot 

sustain in long term as maintaining the ideal environment for the growth is not possible. 

The RAS system is a closed-circuit system with continual cleaning of water, removal 

of waste and maintaining the optimum pH value of water [9].  

 

These systems are sustainable as they use significantly less water than the 

conventional methods. Most of the water is recycled and thereby reducing the water 

wastage. These recirculating systems are non-dependent on the external 

environmental factors and the internal environment is completely controlled for 

optimum growth. Factors like feeding, disinfecting, temperature of water and so on are 

controlled in this method. To produce and maintain the system properly for producing 

excellent outcome, deployment requires knowledge, experience and perseverance 

[10]. 

 

The typical RAS system involves tanks, filters, UV disinfector and oxygen enrichment 

units. It can be further modifies based on the customization needed in that moment 

such as pH regulator, denitrification unit or heat exchanger. The water passes from 
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shrimp tank through the various filters both biological and mechanical, getting rid of 

carbon dioxide before returning to the tanks. 

 

There are several advantages in using this system and some of them are listed below 

• Low water usage 

• Efficient usage of resources such as land and energy 

• Maximum production 

• Ease of growing and harvesting 

• Production throughout the year 

• Complete control of environment resulting in less stress for shrimps 

• Less water pollution 

There are also few constraints in using this method such as requirement of good water 

source, skilled staff and uninterrupted electricity. 

 

 

Biofloc technology 

 

Biofloc technology makes use of waste and uses it as fish food. The pond's 

heterotrophic bacterial growth is accelerated by the addition of carbohydrates, and 

nitrogen production rises as a result of the creation of microbial proteins. [11]. In 

laymen’s terms, this system produces nutritious fish food from the toxic waste by 

making use of added microorganisms. 

 

Biofloc technology also has its own advantages. Some of them are 

• Minimizes water exchange 

• Improved water quality 

• More economical alternative 

 

Tank-based systems  

 

This system is gaining popularity in recent years. The major reason for this is its 

proximity to the market. This type of technology can be used in any environment and 

is simple to maintain. The floor and the top must be insulated properly.  

 

To assure the health of the shrimps, adequate ventilation is important. This method 

has 2000-3000 post-larvae per m3 harvest rate [12]. 
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