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Abstract  This study investigated atmospheric responses in mid–late winter and early spring to sea ice loss in the Barents and 

Kara seas using regressions of the January–March mean atmosphere on Barents and Kara sea ice area in November and 

December. Similar atmospheric circulation responses were obtained from reanalysis data and multimodel ensemble results from 

the Coupled Model Intercomparison Project Phase 5, i.e., sea ice anomalies are the dominant factor driving the overlying 

atmosphere. The results showed that an Arctic–Asia dipole structure, with opposite anomalies over the mid-latitudes of Asia and 

over the adjoining Arctic, appears to be the key atmospheric circulation anomaly influencing the East Asian climate in mid–late 

winter and early spring. 
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1  Introduction 
 
As an important part of Earth’s climate system, Arctic sea 
ice can modulate oceanic–atmospheric heat, moisture, and 
momentum exchanges and it can act as an important driver 
of climate on interannual–interdecadal timescales (Honda et 
al., 1999; Wu et al., 1999; Alexander et al., 2004; 
Magnusdottir et al., 2004). Observational analyses have 
suggested the sea ice in the Barents and Kara (B–K) seas is 
closely connected with the Asian climate (e.g., Honda et al., 
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2009; Wu et al., 2011; Mori et al., 2014; Zuo et al., 2016). 
These previous studies focused mainly on the winter 
(December–February) climate. Although a few studies have 
investigated the January–March (JFM) mean atmospheric 
response to sea ice (Kim et al., 2014; Yang et al., 2016), 
they have tended to focus on the zonal mean circulation and 
they have not provided spatial details of the atmospheric 
circulation anomalies over Asia. Moreover, Kim et al. 
(2014) focused on the long-term trend instead of the 
seasonal–interannual variability. Therefore, the climate in 
mid–late winter and early spring (i.e., JFM) needs to be 
studied further. In addition, there could be large uncertainty 
in observational analyses because of the short-term period 
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of investigation (Simmonds and Govekar, 2014; Vihma, 
2014; Walsh, 2014; Overland et al., 2016). To overcome 
these disadvantages, this study used the historical 
experiments in nine models from the Coupled Model 
Intercomparison Project Phase 5 (CMIP5). This approach 
involved the consideration of long-term data series (about 
150 a for each model simulation), while the use of nine 
models reduced the uncertainties attributable to model 
deficiencies. 

As in previous studies, the observed atmospheric 
response to the Arctic sea ice anomaly in winter was 
obtained by investigating its lagged correlation with Arctic 
sea ice in the previous season (e.g., Honda et al., 2009; Wu 
et al., 2011; Mori et al., 2014). This is because the 
simultaneous relationship between oceanic and atmospheric 
anomalies mainly reflects the forcing role of the atmosphere 
on sea ice (e.g., Deser et al., 2000; Wu and Zhang, 2010; 
Han et al., 2016). In the present study, we also used the JFM 
mean atmosphere lagged sea ice in November–December 
(ND) to indicate the atmospheric response to sea ice loss in 
the B–K seas. We did not use the JFM mean atmosphere 
lagged sea ice loss of the previous autumn (e.g., September) 
because the area of significant winter sea ice forcing in the 
B–K seas that persists from the previous autumn (especially 
September) is smaller than that of ND. This is because sea 
ice variation in the B–K seas is greater in ND than in 
autumn, and because greater heat anomalies are released to 
the atmosphere over a longer period of forcing. Thus, for 
equivalent sea ice anomalies, those persisting from autumn 
are weaker than those persisting from ND. In general, 
strong external forcing will produce a strong atmospheric 
response and thus the results could be considered more 
credible. This is confirmed by the results of simulations 
from CMIP5, which show that the longer sea ice anomalies 
drive the atmosphere, the weaker the sea ice anomalies are 
(Figures 1a and 2c). This weakens the surface energy 
exchange (Figures 1b and 2d) and thus the atmospheric 
responses become weaker (Figures 1c, 1d, 3c, 3d). Under 
limited observational samples, the stronger the oceanic 
forcing is, the more credible the results are. Therefore, the 
use of ND rather than autumn has tangible advantages. The 
physical basis of oceanic–atmospheric interaction in 
reanalysis data and coupled models is introduced in 
section 2. Aside from the reanalysis data, to enhance 
reliability, we also used nine CMIP5 models to investigate 
this subject. The findings of this study could be helpful in 
understanding the relationship between the strengthening of 
the Siberian High (Jeong et al., 2011; Wu et al., 2011; 
Zhang et al., 2012) and the loss of sea ice in winter in the 
B–K seas over the past two decades. 

 
Figure 1  CMIP5 JFM mean sea ice (SIC, shaded, %) and sea 
surface temperature (SST, contour, ℃, a), surface turbulent heat 
fluxes (SLH, W·m−2, b), monthly sea level pressure (SLP) (hPa, c), 
and Z500 (gpm, d) regressed on the sign-reversed 
September–October B–K sea ice area (SIA) index. Black contours 
indicate significance at the 95% level. 

2  Data and methods 
 
The monthly sea ice concentration and SST data used in this 
study were obtained from the UK Meteorological Office’s 
Hadley Centre (Rayner et al., 2003). The SLP, 500 hPa 
geopotential height (Z500), surface air temperature (SAT), 
and surface turbulent heat fluxes (sensible and latent heat 
fluxes) were obtained from the European Centre for 
Medium-Range Weather Forecasts’ Interim Reanalysis (Dee 
et al., 2011). The snow cover data were obtained from the 
National Snow and Ice Data Center (Brodzik and Armstrong, 
2013). The North Atlantic Oscillation (NAO) index was 
taken from NOAA’s Climate Prediction Center. The period 
after 1979 was used for the analyses because of the relatively 
higher quality of the sea ice data in comparison with earlier 
years. Specifically, the period 1979–2016 was used, except 
for snow cover, for which the period of analysis was 
1979–2015. First, the monthly seasonal cycle of 1979–2016 
was removed for all variables and then the linear trend was 
removed. In this study, the Siberian High was defined as the 
mean SLP within the region 40°–60°N, 80°–120°E. 
Variations of sea ice in the B–K seas were represented by a 
sea ice index, defined as the SIA in the B–K seas (60°–85°N, 
5°–90°E). The JFM period was considered to represent 
mid–late winter and early spring.  
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Figure 2  JFM SIC (shaded, %; a, c) and SST (contours, ℃; a, c), SLH (W·m−2; b, d) regressed on the sign-reversed ND B–K SIA index. 
The results shown in a and b are from reanalysis data, while b and d are from CMIP5 simulations. Panels e and f are the same as c and d, 
except they are regressed on the SST-independent ND B–K SIA index, which is the B–K SIA index after removal of that linearly related to 
the SST index, which is defined as the difference between area-averaged SST over the domains 51°–65°N, 60°–5°W and 32°–48°N, 
60°–5°W. Contour intervals are 0.2 ℃ in a and 0.1 ℃ in c and e. Black contours indicate significance at the 95% level. 

 
Figure 3  ND mean SLP (hPa; a, c, e) and Z500 (gpm; b, d, f) regressed on the sign-reversed ND B–K SIA index. The results shown in a 
and b are from reanalysis data, while those in b and d are from CMIP5 simulations. Panels e and f are the same as c and d, except they are 
regressed on the SST-independent ND B–K SIA index, which is the B–K SIA index after removal of linearly related to the SST index, 
which is defined as the difference between area-averaged SST over the domains 51°–65°N, 60°–5°W and 32°–48°N, 60°–5°W. Contour 
intervals are 0.2 ℃ in a and 0.1 ℃ in c and e. Black contours indicate significance at the 95% level. 

Nine CMIP5 models were used (Table 1) and each 
model comprised three ensembles. The only difference 
between the ensembles of each model was the initial 
conditions. The period of CMIP5 data used for the analysis 
was 1946–2005. A nine-year running mean was subtracted 
to remove interdecadal variability; thus, the remaining data 
reflected interannual variability during 1950–2001. Finally, 

we had a large sample of 153 years’ data for each model. To 
a large extent, more samples can eliminate the influence of 
atmospheric internal variability, which has strong influence 
on the atmospheric response to oceanic forcings (e.g., Mori 
et al., 2014; Screen et al., 2014). However, as the reanalysis 
data spanned only 38 a, the sample size would have been 
very small if the interdecadal variability had been removed 



58 Han Z, et al. Adv Polar Sci March (2020) Vol. 31 No. 1 

 

by subtracting the nine-year running mean. Thus, we only 
removed the linear trend, which meant the remaining data 
approximately reflected the interannual variability. This 
method has been used in most previous similar studies (e.g., 
Honda et al., 2009; Wu and Zhang, 2010).  

 
Table 1  List of nine CMIP5 models used in this study 

No. Model name Center, Country Realization 

1 NorESM1-M NCC, Norway 1, 2, 3 

2 MPI-ESM-LR MPI-M, Germany 1, 2, 3 

3 MPI-ESM-MR MPI-M, Germany 1, 2, 3 

4 GFDL-CM3 NOAA GFDL, USA 1, 2, 3 

5 HadCM3 MOHC, UK 1, 2, 3 

6 CNRM-CM5 CERFACS, France 1, 2 ,3 

7 CESM1-CAM5 NCAR, USA 1, 2, 3 

8 CCSM4 NCAR, USA 1, 2, 3 

9 MIROC-ESM JAMEST, Japan 1, 2, 3 

 
In this paper, the atmospheric response to a sea-ice 

anomaly in the B–K seas in JFM is defined as the 
regression of the JFM mean atmosphere on the ND mean 
B–K SIA. The physical basis for this is as follows. When 
sea ice anomalies are present in the B–K seas in ND, there 
might be atmospheric circulation anomalies in the following 
JFM. Therefore, if there are atmospheric circulation 
anomalies in JFM, it is important to determine their cause. 
Many previous studies have indicated that the persistence of 
the intrinsic atmospheric circulation at mid–high latitudes 
endures for no longer than one month (e.g., Gastineau et al., 
2013; Frankignoul et al., 2014); thus, the atmospheric 
circulation at mid–high latitudes cannot persist from ND to 
JFM. In other words, the atmospheric circulation anomalies 
in JFM bear no relation to those in ND, which appear 
simultaneously with B–K sea ice anomalies in the same 
period. Therefore, the most plausible reason for the 
existence of atmospheric anomalies in JFM is that they are 
caused by another external driver that can persist for a 
relatively longer time. In this respect, oceanic anomalies are 
a likely possibility. For example, sea ice anomalies 
occurring in ND could exist continuously through to the 
following JFM because they involve huge heat content 
anomalies. In summary, the lagged regression of the 
atmosphere on sea ice might indicate an atmospheric 
response to sea ice, and many previous studies have used 
this method to study the atmospheric response to oceanic 
anomalies (e.g., Czaja and Frankignoul, 2002; Honda et al., 
2009; Wu and Zhang, 2010; Strong et al., 2011; Liu et al., 
2012). Importantly, the atmosphere lags the sea ice by more 
than one month (Strong et al., 2011; Frankignoul et al., 
2014). If the lag time were less than (or only) one month, 
any so-called atmospheric response might be strongly 
impacted by the persistence of the atmosphere. For example, 
Inoue et al. (2012) used the lagged relationship between sea 

ice in December and the atmosphere from December– 
February to indicate the atmospheric response. However, 
because the lag time was only one month, the atmospheric 
response was insignificant over the North Atlantic, and it 
was very different to the positive NAO-like circulation 
response indicated in previous studies (e.g., Magnusdottir et 
al., 2004; Strong et al., 2011; Liptak and Strong, 2014; Wu 
et al., 2015).  

The question to be addressed is whether SST and sea 
ice anomalies are forcing of or responses to the overlying 
atmosphere. In general, if a warm SST (atmospheric) 
anomaly were forcing an atmospheric (SST) anomaly, there 
would be significant upward (downward) heat fluxes. 
Conversely, if a cold SST (atmospheric) anomaly were 
forcing an atmospheric (SST) anomaly, there would be 
significant downward (upward) heat fluxes. However, the 
relationship between sea ice and surface heat fluxes is 
somewhat different, as explained in section 3. 

 

3  Results 
3.1  Reanalysis data  

3.1.1  Roles played by sea ice and SST anomalies 

First, we examine whether the sea ice anomaly, obtained 
based on the method introduced in section 2, is the 
dominant oceanic forcing driving the atmosphere in winter. 
When there is significant sea ice loss in ND (shading in 
Figure 4a), the sea ice anomaly can persist into JFM 
(shading in Figure 2a), and such a slow change can be seen 
clearly in Figure 2c of Strong et al. (2011). During ND, the 
sea ice anomaly is caused mainly by the contemporaneous 
atmosphere because there are opposite surface heat flux 
anomalies in the sea ice region and in adjoining open 
oceans (red and blue boxes in Figure 4b). These opposite 
surface heat flux anomalies can also be found in the CMIP5 
simulations (Figures 4d and 4f). The atmosphere can induce 
northward advection of warm temperatures and lead to 
downward surface heat flux anomalies (Deser et al., 2000; 
Sato et al., 2014; Sorokina et al., 2016; Woods and 
Caballero, 2016), which is the reason for the opposite 
surface heat flux anomalies in the Barents Sea. This result is 
essentially the same as that discussed in the introduction, 
i.e., the simultaneous relationship between oceanic and 
atmospheric anomalies in winter mainly reflects the forcing 
role of the atmosphere on the ocean. However, when the sea 
ice anomalies persist into JFM, they play a role in driving 
the atmosphere, as can be seen from the upward surface 
heat flux anomalies in the areas of sea ice loss and 
adjoining open ocean regions (Figure 2b).  

To further investigate whether sea ice loss is the 
dominant oceanic forcing, the SST anomalies are examined 
because they often occur together with sea ice anomalies 
(e.g., Wu et al., 2011; Han et al., 2016). Such anomalies can 
persist into the following season and thus they might 
influence the atmosphere. Figure 4a shows that there are  
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Figure 4  Same as Figure 3 but for (a, c, e) sea ice (shaded, %; a, c) and SST (contour, ℃), and (b, d, f) surface turbulent heat      
fluxes (W·m−2). 

indeed SST anomalies during ND. The correlation 
coefficient between the SST anomalies and the surface heat 
flux anomalies is −0.40 over the domain 20°–60°N, 
80°W–0°, which suggests a role of atmospheric forcing on 
the SST anomalies. Moreover, the ND SST anomalies do 
not persist into the following JFM (color contours in 
Figures 2a and 4a) when the significant anomalies are 
present only in the mid-latitudes of the North Atlantic. In 
contrast to the role of sea ice, the SST anomalies in JFM 
appear to be caused by the atmosphere because the surface 
turbulent heat flux anomalies are upward over colder SST 
regions. In addition, there are no SST anomalies in the 
tropical Pacific, which is usually an area with important 
influence on the winter climate over Asia. The above 
analysis suggests that sea ice anomalies in JFM are mainly 
the result of oceanic forcings. 

3.1.2  Atmospheric responses 

Under sea ice forcing, there are significant SAT anomalies 
and snow cover anomalies during JFM in Asia (Figures 5a 
and 5b). This suggests that sea ice loss in the B–K seas has 
important influence on the Asian climate in mid–late winter 
and early spring. Next, we investigate the key atmospheric 
circulation anomalies via which sea ice influences the Asian 
winter climate. The atmospheric circulation responses to sea 
ice loss, which are the regressions of JFM mean SLP and 
Z500 anomalies on the sign-reserved ND mean B–K SIA, 
are shown in Figures 3a and 3b. There are high-pressure 
anomalies in the Arctic and high latitudes of Asia and 
low-pressure anomalies in the mid-latitudes of Asia (Figure 
3a). Such north–south pressure differences benefit the 

transfer of cold air from the Arctic to the mid–high latitudes 
of Asia, and they lead to cold anomalies over most of that 
region (Figure 5a). This spatial pattern bears some 
resemblance to the Asia–Arctic pattern described in Wu et 
al. (2015), but the important difference is that the anomalies 
in the mid-latitudes of Asia, reported in Wu et al. (2015), 
are much weaker than in the high latitudes. Here, we 
redefine this pattern, identifying it by the second empirical 
orthogonal function (EOF) of SLP in JFM over the domain 
40°–90°N, 60°–150°E. This mode explains 16% of the total 
variance (Figure 6a), and it is statistically significant 
according to the criteria of North et al. (1982). Because the 
anomalies in the Arctic are stronger than in mid-latitude 
regions, we refer to this pattern as the Arctic–Asia dipole. 
Using the Arctic as the beginning of the phase shows the 
importance of anomalies in the Arctic. The correlation 
coefficient between PC2 and the B–K SIA in ND is 0.39 
and it is above the 0.98 significance level (Figure 6c). In 
addition, the spatial correlation coefficient between 
Figure 3a and Figure 6a is 0.74 over the domain 40°–90°N, 
60°–150°E. Here, we do not show the first EOF because the 
correlation coefficient between PC1 and the B–K SIA in 
ND is only 0.18 and it is non-significant. As the pattern of 
SLP anomalies is largely different from that shown in Wu 
et al. (2015), the related climate anomalies also have 
differences, especially in Europe and the low–mid-latitude 
regions of Asia (Figure 5a in this paper and Figure 4c in 
Wu et al., 2015). In the middle troposphere, the 
geopotential height anomalies also show a dipole structure 
with negative anomalies in East Asia and positive 
anomalies in the adjoining Arctic (Figure 3b). The 
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Siberian High response to sea ice loss in JFM is very weak 
(40°–60°N, 80°–120°E; Figure 3a), i.e., the anomalies in 
the Siberian High region are non-significant and they are 
opposite in north and south regions of the Siberian High. 
The correlation coefficient between the JFM mean 
Siberian High index and the ND mean B–K SIA is 0.00 
(Figure 6d). This is different from the winter atmospheric 

response to sea ice found in previous studies (e.g., Honda 
et al., 2009; Wu et al., 2011; Mori et al., 2014), in which a 
significant Siberian High anomaly was reported, and the 
reason might be related to the different atmospheric 
background. Previous studies have suggested that 
atmospheric responses are sensitive to the atmospheric 
background (Peng et al., 1997; Li, 2004).  

 
Figure 5  JFM mean SAT (℃, a) and snow cover (%, b) regressed on the sign-reversed ND B–K SIA index. Nine-model ensemble mean 
SAT (c) and precipitation (d) in JFM regressed on the sign-reversed ND B–K SIA index. Black contours indicate significance at the 95% 
level. 

 
Figure 6  Second EOF of monthly SLP in JFM over the domain 
40°–90°N, 60°–150°E: ERA-Interim (a) and multimodel CMIP5 
experiments (b). Scatter plot of JFM mean Arctic–Asia index vs. 
ND mean B–K SIA index (c). Scatter plot of JFM mean Siberian 
High index vs. ND mean B–K SIA index (d). Contour interval in a, 
b is 1 hPa; negative values shown by dashed lines. 

The atmospheric circulation responses to sea ice loss 
show NAO-like anomalies over the North Atlantic (Figure 
3a). Thus, an important question to be answered is whether 
the Arctic–Asia dipole anomaly is a part of the NAO-like 

anomalies. The answer to this question is no, and the reason 
is as follows. We calculated two correlation coefficients: 
one between the ND mean B–K SIA and the JFM mean 
Arctic–Asia dipole index (r = 0.39), and the other between 
the ND B–K SIA and the NAO-independent JFM mean 
Arctic–Asia dipole index, which is defined as the 
Arctic–Asia dipole index after removing that is linearly 
related to the NAO index. The formula is as follows: 

resArctic Asia =Arctic Asia (Arctic Asia, NAO) NAOr     , 

 (1) 
where r is the linear regression coefficient of the 
Arctic–Asia dipole with respect to the NAO. After 
removing the influence of the NAO, the correlation 
coefficient changed to 0.31 (from 0.39). This means that the 
effect of the NAO on the connection between the B–K SIA 
and the Arctic–Asia dipole is very weak. To further verify 
this, we analyzed the Rossby flux anomalies associated with 
the ND B–K SIA (not shown), which showed no Rossby 
wave transport from the NAO-like circulation to Asia.  

3.2  CMIP5  

Considering the limited observational sample size, nine 
coupled models of the CMIP5 project were used (Table 1). 
The purpose of using a large sample size is explained in 
section 2. Similar to the investigation using the reanalysis 
data, we begin by examining the oceanic forcing in the 
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CMIP5 simulations. As in the reanalysis results, upward 
surface heat flux anomalies are present in the areas of sea 
ice loss and adjoining open ocean regions (Figures 2c and 
2d), which suggests the sea ice has a forcing role on the 
atmosphere during JFM. In comparison with the surface 
heat flux anomalies associated with the sea ice anomalies, 
the surface heat fluxes associated with the SST anomalies 
are much weaker and non-significant, especially for upward 
surface heat fluxes associated with the positive SST 
anomalies in the mid-latitude region of the North Atlantic 
(Figures 2c and 2d). The reason for the weak surface heat 
flux anomalies associated with the SST anomalies appears 
to be that the SST anomalies are themselves very weak. The 
above analysis suggests the sea ice has a dominant forcing 
role on the atmosphere.  

The SLP response to B–K sea ice loss shows negative 
anomalies in mid-latitude Asia and positive anomalies in 
the adjoining Arctic. Such an Arctic–Asia dipole is similar 
to that obtained from the reanalysis data; the spatial 
correlation coefficient of SLP is as high as 0.81 over the 
domain from the Atlantic to Asia (20°–80°N, 90°W–150°E). 
Such atmospheric anomalies lead to cold anomalies over 
most of the Eurasian continent (Figure 5c), and to enhanced 
precipitation over mid-latitude regions of Europe and 
reduced precipitation over the Tibetan Plateau (Figure 5d), 
both of which are consistent with the effects of sea ice loss 
based on observation (Figures 5a and 5b). Similar to 
observation, we also define the Arctic–Asia dipole using the 

CMIP5 data, and it is again the second EOF that can 
indicate the Arctic–Asia pattern (Figure 6b). The spatial 
correlation coefficient between Figures 3b and 6b is 0.60 
over the domain 40°–90°N, 60°–150°E, which also suggests 
high similarity between the SLP regressed on the B–K SIA 
and the Arctic–Asia dipole. There is significant correlation 
between the time series of the Arctic–Asia dipole and the 
B–K SIA (r = 0.10), but the correlation coefficient between 
the Siberian High in JFM and the B–K SIA in ND is only 
0.01 and it is non-significant. Although the correlation 
coefficient between the Arctic–Asia dipole and the B–K 
SIA is low, it is significant. Actually, the low correlation 
coefficient suggests the potential impact of sea ice is a little 
weak and easily disturbed by strong atmospheric internal 
variability (Walsh, 2014). These findings support the results 
obtained from the reanalysis data. Moreover, the results of 
both the reanalysis data and the CMIP5 simulations show a 
negative NAO-like circulation and such consistency 
enhances the credibility of the Arctic–Asia dipole response 
to sea ice loss. The NAO-like circulation is also consistent 
with Strong et al. (2011). Therefore, the Arctic–Asia dipole 
pattern appears to reflect the atmospheric circulation 
anomalies by which sea ice loss in the B–K seas influence 
the Asian climate in mid–late winter and early spring 
(Figure 5). Such an atmospheric response can also be found 
in atmospheric general circulation model simulations, such 
as those reported in Petoukhov and Semenov (2010; their 
Figure 7) and Wu et al. (2015; their Figure 10). 

 
Figure 7  JFM mean Z500 (gpm) regressed on the sign-reversed SIC-independent JFM NAO index (a), and NAO-independent ND B–K 
SIA index (b). The definitions of two indices are shown in Eqs. (3) and (4). 

By comparing the surface heat fluxes in sea ice regions 
and open ocean areas (Figures 2c and 2d), we speculate the 
influence of SST anomalies in the North Atlantic on the 
atmosphere is weak. To build more evidence, the 
simultaneous SST anomalies linearly related to B–K sea ice 
loss can be removed using the following formula: 

res(B K SIA) =(B K SIA)- 1 SST-indexr - - ,    (2) 

According to the SST anomalies simultaneously 
related to ND B–K SIA (Figure 2c), an SST index is 
defined as the difference between area-averaged SST over 
the domains 51°–65°N, 60°–5°W and 32°–48°N, 60°–5°W, 
and r1 in the above formula is the linear regression 
coefficient of the B-K SIA with respect to the SST index. 
Using this method, the SST anomalies simultaneously 
related to sea ice loss in the B–K seas is largely removed 

(Figure 4e). This method was also used by Han et al. (2016), 
who removed the Arctic sea ice anomalies simultaneously 
associated with the North Atlantic SST tripole. After 
removing the simultaneous SST anomalies in ND, the SST 
anomalies in the following season largely disappear (Figure 
2e). Although SST anomalies are evident in the 
northwestern Pacific, there are insignificant surface heat 
flux anomalies, suggesting the SST anomalies are not an 
important forcing of the atmosphere. Thus, the sea ice 
anomalies are considered the dominant oceanic forcing. 
Correspondingly, the atmospheric circulation responses are 
nearly the same as those obtained without removing the role 
of SST. 

We find that the amplitude of the SLP and Z500 
responses obtained from the CMIP5 models and the 
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correlation coefficient between the JFM Arctic–Asia dipole 
and ND B–K SIA are weaker than from the reanalysis data. 
There could be two reasons for this. One is that the surface 
heat flux anomalies here are weaker than obtained in the 
reanalysis, which means the heat anomalies released in the 
CMIP5 simulations are weaker. The other reason is that the 
atmospheric responses in some models are the opposite of 
the ensemble mean; thus, weakening the amplitude of the 
ensemble mean is reducing the response and the magnitude 
of the correlation coefficient. 

 

4  Discussion 
 
One question to be addressed is what might be the reason 
for an Arctic–Asia dipole response to B–K sea ice loss in 
ND. Although this is beyond the scope of this study, we 
discuss one possibility. The atmospheric responses to B–K 
sea ice appear to comprise two components. The anomalies 
over the North Atlantic are similar to the NAO (Figure 7a), 
while the anomalies over Asia mainly project onto the 
Arctic–Asia dipole (Figure 7b). The Z500 in JFM regressed 
on the SIC-independent NAO index, shown in Figure 7a, is 
defined as follows: 

resNAO =NAO- 2(NAO, (B K SIA) (B K SIA)r - - , (3) 

where r2 is the linear regression coefficient of the JFM 
mean NAO with respect to the ND B–K SIA. The Z500 in 
JFM regressed on the NAO-independent ND B–K SIA 
index, shown in Figure 7b, is defined as follows: 

res(B K SIA) (B K SIA) (B K SIA)= - 3( , NAO),r- - -   (4) 

where r3 is the linear regression coefficient of the B–K SIA 
with respect to the NAO. As shown in Figure 7a, the NAO 
is independent of the Arctic–Asia dipole. More importantly, 
after removal of the influence of the ND B–K SIA, the 
positive Z500 anomalies are very weak over the Arctic 
adjoining Asia. In contrast, after removal the role of the 
NAO (Figure 7b), the positive Z500 anomalies regressed on 
the ND B–K SIA are very strong, which is very similar to 
the Arctic–Asia dipole. This prompts the question of why 
there is an Arctic–Asia dipole anomaly. The atmospheric 
responses might be induced as follows. First, the sea ice 
anomaly induces diabatic heating anomalies that force an 
atmospheric circulation response that resembles an 
Arctic–Asia dipole in the mid-troposphere, and a similar 
response can be found from the thermal response to the sea 
ice, as indicated in Deser et al. (2007; their Figure 6). 
Furthermore, the Arctic–Asia dipole modifies the basic state 
and reorganizes the transient eddies, until finally a quasi- 
barotropic atmospheric response is induced. We will 
investigate this hypothesis further in the future.  

 
5  Conclusions  
 
The results of the present study suggest that a significant 
response of atmospheric circulation anomalies to sea ice 
loss in the B–K seas shows an Arctic–Asia dipole structure 

in mid-late winter and early spring, together with opposite 
anomalies over Asia and the adjoining Arctic. Moreover, 
comparison of the sea ice, SST anomalies, and surface heat 
flux anomalies suggests the sea ice loss in the B–K seas is 
the dominant factor driving the atmosphere. As the period 
of observational data is short, the limited observational 
sample size might induce uncertainty. Thus, to enhance the 
reliability of the results, nine CMIP5 models were used, and 
the results were found consistent with those obtained from 
the reanalysis data. In addition, both observational and 
CMIP5 data show the atmospheric response to sea ice loss 
in the B–K seas in winter projects onto a negative phase of 
the NAO, and such consistency further enhances the 
reliability of the findings regarding the atmospheric 
circulation responses in Asia. Therefore, we infer that the 
Arctic–Asia dipole structure might be the key atmospheric 
circulation anomaly via which sea ice in the B–K seas 
influences the Asian climate in mid-late winter and early 
spring. The atmospheric response in JFM is somewhat 
different from the winter (December–February) atmospheric 
response suggested in previous studies, which might be 
related to the different atmospheric circulation background 
(Peng et al., 1997; Li, 2004). This analysis obtained what 
we believe is a reliable result regarding the nature of the 
atmospheric response to B–K sea ice. Our future work will 
investigate the physical mechanism via which sea ice might 
affect the atmosphere, e.g., the role of stratosphere– 
troposphere interaction, the direct thermal role, and indirect 
transient eddy feedback.  
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