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ABSTRACT

The control of low dimensional materials holds potential for revolutionizing the

electronic, thermal, and thermoelectric materials engineering. Through strategic

manipulation and optimization of these materials, unique properties can be un-

cover which enable more efficient and effective materials development. Towards

the determination of nanoscale strategies to improve the electronic and phononic

devices, computational simulations of modified low dimensional materials have

been carried in this research. First, the electronic properties of chemically func-

tionalized phosphorene monolayers are evaluated with spin-polarized Density

Functional Theory, as a potential method to tune their electronic properties.

The functionalization not only leads to formation of additional states within the

semiconducting gap, but also to the emergence of local magnetism. The magnetic

ground state and electronic structure are investigated in dependence of molecular

coverage, lattice direction of the molecular adsorption and molecule type func-

tionalization. Furthermore, the physical and transport properties of phosphorene

grain boundaries under uniaxial strain are evaluated by the use of Density Func-

tional based Tight Binding method in combination with Landauer theory. In

both grain boundary types, the electronic bandgap decreases under strain, how-

ever, the respective thermal conductance is only weakly affected, despite rather

strong changes in the frequency-resolved phonon transmission. The combination

of both effects results in an enhancement in the thermoelectric figure of merit in

the phosphorene grain boundary systems. Finally, the thermoelectric properties

of carbon nanotubes peapod heterostructures are studied and compared to pris-

tine nanotubes using also the Density Functional based Tight Binding method

and Landauer theory. It is found that the fullerene encapsulation modifies the

electron and phonon transport properties, causing the formation of electronic

channels and the suppression of vibrational modes that lead to an improvement

of the thermoelectric figure of merit. The results of this thesis highlight the po-

tential of strategic manipulation and optimization of low dimensional materials

in improving their unique electronic and thermal properties, revealing promising

avenues for improving electronic and phononic devices.
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ZUSAMMENFASSUNG

Die Kontrolle niedrigdimensionaler Materialien birgt das Potenzial für eine Rev-

olutionierung der elektronischen, thermischen und thermoelektrischen Technolo-

gien. Durch strategische Manipulation und Optimierung dieser Materialien kön-

nen einzigartige Eigenschaften aufgedeckt werden, die eine effizientere und ef-

fektivere Materialentwicklung ermöglichen. Um Strategien im Nanobereich zur

Verbesserung elektronischer und phononischer Bauelemente zu ermitteln, wurden

in dieser Forschungsarbeit rechnerische Simulationen modifizierter niedrigdimen-

sionaler Materialien durchgeführt. Zunächst werden die elektronischen Eigen-

schaften von chemisch funktionalisierten Phosphoren-Monoschichten mit Hilfe

der spinpolarisierten Dichtefunktionaltheorie als potenzielle Methode zur Ab-

stimmung ihrer elektronischen Eigenschaften bewertet. Die Funktionalisierung

führt nicht nur zur Bildung zusätzlicher Zustände innerhalb der halbleitenden

Lücke, sondern auch zum Auftreten von lokalem Magnetismus. Der magnetis-

che Grundzustand und die elektronische Struktur werden in Abhängigkeit von

der molekularen Bedeckung, der Gitterrichtung der molekularen Adsorption und

der Funktionalisierung des Moleküls untersucht. Darüber hinaus werden die

Transporteigenschaften von Phosphoren-Korngrenzen unter uniaxialer Belastung

mit Hilfe der auf Dichtefunktionen basierenden Tight-Binding-Methode in Kom-

bination mit der Landauer-Theorie untersucht. In beiden Korngrenzentypen

nimmt die elektronische Bandlücke unter Dehnung ab, die jeweilige Wärmeleit-

fähigkeit wird jedoch nur schwach beeinflusst, trotz ziemlich starker Änderun-

gen in der frequenzaufgelösten Phononentransmission. Die Kombination bei-

der Effekte führt zu einer Erhöhung der thermoelektrischen Leistungszahl in

den Phosphorkorngrenzensystemen. Schließlich werden die thermoelektrischen

Eigenschaften von Kohlenstoffnanoröhren-Peapod-Heterostrukturen untersucht

und mit denen von reinen Nanoröhren verglichen, wobei auch die auf Dichtefunk-

tionen basierende Tight-Binding-Methode und die Landauer-Theorie verwen-

det werden. Es wird festgestellt, dass die Fullereneinkapselung die Elektronen-

und Phononentransporteigenschaften modifiziert und die Bildung von elektron-

ischen Kanälen und die Unterdrückung von Schwingungsmoden bewirkt, was zu
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einer Verbesserung der thermoelektrischen Leistungszahl führt. Die Ergebnisse

dieser Arbeit verdeutlichen das Potenzial der strategischen Manipulation und

Optimierung niedrigdimensionaler Materialien zur Verbesserung ihrer einzigarti-

gen elektronischen und thermischen Eigenschaften und zeigen vielversprechende

Wege zur Verbesserung elektronischer und phononischer Bauteile auf.
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CHAPTER 1

Introduction

1.1 Motivation

In the last decades, there has been a significant increase in interest in the physics
and applications of low-dimensional structures, also referred as nanostructures.
"Nano" is a greek prefix that means "dwarf" or something of small size and is
used to represent one thousand millionth of a unit (1×10−9). Norio Tanaguchi
was the first person who used and defined the word "nanotechnology" in 1974
by expressing "nanotechnology mainly consists in the processing of separation,
consolidation, and deformation of materials by one atom or one molecule".[1]

But the advent of this topic was previously foreseen as early as in 1959 in
the famous lecture "There’s Plenty of Room at the Bottom" by Richard Feyn-
man at the California Institute of Technology.[2] In his talk, he gave a vision of
manipulating and controlling things on a small scale, beyond the thickness of a
human hair, which could be meaningful for explaining strange phenomena that
occur in complex situations and, most importantly, it would have a vast number
of technical implications. His pioneering contributions in the field earned him
the tittle of the father of modern Nanotechnology. A third outstanding figure
who have made a signficant contribution to nanotechnology is Eric Drexler, who
popularized the concept of molecular nanotechnology and introduced the idea of
atomically precise manufacturing of technology, to structure complex structures
starting from the molecular level. His first thoughts on the field were published
in 1981,[3] where he describes the molecular manipulation and their potential
application from a biochemical perspective. In his books "Engines of Creation"
and "Nanosystems: Molecular Machinery, Manufacturing and Computation" he
provided a detailed analysis of key physical principles, devices and systems nec-
essary for the implementation of atomic and molecular manufacturing.

Following the emergence of this discipline, various techniques for synthesiz-
ing nanostructured materials have been developed and grouped into two broad
categories: top-down and bottom-up methods.[4, 5] The fomer one reefers to the
methods that use as prime resource bulk materials and then breaks down its
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Fig. 1.1 Graphic representation of different computational methods for the study
of nanostructured systems across spatial and temporal scales.

structure into nanosized structures or particles. This includes methods such as
mechanical exfoliation[6, 7] and lithography.[8, 9] The second category, bottom-
up, includes methods with the opposite approach to reach the final product,
meaning that the production of nanostructures starts with atoms, molecules or
clusters and scale up into the formation of the desired nanomaterials, e.g., sol-
gel method[10, 11] or the physical/chemical vapor deposition technique.[12–14]
The development and refinement of synthetic methods moves towards generat-
ing nanostructured materials with precised control over size, morphology and
functionality.

Besides the synthetic route to study novel properties of nanomaterials, high-
performance computer simulations, based on mathematical, chemical and phys-
ical models, represent a tool in the development, design and understanding of
nanostructured systems, even beyond the limits of the experimental work.[15]
The widely accessible computational tools to model micro- and nanoscale sys-
tems by means of continuum, molecular and quantum mechanics disentangle the
gap between the atomic and the macroscopic world, opening up new opportu-
nities in research and technology development. Computational methods have
played a critical role in the growth and development of nanotechnology, because
they can cover different length and time scales to fit important nanoscale systems
and processes (see Figure 1.1).

Starting with ab-initio or first principles quantum mechanical methods, based
on the solution of the complex quantum many-body Schrödinger equation, they
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provide an accurate description of materials limited to few atoms.[16, 17] The
workhorse of current ab-initio simulation methods of nanoscale materials is Den-
sity Functional Theory, which is explained with more details in the Chapter 2.
Then, for molecular systems between few hundred and thousand atoms, semi-
empirical quantum mechanical based methods, such as the tight-binding method,
have been developed, providing a bridge between the ab-initio approaches and
the classical force-field based methods. The efficiency of this type of methods
derives from the fact that they rely on a parametrization of the system’s Hamil-
tonian, considerably increasing the computational speed.[18–20] This topic is
briefly explained in the Chapter 2. In the next size scale, when the molecu-
lar system reaches over thousand atoms, classical molecular dynamics simula-
tions are employed. The fundamental principle of this type of simulations is
to consider the particles as in a classical system, employing Newton’s equation
of motion to compute the velocity and position of the particles.[21–23] This
approach allows exploring the properties of larger molecular systems such as
biomolecules, and also to study mechanical and thermal properties of the mate-
rials over length scales that cannot be reached by pure quantum mechanical based
methodologies.[24] The interaction between the different atom types is implicitly
described in many-body force field functions.[25] Different force field sets have
been developed to study different type of materials, like the Tersoff potential for
carbon systems,[26] the Airebo potential for hydrocarbons,[27] the Embedded
Atom Method for metals,[28] and the Stilinger-Weber for semiconductors.[29]
A more recent approach, which is gaining considerable relevance in the field
of materials discovery and property prediction, is machine learning, which pro-
vides a route to scan with high computational speed complex highly dimensional
chemical spaces in order to identify specific materials compositions with targeted
functionalities. This technique focuses on the use of experimental or ab-initio
data and algorithms to construct accurate and computationally low-cost statis-
tical models.[30–33] Common machine learning methods include artificial neural
networks,[34, 35] Gaussian regression[36, 37] and decision trees.[38]

As a multidisciplinary field, nanotechnology has gained recognition across
various industries due to its potential to enhance and replace or complement ex-
isting technologies. Thus, in the medical field, Nanotechnology plays a significant
role in the advancement of diagnostic techniques, imaging methods and drug de-
livery systems. The technology improves detection of pathogens and biological
markers related to diseases, as well as it leads to more targeted and efficient treat-
ment through improved drug delivery systems which have a specific focus and
reduced likelihood of unintended immune responses.[39] Nanotechnology also has
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a significant impact in the improvement of standard construction materials, by
developing stronger structures, promoting energy efficiency, and creating surfaces
with antibacterial and self-cleaning capabilities.[40, 41] In the area of environ-
mental remediation, nanotechnology offers the potential of developing effective
materials for degradation and removal of pollutants and other biological hazards.
Materials with enhanced adsorbent capability, catalytic activity or high detec-
tion capability can be used as sensors or removal agents of gases, contaminated
chemicals, organic pollutants and biological substances.[42] The reduced dimen-
sionality of nanomaterials also offers diverse unusual size-dependent transport
properties, which can be employed for the development of materials towards the
improvement of energy efficiency and generation, technology miniaturization and
heat dissipation. For instance, the emergence of new materials for thermoelectric
generators have the potential to improve their performance and make better use
of readily available thermal energy that is typically wasted.[43]

Overall, Nanotechnology is a promising field that has the potential to change
the world in many positive ways and it has been continuously evolving.

The state of the art of electronic devices is continually advancing, with new
technologies and innovations being developed all the time. Some of the most
notable recent developments in electronics include foldable and rollable displays,
internet of things, 5G networks, artificial intelligence, advance energy-storage
technology and quantum computing. The development of nanotechnology in
electronics has been driven by several key factors, including the miniaturiza-
tion of devices through the production of smaller and more compact electronics,
the improvement of performance through the creation of more efficient transis-
tors, the extension of battery life through lower power consumption, cost savings
through the reduction of materials used in production, the enhancement of func-
tionality and diversification of new device types, and the improved durability
due to increased resistance to wear, tear, extreme temperatures, and other envi-
ronmental factors.[44]

The driving force behind the rapid advancements in technology is driven by
Moore’s law, which is a prediction made by Gordon Moore in 1965.[45] This
law predicts that the number of transistors on a microprocessor, a key compo-
nent in electronic devices, will double every 18-24 months, and the cost of the
transistors will decrease by half during the same period. This prediction has
been largely accurate throughout the years, leading to a fast enhancement in the
power and reduction in the cost of electronic devices However Moore’s Law is fac-
ing physical limitation of miniaturization in terms of heat dissipation and power
consumption, making it difficult to continue to shrink transistors and improve
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performance at the same rate as before. Therefore, research has been carried on
alternative technology such as quantum and neuromorphic computing to push
the boundaries beyond Moore’s Law.[46]

Other branch of science that deals with transport is phononics, which study
the manipulation and control of thermal energy on a nanoscale.[47] Phonons are
quasiparticles that describe the vibrations of the lattice of a solid and they play
a crucial role in many physical phenomena such as thermal conductivity and su-
perconductivity. The state of the art of phononics includes various techniques for
manipulating heat, such as thermal metamaterials, phononic crystals, phononic
based cooling and nanostructured materials. The interplay between phononics
and electronics can converge in a third branch of physics and materials science
that also studies transport, known as thermoelectrics. The primary objective
of this field is to understand and control the conversion of thermal energy into
electrical energy, as well as the reverse process.

The discovery of the Peltier and Seebeck effects led to the development of
novel classes of materials and the creation of modern thermoelectric refrigera-
tion and power generation devices. In the Peltier effect, the electrical current
flowing through the junction connecting two dissimilar materials will emit or ab-
sorb heat at the junction to compensate the difference in the chemical potential
between the materials. The Seebeck effect is the reverse phenomenon, in which a
gradient of temperature between the two materials of the junction will induce in
proportion an electric field, producing a thermoelectric voltage.[48, 49] One cur-
rent application of this type of materials can be seen in the "Perseverance rover"
from the Mars 2020 mission. Perseverance carries a "Multi-Mission Radioiso-
tope Thermoelectric Generator", converting heat from spontaneous radioactive
decay of plutonium into electricity.[50] The development of this technology did
not happen overnight, however. Researchers have been working for a long time
to improve the performance of thermoelectric generators and refrigerators.

Finding a material that would provide a high thermoelectric power and a high
ratio of electrical conductivity to thermal conductivity was a challenge, where
most of the devices developed were based on semiconductors materials and leaded
by alloys of Bi2Te3, Bi2Se3 and Sb2Te3. For 30 years, the development of ther-
moelectric generators and electronic coolers seemed to have plateaued, until it
regained its status as a subject of active research in 1996 after the discovery of the
enhanced thermoelectric performance of a two-dimensional (2D) PbTe quantum-
well system in comparison to its three-dimensional (3D) counterpart.[51] Ac-
cording to calculations, making a 3D material into a 2D multi-quantum-well
superlattice can improve its thermoelectric performance because it increases the
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electronic density of states and the scattering of vibrational waves at the bound-
ary between the quantum well and the adjacent barrier of the superlattice. This
principle also applies for 3D materials that have poor thermoelectric performance,
reducing their dimensionality transforms them into good thermoelectrics. The
implementation of low-dimensional systems for thermoelectric applications pro-
vide four advantages: the electronic density of states is amplified near the Fermi
level, the anisotropic Fermi surfaces can be utilized, the boundary scattering of
phonons is increased and the possibility of augmented carrier mobilities when
quantum confinement conditions are fulfilled.[52]

1.2 Objectives and outline

The primary aim of this thesis is to exploit different strategies to manipulate the
transport properties of low dimensional materials. This is carried out through
computational studies of the electronic and phononic transport properties at
the level of density functional theory (DFT) and density functional based-tight
binding (DFBT) method. The thesis is outlined as follows.

In Chapter 2, the theoretical and computational framework of this thesis
is introduced. The electronic structure calculation methods employed in the
following chapters, DFT and DFTB, to compute the properties of the systems are
described briefly. Additionally the transport calculation method, the atomistic
Green’s functions, is shortly described to compute the electronic and phononic
transport coefficients.

In Chapter 3, the tuning of the electronic structure properties of phospho-
rene are studied by means of chemical functionalization. The single molecule
functionalization, lattice and coverage effects are considered in this study. Then,
enantiomeric molecules, D- and L-cysteine, are employed to determine if their
chirality can influence the magnetic properties of the system. Finally, the result-
ing functionalized system is proposed as a bipolar magnetic semiconductor, for
which some variables that are characteristic of this class of material are discussed.

In Chapter 4, the study of the low dimensional systems turns into the grain
boundary (GB) phosphorene combined by mechanical uniaxial strain. Two spe-
cific GB types are used for the calculation of the electronic and thermal transport
properties and correlated with their structural changes by the incorporation of
the linear defects and the applied strain. This chapter concludes with the dis-
cussion of their thermoelectric properties and the thermoelectric figure of merit
and potential usage for the design of thermoelectric devices.

In Chapter 5 the electronic and thermal properties of carbon nanotubes
(CNT) are studied as hybrid nanomaterials, by hosting fullerene molecules along
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their inner cavity. A deeper understanding of how the structural properties of
the CNT are affected by the fullerenes is reached, and later, between these two
factors, it is determined which one is responsible for the different changes hap-
pening in the electronic and thermal transmission. The thermoelectric figure of
merit is evaluated and the overall enhancement discussed.

Chapter 6 summarizes and concludes what was achieved in this thesis, it
describes open issues, and it proposes an outlook to guide future research in this
topic.
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CHAPTER 2

Computational Methods

In this chapter, the methodological basis for computing the electronic structure
and electronic and thermal transmission functions of the systems studied in sub-
sequent chapters are described. In the first two sections, the methodologies to
compute the electronic structure are stated: density functional theory (DFT)
and density functional based tight binding (DFTB) method. In the last section
of this chapter, the basic equations of Atomistic Green’s Functions are explained
for the calculation of the electronic and thermal transport.

2.1 Density Functional Theory

The typically used ab-initio method in many computational studies is density
functional theory (DFT), which can be described as a theory of electronic ground
state structure that is useful for the understanding and the calculation of the
ground state density and energy of condensed matter systems. The studied
systems range from individual molecules to bulk and complex materials such as
proteins and clusters. [53, 54]

In contrast to other ab-initio and semiempirical methods in which the ap-
proach leads to calculate molecular wavefunctions, DFT is based on solving the
electronic structure of a many-body interacting system through its electron prob-
ability density function, also called electron density function ρ.[55] This electron
density ρ is the core of DFT and, at difference with other computational methods
that depends on the the molecular wavefunction as variable, can be measurable
by methods like x-ray diffraction.[56] In the last decades, DFT has become a
useful tool for computing the electronic structures of solids for physicists and
chemists, either by itself or combined with other methods. Compared against
other methods, DFT can be used to perform calculations for small to medium-
sized systems on a single computer with standard software packages, reaching
up to few hundred atoms, and for larger systems, like solid state materials, DFT
calculations are typically performed on supercomputers with high memory and
processing power, for which it can be used to study molecular systems with
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thousands or ten of thousands of atoms. Other main advantages are that the
electronic correlation is computationally less demanding than other ab initio
methods like Møller–Plesset second perturbation theory, and the accuracy of the
computed results of certain properties, such as energy, charge density and forces
on atoms, are reliable, as it has been seen for systems involving d-block atoms,
which results are more closely to the experimental values.

To understand better the theoretical background of how this method is based,
some preliminary information of basic equations in molecular modelling is re-
viewed, e.g., the Schrödinger equation and Hamiltonian for a many body parti-
cles system. Then it follows up with approximations that simplify the calculation
of the systemś energy and describe the main theorems and ansatz of DFT.

2.1.1 The Many-Body System Hamiltonian and the Born-Oppenheimer approx-
imation

The fundamental of the first-principles method in quantum mechanics is con-
densed in the Hamiltonian of a system, which describes the electrons and atomic
nuclei in any situation. The non-relativistic time independent Hamiltonian of a
many-body system consisting of nuclei and electrons is expressed as[55]:

Htot = −
∑
I
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2MI

∇2
RI

−
∑
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2me

∇2
ri
+

1

2

∑
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ZIZJe
2

|RI −RJ |

+
1

2

∑
i ̸=j

e2

|ri − rj|
−
∑
I,i

ZIe
2

|RI − ri|
, (2.1)

where capital indexes I, J represent the nuclei and small indexes i, j the
electrons, ℏ is the reduced Plank constant, M and R and m and r are the
masses and positions of the nuclei and electrons, ∇2 is the Laplacian operator,
e is the charge of the electron and Z is the atomic number of the nucleus. The
Hamiltonian operator in Eq. (2.1) is composed of kinetic energy and potential
energy parts: the first two terms represent the kinetic energy of the nuclei and
the electrons, respectively, and the latter three terms correspond to the potential
energy of the nucleus-nucleus, electron-electron and nucleus-electron Coulomb
interaction.

The energy of a system, E, can be obtained through the solution of the
non-relativistic time-independent Schrödinger equation:

HtotΨ(RI , ri) = EΨ(RI , ri), (2.2)

where Ψ(RI , ri) is the total wavefunction of the system. All the information of
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a system could be determined by solving the Eq. (2.2) after getting in hand the
total wavefunction, from which physical observables could be calculated after
applying the appropriate set of operators. However, in practice, even for the
simplest molecule, it is impossible to get its solution analytically because of
the high correlation between the motions of particles, as it can be seen in the
Hamiltonian in Eq. (2.1), which contain pairwise attraction and repulsion terms,
implying that particles do not move independently of all the others. The complex
nature of the Schrödinger equation and the high computational cost for systems
made up of more than one electron makes it almost impossible to obtain the
whole description of a molecular system, therefore, some implementations are
required to take into consideration to make this problem more approachable. To
overcome this difficulty, the Born-Oppenheimer approximation can be invoke.[57]

This approximation takes into consideration the large mass ratio between
nuclei and electrons (circa 1800 times), and the consequent velocity difference
of each particle type, i.e., electrons move faster than nuclei. Therefore, instead
of trying to solve the Schrödinger equation with the Hamiltonian operator for
all the particles simultaneously as stated in Eq. (2.1), the calculation can be
simplified by computing the electronic energies for fixed nuclear positions. Since
it can be assumed that the nuclei have a fixed position, the Eq. (2.1) can be sim-
plified, where the first term corresponding to the kinetic nuclear energy is zero,
the third term that concerns the nucleus-nucleus potential interaction becomes
constant and the fifth therm, related to the nucleus-electron potential interac-
tion, can be represented as an external potential Vext. These assumptions reduce
the electronic Hamiltonian into the following expression:

Hel = −
∑
i

ℏ2

2me

∇2
ri
+

1

2

∑
i ̸=j

e2

|ri − rj|
− Vext. (2.3)

Even though the Hamiltonian has been simplified and is only composed of
electron-dependant terms, the analytical solution of Eq. (2.3) is still a chal-
lenge. Further approximations are required to approach an easy solution for
the Schrödinger equation, compute the energy of the system and determine the
properties of interest.

2.1.2 Thomas-Fermi-Dirac approximation model

An early approximation to the density functional theory was the Thomas-Fermi
model, proposed by the independent work of Llewellyn Thomas and Enrico Fermi
in 1927. [58] The Thomas-Fermi model used the electron density n(r) as variable
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instead of the molecular wavefunction. So then, the total energy in function of
the n(r) of a system under an external potential Vext can computed as:

ETF [n(r)] = C1

∫
n(r)(5/3)d3r +

∫
Vext(r)n(r)d

3r

+
1

2

∫
n(r)n(r′)

|r − r′|
d3rd3r′, (2.4)

where the first term is the local approximation to the kinetic energy with
the constant C1 =

3
10
(3π2)(2/3), the second term is the electrostatic energy of the

nucleus-electron Coulomb interaction and the third term is the classical electro-
static Hartree energy.

This model lacked the contribution of the exchange and correlation among
electrons, and failed to described molecules, which, according to the results, they
would not be stable and, hence, dissociate in the individual elements.

In 1930 this model was extended by Paul Dirac as:[59]

ETFD[n(r)] = C1

∫
n(r)(5/3)d3r +

∫
Vext(r)n(r)d

3r +

1

2

∫
n(r)n(r′)

|r − r′|
d3rd3r′ + C2

∫
n(r)(4/3)d3r, (2.5)

where the last term represents the local exchange, being C2 = −3
4
( 3
π
)(1/3).

After Dirac’s contribution to this model, it became to be known as the Thomas-
Fermi-Dirac model.

The ground state density and energy can be computed by minimizing the
functional E[n] in Eq. (2.5) for all possible n(r) subject to the constraint on the
total number of electrons ∫

n(r)d3r = Ne. (2.6)

By using the method of Lagrange multiplier it is possible to reach the mini-
mum of energy

δEETF [n(r)]− µ

(∫
n(r)d3r −Ne

)
= 0, (2.7)

where µ is the Lagrange multiplier and physically represents the chemical
potential. A variation with respect to the n(r) yields to the solution:
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5

3
C1n(r)

2/3 + Vext(r) +

∫
n(r′)

|r − r′|
d3r′ +

4

3
C2n(r)

1/3 = µ, (2.8)

which is known as the Thomas-Fermi-Dirac equation and determines the equi-
librium distribution of the electron density.

The Thomas-Fermi-Dirac approach became very attractive by simplifying
the many-body Schrödinger equation that involves 3N degrees of freedom for Ne

electrons. Nevertheless, this approach fails by omitting essential physical and
chemical properties such as shell structures of atoms and binding of molecules,
which, according to some of their approximations, they would not be stable and,
hence, dissociate in the individual elements

2.1.3 The Hohenberg-Kohn theorems

The nowadays DFT calculations were set by two main theorems published by P.
Hohenberg and W. Kohn in 1964.[60] The goal of such theorems was to formulate
DFT as an exact theory of many-body systems in an external potential V ext

and to solve any problem of electrons and fixed nuclei, where the Hamiltonian is
expressed as in Eq. (2.3).

The first Hohenberg-Kohn theorem is an existence theorem, which says that
all the properties of a ground state electronic system are determined by a func-
tional of the electron density. For instance, the ground state energy, E0, can be
calculated by a functional of the ground state, which can be represented as:

F [n(r)] −→ E0. (2.9)

This theorem is an existence theorem because it states that a functional
F exists but does not describe how to find it. Regardless of being the main
problem with DFT, it is still significant by itself, since it assures us that there is,
in principle, a way to calculate molecular properties from the electron density.

The second Hohenberg-Kohn theorem is a variational theorem, which gives a
variation principle for the density functionals, which states that any trial electron
density function will give an energy equal (in case of matching the exact true
electron density function) or higher than the true ground state energy.

ET [nt(r)] ≥ E0[n0(r)]. (2.10)
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The trial electron density nt(r) has to satisfy two conditions. The first one
that the integral over the space of this trial electron density has to be equivalent
to the number of electrons in the electronic system,

∫
nt(r)d

3r = N , and the
second condition declares that the number of electrons can not be negative,
nt(r) ≥ 0.

In principle, it is possible to keep choosing different trial densities until a
pretty low energy is obtained in relation to the other estimations, which means
that the approximation is closer to be the correct ground state energy. However,
the difficulty of this approach is related to the nature of the functional itself, since
the exact functional is unknown. Moreover, a methodology in which the density
can be used as an argument in some general characteristic variational equations
was not yet suggested, but this changed after the Kohn-Sham theorem.

2.1.4 The Kohn-Sham orbitals equations

The next major step in the development of DFT came up with the derivation of a
set of one-electron equations from which the electron density could be obtained.

Considering a system in which paired electrons are described by the same
spatial one-electron orbitals, W. Kohn and L.J. Sham proved that the exact
ground-state energy of an N electron system can be written as: [61]

E[n(r)] = − ℏ2

2me

Ne∑
i=1

∫
ψ∗
i (r1)∇2

1ψi(r1)dr1 − j0

NN∑
I=1

Z1

rIi
n(r1)dr1

+
1

2
j0

∫
n(r1)n(r2)

r12
dr1dr2 + EXC [n(r)], (2.11)

where the one electron spatial orbitals ψi are the Kohn-Sham orbitals. The
exact ground-state electron density is given by

n(r) =
n∑

i=1

|ψi(r)|2 . (2.12)

where this sum goes over all the occupied Kohn-Sham (KS) orbitals and the
the n(r) can be known after the computation of these orbitals.

The first term in Eq. (2.11) represents the kinetic energy of the electrons, the
second term represents the electron-nucleus attraction over all NN nuclei with Z
atomic number, the third term represents the Coulomb interaction between the
total charge distribution at position r1 and r2, and the last term EXC [n(r)] is the
exchange-correlation energy of the system, which is a functional of the electron

13



density and takes into account all non-classical electron-electron interactions. All
the previous terms can be known except of the last one and, even though the
Hohenberg-Kohn theorems state that the E and EXC must be functionals of the
electron density, the exact analytical form is unknown, therefore an approximated
expression is used as an alternative.

The Kohn-Sham equation (Eq. (2.11)) can be solved by the variational prin-
ciple to the electronic energy with the charge density given by Eq. (2.12) and
then find the KS orbitals. The the KS equations for the one-electron orbitals get
the shaped of:

{
− ℏ2

2m3

∇2
1 − j0

NN∑
I=1

ZI

rIi
+ j0

∫
n(r1)

r12
+ VXC(r1)

}
ψi(r1) = ϵiψi(r1),(2.13)

where ϵi are the KS orbital energies and VXC is the exchange-correlation
potential, which is the functional derivative of the exchange-correlation energy:

VXC [n(r)] =
δEXC [n(r)]

δn(r)
. (2.14)

The KS operator depends on the orbitals by the density and must be solved
self-consistently. This mathematical approach can be seen similar to the Hartree-
Fock equation, but the major difference lies in the fact that the first one includes
the electron-electron correlation. This difference reduce the degree of freedom
from R3N to R3. Therefore the resolution of the KS equations is exponentially
simpler to compute and more efficient that previous methods. The KS equations
can be solved in a self-consistently methodology as follows:

1. Assume an initial testing n(r), typically by using a superposition of atomic
densities.

2. Compute VXC as a function of r by using a approximate form for the
functional EXC [n(r)].

3. Get an initial set of KS orbitals after solving the KS equations.

4. Use the KS orbitals to compute an improved n(r) as in Eq. (2.12).

5. Compare the computed n(r) with the testing n(r) and determine if the
n(r) and EXC converge to within some tolerance.

• If those values are outside this tolerance range, then this process is
repeated.
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• If those values are within the tolerance range, the calculation proceeds
with the computation of the electronic energy as stated in the Eq.
(2.11).

2.1.5 Exchange-correlation functionals

The calculation of the fourth term in the Eq. (2.11), the EXC , is required to be
considered since its approximate nature is the main source of error in DFT. The
EXC is a functional of the n(r) and it is often split into an exchange functional and
a correlation functional. The functional acts as a way to transform n(r) into the
exchange-correlation energy EXC , and this one ideally compensates the classical
self-repulsion in the charge cloud of n(r) and for the deviation of the kinetic
energy of the non-interacting KS electrons from the energy of real electrons.
Therefore a proper functional not only handles the exchange and correlation
errors, but also self-repulsion and kinetic energy errors. [55, 62]

In the local density approximation (LDA), the exchange correlation functional
is defined as:[55]

EXC [n(r)] =

∫
n(r)ϵXC [n(r)]dr, (2.15)

where ϵXC is the exchange-correlation energy per electron in a homogeneous
electron gas of constant density. Even though Eq. (2.15) is an approximation,
it has shown to be very accurate, specially for the prediction of structural prop-
erties. On the other hand, this model presented lower accuracy when dealing in
systems with varying electron density and that consisted of many molecules.

To treat the inhomogeneous part of the electron density, a non-local correction
factor involving the gradient of the n(r) is frequently considered in the EXC from
Eq. (2.15). Among the gradient-correct functionals that have been proposed,
the LDA with gradient corrections, so called generalized gradient approximation
(GGA), yields accurate ground-state bond distances and binding energies.[63]
The GGA-DFT procedure is an accurate and efficient method for calculating
systems with d-metal complexes.

Other set of exchange-correlation functionals have been developed for use
in DFT calculations, such as PBE,[63] BLYP and B3LYP,[64] which names a
particular pairing of an exchange functional and a correlation functional, but
also represent hybrid DFT calculations that use Hartree-Fock correction with
density functional correlation and exchange. DFT has been also employed to
study open-shell atoms and molecules, which required an extension of LDA to
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this kind of systems by the formulation of the local spin-density approximation.
For this approximation, the exchange-correlation energy depends on the spin
density, known as the difference between spin-up electron density and the spin-
down electron density, as well as the total electron density. This approach has
been employed in the study of magnetic structures based on metals and alloys.[65]

2.2 Density Functional Based Tight Binding method

In the previous section the DFT formalism was explained through and it was
highlighted how, within the orbital formulation by KS, its efficiency and accuracy
makes it a powerful method of choice for electronic structure calculations. An
important part that contributed in the success of DFT was the development
of the computational resources in the last decades. But when computational
resources were modest and DFT calculations landed in low accurate results,
other methods were employed for electronic calculation such as classical force
fields and tight-binding methods. [66]

Regarding the last one, tight-binding is a method for modeling band struc-
tures with one to several fitted hopping parameters and for calculating total
energies. But specially for this task, the density functional based tight binding
method (DFTB) is designed, which is parametrized directly using DFT, there-
fore having a deeper base in first principles than other tight-binding methods (see
Figure 1.1.[67] Even though DFT is the main choose for electronic calculations,
DFTB can be useful in different ways:

1. DFTB can scaled better for larger systems than DFT.

2. DFTB-Molecular Dynamics can be used to study the time evolution of the
system for longer time scales compared to DFT.

3. DFTB can be used to pre-scan trends from structural families to subse-
quently be computed in DFT.

4. Due to the basis with DFTB, method improvements can be carried first in
DFTB and quick tested before proceeding to full DFT methods.

5. In learning and teaching, DFTB is simple for and different phenomena can
be studied with real-time simulation that can easily run on a laptop.

In this section the DFTB formalism will be briefly introduced, starting with
the Tight binding method, then followed by a more detailed DFTB theory de-
scription and finishing with the basis of the Slater-Koster.
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ψA ψB

ψA+ψB ψA-ψB

(a)

(b) (c)

Fig. 2.1 Schematic representation of wavefunctions of electrons on two hydrogen
atoms at (a) large separation, (b) ground state closer separation and (c) excited
state wavefunction.

2.2.1 Tight-binding formalism

Prior to describe the principles of the DFTB method, a general explanation of
the framework of Tight-binding theory is introduced. [68, 69] The description
of this model can be initiated by considering two hydrogen atoms, each one
with an electron in the 1s state and their corresponding wavefunction ψa,ψB

as depicted in Figure 2.1. Their wavefunctions overlap after bringing closer the
atoms, forming two possible combinations ψA±ψB (Figure 2.1 (b) and (c)), where
each combination shares an electron with the two protons, but the electron in
the ψA + ψB state has lower energy than the ψA − ψB state. The electron of
the ψA + ψB state spends part of the time in the region around both protons,
which is in the attractive potential of both protons, hence increases the binding
energy. On the other hand, the probability of the ψA−ψB state vanishes midway
between the nuclei, which then does not contribute in the binding of the system.

From this is seen that two separated energy levels were formed as two atoms
were brought together for each level of the isolated atom. Therefore, for N
atoms, N orbitals are formed for each orbital of the isolated atom. The coulomb
interaction between the protons an the electrons split the energy levels when the
distance between the atoms decreases, which splits the energy levels, spreading
them into bands. In each band there is a state of a given quantum number of the
free atom, and the band’s width is proportional to the strength of the overlap
interaction between neighbouring atoms. As this happen for the electrons of
s-states, bands are also formed from p, d,... states of the free atoms.

This conjecture that starts out from the wavefunctions of the free atoms is
known as the tight-binding or the linear combination of atomic orbitals (LCAO)
approximation. In a crystal, the single particle hamiltonian can be taken as
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H = Hat +∆U, (2.16)

where Hat is the hamiltonian of a single atom and ∆U includes all the pertur-
bations between the true potential in the crystal and the potential of an isolated
atom. It can be assumed ∆U −→ 0 at the center of each atom in the crystal.
The single particle states in a crystal are ψnk(r), where the energy-eigenvalues
can be found from the time independent Schrödinger equation:

HΨnk(r) = EnkΨnk(r). (2.17)

where n is the band index and k is a wavevector in the first Brillouin zone.
The single particle states must follow Bloch’s theorem

ψnk(r + Ts) = eik·TsΨnk(r). (2.18)

where Ts is a real space translation vector of the crystal.
A single atomic orbital system does not satisfy Bloch’s theorem, but rather

this method is employed for systems with periodic potential, i.e., crystals, hence,
a linear combination of atomic orbitals can be made as

ψnk(r) =
1√
N

∑
Ts

eik·Tsϕn(r − Ts). (2.19)

where N represents the lattice sites in the crystal and the coefficient 1/
√
N

ensures that the Bloch states are normalized.
For the calculation of the band structure of a crystal with only s-states (ϕs),

where a single atom occupies the unit cell and a translation vector Ts is applied,
only one band and one Bloch state are present (n = 1), this last one can be
expressed as:

ψk(r) =
1√
N

∑
Ts

eik·Tsϕs(r − Ts). (2.20)

In means to find the dispersion relation, the expectation value of the energy
is calculated,
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E(k) =

∫
ψ∗
k(r)Hψk(r)dr, (2.21)

where the integrals are over all the space. Then substituting Eq. (2.20) in
Eq. (2.21) leads to,

E(k) =
1

N

∑
Ts

∑
T ′′
s

eik·T
′′
s

∫
ϕ∗
s(xs)Hϕs(xs − T ′′

s )dxs, (2.22)

where xs = r − Ts was used only as a change of variable and T ′′
s = T ′

s − Ts

is another fixed translation vector. The sum over R gives a factor N which then
simplifies the first coefficient. Then, different terms in the sum over T ′′

s can be
separated by considering the range of the atomic d-orbitals, ϕs(r). If T ′′

s = 0,
then the integral becomes

∫
ϕ∗
s(xs)Hϕs(xs)dxs = ϵs (2.23)

where ϵs is the energy of the atomic s-orbital in an isolated atom. If |T ′′
s |

is too large, the integral will be very similar to zero since the overlap between
wavefunctions separated by large T ′′

s is very small. Usually, in semi-empirical
tight binding calculation, a small |T ′′

s | is ideally used, for instance, the distance
of a translation vector between an atom and its nearest neighbour τnn. Then

E(k) = ϵs +
∑
τnn

eik·τnn

∫
ϕ∗
s(xs)Hϕs(xs − τnn)dxs. (2.24)

Finally, through this method, the overlap integral is not only pursued to be
solved, but rather to be replaced with a parameter γTB =

∫
ϕ∗
s(xs)Hϕs(xs −

τnn)dxs, therefore the final expression is stated as

E(k) = ϵs +
∑
τnn

eik·τnnγTB(|τnn|). (2.25)

In the case of a 1D crystal, τTB = ±a0i, where a0 is the distance between
atoms and corresponds to the lattice constant, and the wavevector k = ki since
it is placed along the direction of i. Then the Eq. (2.25) can be rewritten as:
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E(k) = ϵs + 2γTB(a0) cos(ka0). (2.26)

This equation describes how the energy varies with a crystal momentum,k.
Similar approach can be taken for 2D crystals, but for this case there are

four vectors: τTB = ±ai and τTB = ±bi that translate to the nearby atoms for
significant overlapping integral. Also the wavevector takes the form k = kxi+kyj

because it varies in both x and y directions. Therefore, Eq. (2.25) can be written
as

E(kx, ky) = ϵs + 2γTB(a) cos(kxa) + 2γTB(b) cos(kyb). (2.27)

2.2.2 From DFT to DFTB

After explaining the formulation of the tight binding model, the base of the
DFTB method, the explanation of its adaptation into density functional theory
is proceeded. The transition from DFT to DFTB is based on the expansion of
the density n(r) = n0(r) + δn(r) around a reference density n0(r)[19, 20]

E[n(r)] = E[n0(r)] +

∫
δE[n(r)]

δn(r)

∣∣∣
n0

δn(r) +
1

2

∫∫
δ2E[n(r)]

δn(r)δn(r′)

∣∣∣
n0

δn(r)δn(r′)...

+
1

p!

∫∫
...

∫
δE[n(r′)]

δn(r)...δn(r(p))

∣∣∣
n0

δn(r)...δn(r(p)) + ... (2.28)

The superposed density of atoms is taken as starting point n0(r). A repulsive
energy contribution can be defined by collecting only the terms which depend on
the n0(r)

Erep = E(n0(r))−
∫

δE

δn(r)

∣∣∣
n0

n0(r)dn(r) (2.29)

Using the expression of the Kohn-Sham operator (left side of Eq. (2.13))
the terms that are only depending on the n(r) provide the so-called band-energy,
which established the basis for the initial version of DFTB, called DFTB1, which
also includes the repulsive term of Eq. (2.29).

E(1) =

∫
δE

δn(r)

∣∣∣
n0

n(r)dn(r) (2.30)
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DFTB1 is also called sometimes the non-SCC (Self Consistent redistribution
of Mulliken Charges) DFTB. The second order dependence upon density fluctu-
ation of the Coulomb and the exchange-correlation energy only appears in the
second order term[70]

E(2) =
1

2

∫∫ (
1

|r − r′|
+

δ2Exc

δn(r)δn(r′)

∣∣∣∣
n0

)
δn(r)δn(r′)drdr′ (2.31)

Combining the previous equation, the second order or DFTB2 expansion is
defined as

EDFTB2 = Erep +
∑
i

ni

∫
ϕ∗
iH

KS
0 ϕidr

1

2

∫∫ (
1

|r − r′|
+

δ2Exc

δn(r)δn(r′)

∣∣∣∣
n0

)
δn(r)δn(r′)drdr′, (2.32)

which is also called the self-consistent charge DFTB. The next steps of this
method include the expression of molecular orbitals as linear combination of atom
orbitals, an approximation by replacing the 3D continuous electronic density by
a set of discretized atomic electron populations (Mulliken’s charges), and the
introduction of the two-electron integrals. These approximations lead to the
total DFTB2 energy to be rewritten as

EDFTB2 = Erep +
∑
i

ni

∑
aµ,bµ

H0
aµ,bµc

i
aµC

2
bµ +

1

2

∑
a,b

γab∆qaδqb, (2.33)

where the second term expresses the energy as a linear combination of atomic
orbitals, in last term γab represents the pair-wise electron integrals, and ∆qa,b

represents the atomic charges fluctuation with respect to the atomic neutral
references, which describe the electrostatic situation.

The earlier extensions were even consistently improved with a more accurate
Coulomb interaction between atomic partial charges and a complete third-order
expansion of the DFT total energy.[71]

E3 =
1

6

∫∫∫
δ3Exc[n(r)]

δn(r)δn(r′)δn(r′)

∣∣∣∣
n0(r)

δn(r)δn(r′)δn(r′′)drdr′dr′′. (2.34)

DFTB3 has shown an additional flexibility and better proton affinities for
systems involving C, H, O, N, P and other elements relevant for calculations
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that includes a gas phase or in solvents.

2.2.3 Parametrization

There are two parts of the DFTB parameters, the necessary parameters of the
electronic part of the DFTB model and two-body force field like term that cor-
respond to the parameters that conform the repulsive energy contribution.[67]
With the assistance of DFT calculations in means of LDA or GGA functionals,
the matrix elements HKS can be parametrized. This starts with the atomic
calculations to determine the atomic KS orbitals ϕaµ and eigenvalues ϵaµ

HKS
aµ,aµ = ϵaµ. (2.35)

The above atomic orbitals can provide the LCAO basis to span the DFTB
Hamiltonian, but these atomic orbitals are constrained by a confinement poten-
tial under the form

vcon =

(
r

r0

)m

. (2.36)

This confinement potential can produce better transferability. Then, the
resolution of the KS equations in the presence of the confinement potential defines
the corresponding confined atomic orbitals ϕ̃aµ, which later are used for the actual
DFTB/LCAO basis set.

The on-site second order contributions γaa are computed as

γaa = Ua = IP (a)− EA(a), (2.37)

where Ua is the Hubbard parameter, which is calculated as the difference be-
tween the first ionization potential (IP (a)) and the electron affinity (EA(a)).
The two-center integrals γab (where a ̸= b) are calculated via an analytical
damped Coulomb formula

γab =
1

Rab

− f(Ua, Ub, Rab), (2.38)

which depends on the individual on-site integrals Ua and Ub

Moving to the second part of the parametrization, the repulsive term, this is
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certainly the most delicate. This term, for a given pair of atoms, is calculated as

urepab (Rab) = ∆EDFT
ab (Rab)−∆E

DFTB(elec)
ab (Rab), (2.39)

where the repulsive term (Uab) is determined as the difference between the
purely electronic DFTB contribution to the interaction energy (∆EDFTB(elec)

ab )
and the total DFT interaction energy (∆EDFT

ab ) of the given atomic pair.
The main parameters sets available for a wide range of molecular compounds

are the mio set,[71] the matsci set,[72] the 3ob set,[73] and the pbc set[74].

2.3 Atomistic Green’s functions

Leaving the theoretical background of the electronic structure calculation meth-
ods, the focus of this section moves on to the mathematical definitions of the
transport method employed along this project, the atomistic Green’s functions
technique. Below the non-equilibrium Green’s function formalism is briefly de-
scribed. For a more detailed description of the formalism, the book in Quantum
transport by S. Datta is suggested for reviewing.[75] In this section the formalism
applied for computing the electronic transmission as well as thermal transmission
of nanometric systems are outlined in the ballistic regime.

2.3.1 Non-Equilibrium Green’s functions for modeling electronic transmission

In the early 1960’s, the first developments of the non-equilibrium Green’s func-
tions took place, which came as a powerful framework to calculate physical ob-
servables in non-equilibrium many particle systems. The Green’s function for-
malism is a useful tool to approximate the interactions of larger bulk system with
a finite device both in and out of equilibrium. This method can be employed
for different study cases, such as the determination of voltage drop and electron
current trough an atomic system under a bias voltage, as well as the characteriza-
tion of electronic transmission through a device between two contacts. To do so,
this formalism uses a many-body concept that is commonly employed to describe
complicated interaction, known as the self-energy. The self-energy partitions a
finite device from an infinite bulk region, hence the retarded Green’s function of
a device can be written as

Gd(E) = [(E + iη)Sd −Hd − Σd(E)]
−1, (2.40)
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where Σd(E) is the self-energy, Sd is the device overlap matrix, Hd is the
device Hamiltonian matrix and η is a small positive constant that represents the
extraction of electrons from the contact.

Assuming that a device is connected to an infinite contact, the hamiltonian
H, overlap matrices S and Green’s functions for the whole system can be written
as

H =

[
Hd Hdc

Hcd Hc

]
, S =

[
Sd Sdc

Scd Sc

]
, G(E) =

[
Gd(E) Gdc(E)

Gcd(E) Gc(E)

]
, (2.41)

where Hc and Sc are the contact Hamiltonian and overlap matrices, and
Hdc = H†

cd and Sdc = S†
cd are coupling matrices between the contact and the

device. Then, parting from the following equation

[(E + iη)S −H]G(E) = [I], (2.42)

and using matrix algebra, the following expression for the self-energy is
achieved

Σd(E) = τdcGc(E)τ
†
dc, (2.43)

where τdc = [(E + iη)Sdc −Hdc] is the definition of the coupling, and Σd(E)

usually encodes the electronic structure of both the semi-infinite reservoirs and
the reservoir-central region interface. This approximation makes simple the cal-
culations since the dimensions of the matrices are the same. But that is yet
not the case for the Green’s function of the contact Gc(E), which consists on a
semi-infinite matrix and requires some mathematical treatment beforehand. To
solve this, for instance, recursive algorithm based on Fourirer transformation can
be used to achieve the inversion, as described here[76] (for the sake of simplic-
ity, the mathematical details have been omitted, however, for a more thorough
understanding, consulting the provided reference is recommended).

In the same way, self-energies can be introduced for the whole system con-
sidering both contacts
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HLd
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Hd Sd

τel

Fig. 2.2 Schematic representation of the contact-device-contact system.

Gd(E) = [(E + iη)Sd −Hd −−ΣLd(E)− ΣRd(E)]
−1, (2.44)

ΣRd(E) = τRd(E)GR(E)τ
†
Rd(E), (2.45)

ΣLd(E) = τ †Ld(E)GR(E)τLd(E), (2.46)

τLd,Rd(E) = [(E + iη)SLd,Rd([⃗k])−HLd,Rd([⃗k])], (2.47)

where the indexes L and R correspond to the left and right contacts respec-
tively (see fig. 2.2). The typical partitioning of an atomic system for transport
calculations consists on a device region that is connected to two contacts or reser-
voirs. The density matrix [n(r)] in the device, under equilibrium conditions, can
be calculated as an integral over the occupied states

[n(r)] =
1

π

∫ ∞

−∞
Ad(E)f(E − µ)dE, (2.48)

where Ad(E) = i(Gd − G†
d) is the spectral function and is composed of the

imaginary part of the device Green’s function. The density of the states (DOS)
for the device can be extracted from the spectral function as follow

DOS(E) =
1

π
Trace[Ad(E)Sd]. (2.49)

The DOS describe the number of energy eigenstates per unit energy range.
The projected density of states (PDOS) for a set of atomic orbitals, from index
j to index k, centered on a section of the device can be calculated as
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PDOS(E) =
1

π

k∑
i=j

[Ad(E)Sd]ii. (2.50)

where j ≤ k ≤ NO, and NO represent the total number of device orbitals.
On the other hand, the density matrix of the device out of equilibrium must

involve the fermi-occupations of each contact

[n(r)] =
1

π

∫ ∞

−∞
AL(E)f(E − µL) + AR(E)f(E − µR)dE, (2.51)

where AL and AR are the left and right contact spectral functions. The Fermi
function is defined as

f(E − µ) =
1

q + e(E−µ)/kBT
, (2.52)

and the contact spectral functions are defined as

AL/R = GdΓL/RG
†
d, (2.53)

where ΓL/R represent the broadening functions of the left/right contacts,
also known as reservoir spectral densities, and are equal to its anti-hermitian
component:

ΓL/R = i(ΣLd/Rd − Σ†
Ld/Rd), (2.54)

If µL = µR in the non-equilibrium spectral function integral, then the expres-
sion gets reduced to the equilibrium spectral function integral. Hence, to solve
the non-equilibrium electron density, the self consistent cycle must require that
µL ̸= µR.

In the end, the calculation of the electronic transmission (τel through the
device at a given energy can be defined as

τel(E) = Trace
[
ΓLGdΓRG

†
d

]
. (2.55)

After measuring the electronic transmission through the device, the total
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current between the non-equilibrium electrochemical potentials is given by

I =
2q

h

∫ ∞

∞
τel(E)[f(E − µL)− f(E − µR)]. (2.56)

This expression is just an energy integral over the transmission spectrum
bordered by the sample and tip Fermi functions.

2.3.2 Non-equilibrium Green’s function for modeling thermal transmission

The study of phonon transport across interfaces, from a theoretical and experi-
mental perspective, has become an important part in the research on nanoscale
thermal transport. Influenced by the constant miniaturization of device size to
submicron length scales, the understanding of heat transfer across interfaces and
boundaries has become critical to application such as the design of phononic
devices for thermal interfaces and thermoelectric materials. The Green’s func-
tion method is an atomistic technique that can be used to also study phonon
transport across interfaces. This technique was pioneered by Mingo and Yang in
the computation of phonon transport in Si nanowires covered by an amorphous
material. [77] This method neglects anharmonic phonon processes, although it
can be included by an extension that requires more mathematical formulation
than the basic harmonic model. Nevertheless, a previous work has shown that
anharmonic scattering can be neglected at room temperature if the characteristic
device length is no longer than 20 nm. [77]. Afterwards, several studies have
been carried by assuming the system has only harmonic interactions.

The Green’s functions method for thermal transmission is founded on a har-
monic matrix (KH) for the system of interest, where its mathematical definition
is[78]

KH =
1√
MpMq

{ − δ2U
δupδuq

ifp ̸= q

−
∑

m ̸=q
δ2U

δuqδum
ifp = q

(2.57)

where up/q refer to any two atomic vibrational degrees of freedom, U is the to-
tal interatomic potential, Mp/q are the atomic masses associated with the degrees
of freedom up/q respectively. The dynamical equation can be written as

(ω2I −KH)ũ = 0, (2.58)

27



Contact 1 Contact 2Device

LCB

τph

LC LD

ΦL ΦRΨD

RD RC RCBD

Fig. 2.3 Schematic representation of the contact-device-contact setup for the
phonon transmission calculation. Contact 1 includes atom groups LCB and LC,
Contact 2 includes atom groups RCB and RC, and Device include atom groups
LD, D and RD. Both contacts are two semi infinite thermal reservoirs at constant
temperatures T1 and T2 and its geometry has to fulfill a periodicity requirement.
The geometry of the device region is arbitrary. A column vector ΨD represents
vibrational degrees of freedom in the device, while ΦL/R represents vibrational
degrees of freedom in left/right contact.

where ũ is a column vector consisting of vibrational degrees of freedom. Even
though the assembled harmonic matrix can contain complex entries, it is always
a Hermitian matrix and, therefore, it has only real eigenvalues.

The number of degrees of freedom in the contact approaches infinity, therefore
a sufficiently large number nc is required to approximate the number of degrees
of freedom in the contact. On the other hand, the number of degrees of freedom
in the device nd is finite. For the interface, the number of degrees of freedom
(LC,LD,RC and RD in figure 2.3) is ncd. Based on Eq. (2.58), the dynamical
matrix for the disconnected contacts are defined as

(ω2I −KHL/HR)Φ
Υ
L/R = 0, (2.59)

where KHL/HR are the states for the harmonic matrices of the left and right
contacts, and the superscript Υ refers to the disconnected state. The dynamical
equation of the connected system (contacts + device) is

ω
2I −KHL −τ †Ld 0

−τLd ω2I −KHd −τRd

0 −τ †Rd ω2I −KHR



ΦΥ

L + χL

ψd

ΦΥ
R + χR

 = 0, (2.60)

where χL/R changes the original disconnected contact vector to the connected
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state to the device, τLd/Rd is the connection matrix between the left or right
contact and the device (same principle as in 2.3.1). The solutions to the previous
equation can be written as

χL = gLτLd
†ψd, (2.61)

χR = gRτRd
†ψd, (2.62)

ψd = GS. (2.63)

The matrices gL/R correspond to the uncoupled Green’s functions of their
respective contacts and are defined as

gL = lim
δ−→0

[(ω2 + δi)I −KHL]
−1, (2.64)

gR = lim
δ−→0

[(ω2 + δi)I −KHR]
−1, (2.65)

where δ is a perturbation that correspond to phonon energy dissipation in
contacts. The green’s function matrix G and source matrix S are defined as

G =
[
ω2I −KHd − τLdgLτ

†
Ld − τRdgRτ

†
Rd

]
, (2.66)

S = τLdΦ
Υ
L + τRdΦ

Υ
R = SL + SR. (2.67)

The energy related with any degree of freedom has a kinetic and potential
energy components,

Ep =
1

4

∑
q

(u∗pkpquq + u∗qkqpup) +
Mp

2
u̇∗qu̇

∗
p, (2.68)

where

kpq = KHpq

√
MpMq, (2.69)

By employing the time derivative and Newton’s second law, the energy flux
between any two degrees of freedom is derived and has the following form

Jpq =
ω

2i
[ϕ∗

pKHpqϕq − ϕ∗
qKHqpϕp], (2.70)
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where ϕp/q are complex wave functions with no time dependence.
The normalization condition for phonons, by using Eq. (2.68) and the degree

of freedom up/q = ϕp/qe
iwt/

√
Mp/q, can take the form

ℏω =
∑
p

[
1

4

∑
q

(u∗pkpquq + u∗qkqpup) +
Mp

2
u̇∗qu̇

∗
p

]
= ω2|ϕp|2, (2.71)

Therefore,
∑

p |ϕp|2 = ℏ/ω.
The total energy flux of the system is the summation of fluxes between in-

dividual degrees of freedom by using Eq. (2.70). In the connected system, the
heat flux between Contact 1 and Device can be expressed as

J1 =
ωTrace[ψ†

dτLdΦ
Υ
L − ΦΥ†

L τ †Ldψd]

21

−ωTrace[χ†
dτLdΦ

Υ
L − ΦΥ†

L τ †Ldχ]

21
, (2.72)

The inflow can be computed by using the Eqs. (2.61), (2.62), (2.63) and
(2.67) as

Inflow =
ωTrace[S†G†SL − S†

LGS]

2i
=
ωTrace[SLS

†
LA]

2
, (2.73)

where A = GΓLG
†+GΓRG

† = A1+A2 is a matrix defined by convenience to
group together the Green’s functions. Considering the normalization condition
in Eq. (2.71), the number of phonons can be expressed in terms of A1 as

ωΦΥ†
L ΦΥ

L ⇒
∫

ℏ
2π
N1(ϵω)A1dϵω, (2.74)

where ϵω = ω2. So then

ωSLS
†
L = ωτLdΦ

Υ
LΦ

Υ†
L =

∫
ℏ
2π
NL(ϵω)ΓLdϵω, (2.75)

where NL(ϵω) is the number of phonons in Contact 1 at the eigenstate ϵω.
Combining previous equation with Eq. (2.73), the inflow in terms of number of
phonons can be calculated as
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Inflow =

∫
ℏω
2π
NL(ω)Trace(ΓLA)dω. (2.76)

In similar way, but by using Eqs. (2.72), (2.63) and (2.67), the outflow
equation can be expressed in terms of number of phonons as

Outflow =

∫
ℏω
2π

Trace[NL(ω)ALΓL +NR(ω)ARΓL]dω. (2.77)

Proceeding with the substitution of the inflow and outflow from Eqs. (2.76)
and (2.77) into Eq. (2.72) The total energy flux between Contact 1 and Device
is

J1 =

∫
ℏω
2π

{Trace[ΓLA]NL(ω)− Trace[NL(ω)ALΓL +NR(ω)ARΓL]}dω

=

∫
ℏω
2π

[ΓLGΓRG
†][NL(ω)−NR(ω)]dω. (2.78)

In the same way, the total energy flux between Contact 2 and Device can be
calculated as

J2 =

∫
ℏω
2π

[ΓRGΓLG
†][NR(ω)−NL(ω)]dω. (2.79)

Considering that at steady state, J1 = −J2, the heat flux can be expressed
in the Landauer form as

J =

∫
ℏω
2π
τph(ω)[[NR(ω)−NL(ω)]dω, (2.80)

where τph is the transmission function of phonons in the systems and it is
expressed as

τph = Trace[ΓLGΓRG
†] = [ΓRGΓLG

†]. (2.81)

The transmission function and the heat flux of the system can be used to
calculate the thermal conductance, which is defined as
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κph = lim
∆T⇒0

J

∆T
, (2.82)

where ∆T is the temperature difference between both contacts. Then, by
linearly expanding the phononic thermal current in that temperature range ∆T ,
thermal conductance can be expressed as

κph =
1

2π

∫ ∞

0

ℏω
dNB

dT
τph(ω)dω, (2.83)

where NB is the Bose-Einstein distribution function.
Some relevant thermal properties such as in-plane and out-of-plane thermal

conductivity or phonon transmission can be calculated as the sum of the indi-
vidual elements (τph, κph)total = (τph, κph)in + (τph, κph)out.
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CHAPTER 3

Tuning the electronic and magnetic properties through

chemical functionalization

Functionalization of low dimensional systems is an approach used for modifying
their properties to make them excel beyond their ground state, or to counter
their drawbacks. In this chapter, chemical functionalization is addressed to in-
duce changes in the electronic and magnetic properties of a two dimensional (2D)
system, phosphorene, studied by spin polarized DFT simulations. This chapter
discusses the impact of functionalization on electronic structure, specifically fo-
cusing on the effects of single molecule, lattice direction, and coverage, as well
as the induced magnetism in the system. The magnetic effect of chiral molecules
functionalized in phosphorene is also computed and discussed. Even though the
transport calculations are not stated in this chapter, relevant changes in the
properties of this materials will be addressed that can be relevant for the further
development of transport devices in the electronic and spintronic fields.

3.1 Introduction

3.1.1 Black phosphorus as a 2D material

Since the discovery of graphene by mechanical exfoliation in 2004 [79], there has
been an accelerated search for novel two-dimensional (2D) materials, motivated
by their exceptional physical and chemical properties which are related to the
strong quantum confinement originated by the reduced spatial dimensionality.[80–
84] The exploration of 2D materials has been carried by experimental and com-
putational methodologies, which has open the path to develop new materials
with potential applications in various fields such as electronics, thermoelectrics
and spintronics. [85–88]

Among the investigated 2D materials, the mono- and few-layers version of
black phosphorus, known as phosphorene, has become a promising candidate
for designing electronic and optoelectronic devices due to their mechanical flex-
ibility, tunable direct bandgap, anisotropic electronic structure and transport
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Fig. 3.1 (a) Top and (b) side perspectives of phosphorene monolayer with their
corresponding lattice parameters and bond lengths. (c) Side perspective of bi-
layer phosphorene where the interlayer distance is indicated.

properties.[89, 90] This material was successfully exfoliated in 2014 from bulk
black phosphorus, which is the most stable alotropic form of phosphorus. [91]

Phosphorene is composed of phosphorus atoms with sp3 hybridization, pro-
ducing a quasi-tetragonal geometry. Each phosphorus atom bonds covalently to
two atoms in the same plane and to a third one out of plane, remaining with a non
bonding electronic pair. The bond angles between phosphorus atoms are 96.34°
and 103.09°, which are very close to the angle of a perfect tetragonal structure,
while the lone pair point out of the layer at an angle of ∼ 45°. This bond ar-
rangement generates its characteristic crystalline puckered non-planar structure,
where a single layer resembles a quasi-two layered material of phosphorus atoms.
This structure type sets it aside from most of 2D materials, like graphene, boron
nitride and transition metal dichalcogenides, which have hexagonal planar struc-
tures. The structure of phosphorene is orthorombic (see Figure 3.1) that, from
a top perspective, the armchair and zigzag direction can be identified. [92, 93]

Compared with other systems like graphene which has a zero bandgap,[94]
or the featured large bandgap of transition metal dichalcogenides,[95] bulk lay-
ered phosphorus has a direct bandgap at the Γ point of 0.3 eV, which increases
in mono- and few-layered phosphorene up to 2.0 eV.[96–99] From an optoelec-
tronic point of view, the direct bandgap conservation regardless the number of
layers of phosphorene represents an advantage because it is experimentally eas-
ier to fabricate few-layered instead of monolayered phosphorene. Moreover, the
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thickness-dependent bandgap allows the fabrication of devices that vary the op-
tical working range of the electromagnetic spectrum, covering a large region from
the visible spectrum down to the middle infrared.[100]

One of the factors that got phosphorene into the attention of the scientific
community is its large carrier mobility. This increases in proportion to the num-
ber of layers up to a thickness of about ∼10 nm, reaching values exceeding 1,000
cm2 V−1s−1 along the zigzag direction. Previous studies have shown that the
hole mobility reach values of up to 10,000-26,000 cm2 V−1s−1 for the monolayered
phosphorene and up to 4,800-6,400 cm2 V−1s−1 for the few-layered phosphorene.
[90, 101]

But a major drawback of phosphorene comes from the presence of non-
bonding electronic pairs, which strongly react with oxygen or water molecules
from the environment, causing the oxidation of phosphorus atoms which leads
to structural degradation and change of properties. To redeem this situation,
previous experimental investigations have developed different methodologies for
phosphorene and other 2D materials to improve their environmental stability.
Some of these methods involve doping,[102] plasma treatment,[103] chemical in-
tercalation [104] and chemical functionalization.[105–108]

3.1.2 Chemical Functionalization of low dimensional systems

Functionalization of low dimensional materials have a more crucial effect than in
conventional bulk materials due to the large surface-volume ratio. It also plays
a very important and rapid role to improve their versatility and keep moving
the research in the field. The introduction of foreign molecules with functional
units into the nanomaterials has proven to be a powerful method to prevent
their aggregation in solvents,[109] improve their wettability,[110] improve their
environmental stability,[107] tune their physicochemical properties[111] and in-
troduce them new properties that are far from their intrinsic nature.[112, 113]

Chemical functionalization can be classified into two main types in function
of the type of interaction: (i) non-covalent interaction, by physisorption of the
functional molecules through electrostatic, π-π or hydrophobic interactions, and
(ii) covalent interactions, by direct bonding of the functional molecules on the
surface of the nanomaterial. Each type of functionalization leads to a change in
the properties of the nanomaterial in different perspective. Non-covalent func-
tionalization does not modify its structure and conducts the preservation of most
of its intrinsic properties, but its stability requires major attention. On the other
hand, covalent functionalization results in a more stable structure and increased
range of opportunities to tune their physicochemical properties, but also has as
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a result a structural alteration which demands a higher control of the function-
alization degree.

Besides the functionalization type, there are other important aspects to con-
sider in the process of functionalization of nanomaterials. One of the is the
functionalization site, which is a critical factor because different reaction sites
demand different reaction mechanism between the functional groups and the
nanomaterial. Some of these sites are grain boundaries, edges and vacancy de-
fects. Other important aspect to consider is the type of functional group to
use for the functionalization of the system. To determine this, one has to con-
sider the type of functionalization desired, the chemical nature of the atoms of
the surface and of the functional group, and the desire effect to induce after
functionalization. [114]

3.1.3 Bipolar Magnetic Semiconductors

Spintronics is an emerging field for the next generation of nanoelectronic devices
that, in comparison to conventional electronics, takes use of an additional degree
of freedom of the electron, its spin.[115] To improve the performance of spin-
tronic devices, there are several challenges that have to be taken into account,
like including spin-polarized carrier injection, long-distance transport and high
efficiency spin manipulation. Different classes of spintronic materials have been
studied and develop to accomplish devices that can fulfill the first two challenges,
like half-metals, diluted magnetic semiconductors and spin gapless semiconduc-
tors, but the spin manipulation has not been achieved without having to rely
upon an external magnetic field.[116, 117] However, a new class of spintronic
materials was defined in a theoretical study of semi-hydrogenated single wall
carbon nanotube by Li’s group in 2012, which can be the solution to the last
problem of spintronic devices. This kind of materials were defined as bipolar
magnetic semiconductors (BMS). [118]

In BMS, the valence bands (VB) and conduction bands (CB) approach the
Fermi level through opposite spin channels. Therefore, they can provide full
spin-polarized currents by applying a gate voltage (VG) that shifts the Fermi
level either to spin-up or spin-down density of states (see Figure 3.2). Three
energy parameters (∆1, ∆2, ∆3) were determined to describe a BMS. ∆1 defined
the spin-flip gap between VB and CB from the different spin channels, while
∆1+∆2 and ∆3+∆1 reflect the energy gap in which the spin-conserved channels
are polarized. For practical applications, an ideal BMS has a small ∆1, which
enables a low energy shift for changing from the Fermi-level to a spin-polarized
current, and large values of ∆2 and ∆3 to ensure effective transport of fully
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Fig. 3.2 (a) Schematic density of states of a bipolar magnetic semiconductor
(BMS), where the ∆1, ∆2 and ∆3 are the energy parameters that are used to
describe a BMS. The blue and red colors are used for different spin-polarized
density of states. Schematics of the manipulation of external voltage gate (VG)
to control the current of electrons with specific spin polarization. When (b) VG <
0, the Fermi level (EF ) decreases and a current of electrons from the red density
of states flows. (c) VG = 0, the output current is nearly zero as a result of the
existence of a finite spin-flip gap. When VG > 0, the Fermi level (EF ) decreases
and a current of electrons from the blue density of states flows.

polarized electrons when the Fermi level crosses the VB or CB.
Manipulating the spin polarization of currents through BMS by switching the

sign of a gate voltage instead of using an external magnetic field expose a new
strategy to develop electrically manipulated spintronic devices. It can be used for
the design of bipolar field effect spin filters, which can be set up by constructing a
sandwich device made of a BMS between two normal metallic leads and it works
in the same principle as explained above, where the sign of the VG defines the
spin orientation of the electronic current. Other potential application is to use
BMS as a field effect spin valve, which is constructed with a similar setup as the
bipolar field effect spin filter is used, but using two BMS instead of one. Different
VG are use for each BMS, where if both have the same sign, then the input current
will be led through, otherwise the two BMS will mismatch and the magnetic the
input current is prohibited. Another potential application of BMS is to use them
to detect and separate entangled electrons from superconductors. This can be
done by setting up two BMS as electrodes connecting a superconductor, in which
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the VG of each electrode has opposite signs, which lead to filter the spin by the
polarization for each electrode.[116, 117]

In recent years, different types of materials have been explored for potential
application as BMS, and can be classified as inorganic metal compounds, metal-
free systems and metal-organic frameworks. From the first group, the intrinsic
magnetic properties of metallic atoms are taken into advantage for the develop-
ment of BMS. Some of the materials that have been studied in this direction
are the transition metal disulfides,[119] monolayers made up transition metal
halurides [120], CrSiTe3 nanoribbons[121] and CoCl2 nanowires.[122] In the sec-
ond group of BMS materials include B4CN3,[123] polyporphyrin nanoribbons[124]
and nanotubes based on C4N3.[125] In the last group, metal organic frame-
works (MOF’s) are a type of materials that combine an organic and inorganic
part that can made up materials with interesting properties,[126] such as BMS.
For instance, MOFś based on tetracyano systems with nickel atoms[127] and
metalocarbonates[128] have been identified to have BMS features.

3.2 Computational approach

First principles calculations were performed within the spin-polarized DFT frame-
work, including dipole correction, as implemented in the Quantum ESPRESSO
package,[129] to investigate The electronic properties of functionalized phos-
phorene. The generalized gradient approximation (GGA) within the Perdew-
Burke-Ernserhof (PBE) description was employed for the exchange-correlation
functional[130], as well as the ultrasoft plane-wave pseudopotentials.[131] After
testing for convergence, 680 eV was chosen as the cut-off kinetic energy of the
wavefunction and 8 times that value was selected for the kinetic energy for the
charge density. A 4 × 4 super cell of elementary phosphorene unit cells was set
up for the simulation, while considering a vacuum space of 20 Å for the hydroxyl
functionalized systems and 25 Å for the cysteine functionalized systems in order
to avoid interlayer interactions. The Monkhorst-Pack [132] k-mesh 4 × 4 × 1
centered at Γ point was employed to sample the Brillouin-zone for the geometry
optimization and single point calculations, while a denser mesh of 12 × 12 ×
1 was used for the density of states and electronic band structure calculations.
The energy between iteration, as convergence criterion, was set to 106 a.u., and
the atomic coordinates were fully relaxed with the Broyden-Fletcher-Goldbarf-
Shanno (BFGS) quasi-newton algorithm, until the maximum force on each atom
was less than 103 a.u.

Our molecular model was built in consideration that oxygen atoms as chemi-
cal linkers have proven to be a successful strategy for the covalent functionaliza-
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tion of 2D materials. [133] Therefore, the starting approach is to use OH radicals
to report the effect on the electronic structure after the covalent bond formation
between the P and O atoms. This was planned to distinguish the interface effect
by pure covalent functionalization, lattice selection and coverage from effects re-
lated to using larger molecules, e.g., long range interaction between functional
groups of the molecules and the surface. Then the research moves further by
the functionalization with cysteine molecules to explore if chiral discrimination
can be reflected in specific features of the spin-polarized electronic structures,
as it has been seen in other theoretical and experimental works.[134, 135] The
functionalization with OH and L- and D-cysteine molecules were placed in the
same P atom with respect to the unit cell, and the molecules are distributed to
keep maximum distance between themselves and to maintain high symmetry.

3.3 Interface effects in phosphorene by OH functionaliza-
tion

3.3.1 Single molecule functionalization

The first step was to investigate the atomic structure and stability of phosphorene
functionalized with a single OH molecule in a 4 × 4 supercell, corresponding to
a coverage of 6.25%, denoted as 1-OH system. Further, the systems will be
compared with 12.5%, 18.75% and 25% coverage and are denoted similarly as 2-
OH, 3-OH and 4-OH systems. The optimized lattice parameters in phosphorene
are 3.30 Å along the zigzag direction and 4.61Å along the armchair direction, as
it can be seen in Figure 3.1(a). Phosphorus atoms in pristine phosphorene has
two different bond length distance, 2.22 Å in the in-plane bond and 2.26 Å in
the out-of-plane bond (Figure 3.1(b)). [136, 137].

Different OH adsorption positions were tested around a phosphorus atom
(denoted as PO in Figure 3.3 (a)), but it was found that the optimal position
of the oxygen atom was found to be on top of PO. Structural changes are ap-
preciated in phosphorene after the OH functionalization, where several P atoms
around the functionalization site slightly change, but the largest modification
can be see in the rupture of a bond between the PO and the phosphorus atom
from the bottom layer (denoted as PB), where this distance changes from 2.26
Å to 2.63Å.

Analyzing the charge transfer in the system, most if it is centered between the
OH molecule and the linked PO, from which can be deduced that the phosphorene
charge is drained by the OH group (Figure 3.4). Oxygen is electrophile and pulls
an electron from the non-bonding electronic pair of PO, forming a bond with a
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Fig. 3.3 (a) Illustration of phosphorene after OH functionalization, where the
phosphorus atoms are showed in orange, the oxygen in red and the hydrogen in
white. The most relevant atoms of the phosphorene are labelled. The blue dashed
line indicates both phosphorus atoms with broken bond after functionalization.
(b) Schematic representation of the bonds and the non-bonding electronic pairs
of two out-of-plane phosphorus atoms in phosphorene and schematic after func-
tionalization with a OH molecule, where the bond between the P atoms is broken
and remains a dangling bond from the bottom layer phosphorus (PB).

length of 1.69Å. The remaining electron from PO gets paired with the electron
that was part of the PO-PB bond, giving rise to the rupture of that bond and
leaving a dangling electron in the PB, as depicted in Figure 3.3 (b). This local
electronic rearrangement changes the local geometry of the phosphorus atoms
in the functionalization site, where PO moves slightly up while on the contrary
PB moves slightly down. This changes the distance between the neighboring
atoms, e.g., the distance between PB and its nearest neighbors decrease from
2.22 Å to 2.18Å. At difference to the local atoms to the functionalization site,
atoms located farther away do not display any significant change in their bonding
geometry.

Computing the adsorption energy of the system is a method to verify the sta-
bility of the system. The energy per functionalizing group (EB) can be calculated
as: [107]

EB =
1

NF

[EPhos+mol − EPhos − Emol] , (3.1)

where NF is the number of molecules in the supercell, EPhos+mol, EPhos and
Emol correspond to the total energy of the functionalized system, the pristine
phosphorene and the isolated molecules, respectively. Negative EB means that
the functionalization reaction is thermodynamically stable, whereas positive EB

indicates that it is thermodynamically unstable. The 1-OH system has a EB of
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-2.22 eV, which means that the functionalization is energetically favorable. This
result has also been reported in other theoretical studies where the structural and
electronic characterization of phosphorene were tested with the functionalization
of different biologically relevant molecules. [138]

One of the most interesting outcomes was to find out that the phosphorene, a
material without intrinsic magnetism, acquires a total magnetization of 1 µB/cell
after functionalization. The origin of the magnetization can be understood by
analyzing the net spin density of the system (Figure 3.4), where the spin density
is localized around the functionalization site, mostly in the PB atom and, in lower
proportion, in the oxygen atom and few atoms phosphorus atoms around PB.
The local magnetization, in correlation with the spin density, centers mostly
in the PB due to the formation of the dangling bond, which is in agreement
with other studies in which non-magnetic materials gain magnetism after the
formation of dangling bonds or diradicals. [112, 139–141] Therefore, phosphorene
functionalization represents an alternative approach to induce magnetism in a
non-magnetic system without doping with metallic atoms, as it has been done
in other study. [142]

The spin-resolved electronic band structure of the 1-OH system is presented in
Figure 3.4(d). The in-gap electronic bands have weak dispersion due to the local
structural changes in phosphorene as a functionalization. The weak dispersion
results from the large separation (> 1.2 nm) between functionalization sites in
the supercell and its images when using periodic boundary conditions. Besides
the in-gap bands, the bandgap in the 1-OH system is larger than in pristine
phosphorene (Figure 3.4(c), increasing from 0.88 eV to 1.0 eV (computed with
the PBE XC-functional). The emergence of the in-gap bands and the increase of
the bandgap has also been seen in other studies of functionalized phosphorene.
[107, 108, 138]

Moreover, there is a transition from a direct bandgap, present in the pris-
tine form, to an indirect bandgap after functionalization can be seen, where the
valence band maximum (VBM) is located at the X point while the conduction
band maximum remains in the Γ point. The change from direct to indirect band
after functionalization can be related to change in the symmetry in the system.
Looking to the highest bands in the valence band from pristine phosphorene (0.05
eV and 0.5 eV at Γ point), the bands change in the path Γ −→ X from being
not degenerated to degenerated, and that follows for the rest of the K-path. But
in the 1-OH system, these two bands are not degenerate in the X point, rather
from the S point. The symmetry changed along the X direction as a result of
the broken PB-PO bond, causing the change of energy between both bands.
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Fig. 3.4 (a) Side perspective of spin density difference (∆ρs = ρ↑s − rho↓s of the
1-OH system after functionalization. The yellow and blue isosurfaces correspond
to the positive and negative spin difference, respectively. Most of the positive
spin difference lies around the PB. The isosurface value of this projection is 0.002
e/bohr3. (b) Side perspective of charge density difference after OH functional-
ization. (c) Electronic band structure of pristine phosphorene. (d) Spin-resolved
electronic band structure of 1-OH system for spin-up (red lines) and spin down
(black dashed lines). Two in-gap bands appear after the functionalization, com-
pared with the pristine system. (e) Total density of states of 1-OH system (red
and black lines) and resolved density of states of PB (blue line).

The in-gap spin-up (red lines) and spin-down (black lines) bands have a very
strong exchange splitting of about 0.33 eV at the Γ point. Several of the bulk
bands also have a weak spin splitting of about 0.3-0.5 eV, being the valence bands
closer to the bandgap the ones who have more noticeable splitting. This small
splitting of the bulk bands can be seen by a small vertical shift of the spin-up and
spin-down components of the spin-resolved density of states (DOS)3.4(e). The
spin-resolved DOS clearly reflects a ferromagnetic (FM) state. The projected
DOS of the PB atom is also shown in Figure 3.4, where it can be seen that is the
atom yielding the largest contribution to the in-gap states. All the other atoms
around the functionalization site have minor contribution to the spin-resolved
DOS around the in-gap states, and from that, they have predominant pz and py
orbital contribution (see Appendix A.1) In terms of the contributions per atom
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to the total magnetic moment, the largest magnetic moments are located on
PB (0.076 µB/cell), PO (0.046 µB/cell), Oxygen (0.03 µB/cell) and P2 (0.013
µB/cell).

Summing up the discussed information of this subsection, the functionaliza-
tion of phosphorene with a single OH group leads to the local magnetization
of phosphorene. But, does the bond breaking effect and consequent introduc-
tion of magnetization will arise for a few-layer phosphorene system? To answer
this question, the same calculation was carried out as in the 1-OH system but
employing a bilayer phosphorene. It was found that the PO-PB bond breaks, a
dangling bond is formed and the spin polarized in-gap states appear. From an
experimental point of view, employing few-layers system can be an advantage
to decrease the exposure of the dangling bond to other components from the
opposite side from the functionalization, which could lead to a chemical reaction
and eventual loss of the generated local magnetization.

3.3.2 Lattice selection

Phosphorene, as mentioned in the introduction of this chapter, has anisotropic
properties, which means that the properties of the materials will depend from
which lattice direction it is measured. Hence, it is from our interest to research
if phosphorene functionalized along their different lattice directions produce dif-
ferent results concerning their electronic structure and the induced magnetism,
as discussed above for the 1-OH system. To do so, 2 OH groups placed in three
different arrangements in the supercell were considered (see Figure 3.5), cor-
responding to diagonal, armachair and zigzag directions, respectively. In this
setup, the 2 OH groups are not located in contiguous unit cells, i.e., skipping
one phosphorene unit cell, done in this way to avoid additional effects by the in-
teraction between neighboring OH molecules and to keep the internal symmetry
in the supercell and with the neighboring supercells.

Additionally, since two broken bonds are expected to happen in theses sys-
tems, and with that, two localized magnetic moments, it is necessary to consider
the ferromagnetic (FM) or anti-ferromagnetic (AFM) ordering in the supercell.
To get that done, the simulation of the system was computed setting the initial
magnetization of the PB atoms with the same or different sign, respectively. The
outcome shows that the FM and AFM states of the diagonal configuration are
nearly degenerated, with an energy difference of only 0.9 meV in favor of the
FM state. And yet, armchair and zigzag configurations have a preferred FM
ground state, with a difference of 3.7 meV and 2.5 meV lower than the AFM
state, respectively. This energy difference means that, at room temperature,
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Fig. 3.5 Spin-resolved electronic band structure of (a) diagonal, (b) armchair
and (c) zigzag lattice functionalization. The spin-up and spin-down bands are
represented by red lines and black dashed lines, respectively. In the upper right
corner of each panel there is a sketch of the supercell and, highlighted by green
dots, the corresponding phosphorus atoms that serve as functionalization sites.

thermal fluctuations may lead to an overall nonmagnetic ground state, which is
preventable if the system is kept at low temperatures, in which the FM state will
become stabilized.

Concerning the energy stability of the three lattice functionalization systems
in their FM ground state, the zigzag configuration was found to have the lowest
energy, while the diagonal configuration lies 4.6 meV above it, and at the end the
armchair configuration by 15.95 meV. Regardless the energy difference between
the three systems, after calculating their adsorption energy per functionalizing
group with the Eq. 3.1, it was found that all of them are thermodynamically
stable, with an Eb of -2.22 eV.

Regarding the geometry of the systems, the distance between the functional-
ization sites is 11.35 Å, 9.23 Å and 6.6 Å in the diagonal, zigzag and armchair
systems, respectively. As expected, each OH functionalization cases a break of
a PO-PB bond and slight structural modifications around the functionalization
site, in similar way as discussed in the 1-OH system. The bond distance between
the oxygen atom and its respective PO is 1.69 Å for all the cases. The only
structural difference between the three systems is the distance between PB and
PO, which is 2.62 Å in the diagonal system and 2.603 Å for the armchair and
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zigzag systems.
The spin-resolved band structures of these systems are shown in Figure 3.5,

where two spin-up and spin-down in-gap bands are present in each system as
the consequence of the formation of two dangling bonds. Associated with the
dangling bonds induced magnetism, the total magnetic moment in the system is
2 µB/cell (for the FM ground state, the AFM states have 0 µB/cell). The linear
additive behavior of the magnetic moment suggests that the distance between
the dangling bonds in all three cases is large enough to prevent any sizeable
Heisenberg-type exchange coupling. To figure out if this effect can be seen in
phosphorene, different arrangements with shorter distance between functional-
ization sites was tested, from which it was found that, when the distance order
is 2.2 Å, the total magnetic moment of the supercell was found to be 1.5 µB.

The spin-up and spin-down in-gap bands from the three systems have different
degrees of degeneration along the K-path. The diagonal arrangement (Figure 3.5
(a) has the largest distance between the functionalization sites, therefore, the pair
of spin-up in-gap bands are almost degenerated, and comparably the spin-down
in-gap bands with the exception of a small splitting in the Γ point. However,
the degeneration is almost lifted for the armchair and zigzag systems, as seen in
Figure 3.5 (b) and (c), aside from the high symmetry directions of each system,
that correspond to S −→ Y for the armchair system and S −→ X for the zigzag
system.

Regarding the spin-resolved valence and conduction bands, the diagonal and
zigzag configurations have larger similarity than the band structure of the arm-
chair system. Both systems have direct bandgap from the Γ point, have similar
degree of exchange splitting in the VBM and CBM and their bandgap is ∼ 1.2
eV, which is larger than the zigzag configuration, 1-OH system and pristine phos-
phorene. On the other hand the zigzag configuration has an indirect bandgap
from X in the VBM to Γ in the CBM, the VBM exchange splitting is not as
large as in the previous two systems and the bandgap is ∼ 1.04 eV.

After this brief discussion, it is determined that the electronic structure prop-
erties and magnetization of phosphorene can be controlled by the lattice selection
along the functionalization takes place.

3.3.3 Coverage

The coverage, or degree of functionalization, it is other parameter of interest
when functionalizing surfaces, because one can determine at which extension
the properties of a material can be modified in the desired direction without
having counterproductive or negative effects. The influence of the coverage was
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proceeded by comparing the previously defined four cases 1-OH, 2-OH, 3-OH
and 4-OH systems, as it is shown in Figure 3.6, where the highlighted green dots
represent the PO. The 3-OH and 4-OH systems were built up by conserving
maximum distance between functionalization sites and to keep the symmetry
inside the supercell and with the neighbouring supercells. Consequently, the 2-
OH system used in this comparison corresponds to the diagonal configuration
that was discussed in the section above, since it has the largest distance between
the functionalization sites.

In terms of thermodynamic stability, the adsorption energies remain similar
to the previous results obtaining a value of -2.22 eV and -2.21 eV for the 3-OH
and 4-OH systems, meaning that the adsorption is still favorable. In regard to
the geometry of the systems, the PO-PB distance decreases linearly in proportion
to the number of adsorbed molecules with average values of 2.63 Å, 2.62 Å, 2.60
Å and 2.58 Å. On the other hand, the average bond distance between the PB

and the first neighbors as well as between PO and oxygen remain with minor
changes. This states that the coverage is relevant for the local structure of the
functionalization sites and determines their interaction strength.

Similarly as the case of 2-OH systems discussed above, the total magnetic
moment in the supercell is additive and increases as an integer in proportion to
the coverage. This, as discussed above, by the formation of a dangling bond per
functionalized molecule. Evidently, a deviation of this linear magnetic increase
is expected beyond a certain threshold, in which the local magnetic moments
start to interact, either because of functionalization site proximity or saturation.
Following the same procedure as in the 2-OH systems, the magnetic ground state
was evaluated to find if there is a preferred state that differs when the degree
of coverage increases. It is important to mention that, in contrast to the 2-OH
and 4-OH systems, there is no possibility to set up an AFM state in the 3-OH
system, since it is required an even number of functionalization sites in order
to set equivalent distribution of parallel and antiparallel magnetic moment in
the PB atoms. Regardless of this limitation, an additional magnetic state with
two local parallell and one antiparallel moment was explored and compared with
the full parallel configuration. Comparing this two states, it was found that the
3-OH system has a FM ground state, where the former described state leis 7.6
meV above it. Concerning the 4-OH system, the AFM state is preferable, while
the FM state is located 5.2 meV above it.

In Figure 3.6 the spin-resolved band structure of the four systems are dis-
played, where, for the sake of simplicity, only the FM states for all the systems
are presented, even though the 4-OH system has an AFM ground state. It can
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Fig. 3.6 Spin-resolved electronic band structure of (a) 1-OH system (6.25%), (b)
2-OH system (12.5%), (c) 3-OH system (18.75%) and (d) 4-OH system (25%).
The spin-up and spin-down bands are represented by red lines and black dashed
lines, respectively. In the upper right corner of each panel there is a sketch
of the supercell and, highlighted by green dots, the corresponding phosphorus
atoms that serve as functionalization sites. The pink line/figure is placed over
the supercell only in means of ease the understanding of the location of the
functionalization sites. The blue and green arrows indicate the energy position
of the VBM and CBM at the Γ point.

be spotted that an increased number of in-gap bands is correlated to the in-
crease coverage of the system. Each functionalized molecule breaks a PB-PB

bond causing the formation of a dangling bond around the respective PB and
then generating a pair of in-gap bands, which, at this degree of coverage, is
conserved. The dispersion of the in-gap bands is increased in relation to the cov-
erage, which is a consequence of the reduction of functionalized lattice sites and
the local structural changes around each PB. Moreover, similar effect can also
be seen in the valence and conduction bands when the functionalization degree
is high, like the 4-OH system, where a complete separation between the spin-up
and spin-down bands in the top of the valence band.

Other property than changes in function of the functionalization coverage is
the bandgap. In Figure 3.6 blue and green arrows indicate the positions of the
VBM and CBM for each system, where a trend can be seen along the systems,
in which the VBM decreases in energy and the CBM increases. The contrast of
this trend can be seen by comparing the bandgaps of the extreme cases, where
the 1-OH system’s bandgap is ∼ 1 eV and the the 4-OH system’s bandgap is ∼
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1.5 eV. Other pattern found in the electronic structure is the shift between direct
and indirect bandgap. The former one is seen in the 2-OH and 4-OH systems,
while the later one is seen for the 1-OH and 3-OH systems. This can be caused
by a symmetry effect after OH functionalization or an even-odd effect. From
the discussion of this section it is confirmed that the electronic band structure
and magnetic properties can be tuned by the functionalization degree in the
phosphorene supercell.

3.4 Chiral functionalization effect in phosphorene

In the previous section the changes in electronic structure were correlated to
the O-P bonding and, thus, can be considered as an interfacial effect. If this
statement is true, at least for small molecules, no further modifications would be
expected as far as they are able to bind covalently to phosphorene via oxygen-like
linker. After investigating how OH groups can tune the electronic band structure
and magnetization of functionalized phosphorene through different variables, in
this section the discussion turns into the study of the binding of a more complex
molecule that is relevant due to their magnetic properties, cysteine.

Cysteine is a sulfur-containing aminoacid (see Figure 3.7 (a) and (b)) that,
as most of the aminoacids, due to their four different groups bonding one of its
C atoms, is a chiral molecule. Chiral molecules are pairs of enantiomers that are
designated with the prefix right- or D- and left- or L- and the images of such pairs
can be seen as the mirror image from the other. These type of isomer, regardless
of having the same chemical composition and almost same structure, share pretty
different chemical properties. Previous studies with cysteine in spintronic devices
have shown an effect called chiral-induced spin selectivity (CISS), where, depend-
ing on the chirality of the molecule, the electrons transmitted through the device
have a preferred spin oriented, regardless of the initial spin orientation.[134, 135]
This subsection aims to disclose whether CISS effect is present in this type of
systems by the employment of chiral cysteine molecules, which could play a role
with the induced magnetization of phosphorene.

The functionalization setup is similar as the 2-OH system with diagonal ar-
rangement, which later it is also used for comparison. If the interface effect is
dominant, then there should not be a major change when considering a double
L-cysteine pair (LL-Cys) or an D- and L-cysteine pair (DL-Cys) on phospho-
rene. As a control test, double D-Cysteine pair (DD-Cys) was included in the
simulations.

The adsorption energy of the cysteine molecules on phosphorene was calcu-
lated through the Eq. (3.1) and resulted in an EB = -2.04 eV for the three
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Fig. 3.7 Molecular representation of deprotonated (a) L-cysteine and (b) D-
cysteine. From where C atoms are represented with light blue, O atoms with
red, S atoms with yellow, N atoms with dark blue and H atoms with white. Spin-
resolved electronic band structure of (c) FM state LL-Cys, (d) FM state DL-CYs
and (e) AFM state DL-Cys. The spin-up and spin-down bands are represented
by red lines and black dashed lines, respectively. In the upper right corner of
each panel there is a sketch of the supercell and, highlighted by green dots, the
corresponding phosphorus atoms that serve as functionalization sites. At the
bottom-left corner of each panel there is an inset of the front perspective of the
functionalized systems

systems, showing independence of the molecular chirality. Compared with the
OH groups on phosphorene, the obtained EB for cysteine is higher, but regard-
less of that, the negative sign means that the adsorption is thermodynamically
stable. Structural modifications post-functionalization previously discussed in
the OH-systems, such as PO-PB bond breaking, are also present in the cys-
systems. Nevertheless, some differences have been spotted. For instance, the
PO-PB distance decreased from 2.62 Å in the 2-OH system to 2.53 Å. Also the
bond distance between the oxygen atoms and their respective PO increased from
1.69 Å to 1.83 Å. The variation of the structural modification can be a conse-
quence of the different partial charges of the oxygen linking atom between the
OH group and the -COO group.

Moving on the magnetic properties, dangling bonds are present in the cysteine-
based systems after the rupture of the PO-PB bonds, therefore the magnetic
ground state of these systems had to be determined. LL-Cys and DD-Cys have
a FM ground state, whereas the AFM state lies ∼ 25 meV above the FM con-
figuration. This energy difference between both states means that the FM state
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may survive thermal fluctuations up to nearly room temperature. Nonetheless,
the FM and AFM states in the DL-Cys are almost degenerated, with only 1.2
meV difference. This means that its magnetic behavior can disappear at any
temperature. Some additional tests were carried out to clarify if one of the two
magnetic states could get stabilized. The tests consisted in repeat the calcula-
tions but bringing the molecules closer to each other and compute the energy for
each magnetic state. The results show that at a separation of 9.3 Å between the
molecules, the AFM become more stable with an energy difference of 2.85 meV,
from which it can be inferred that at low temperatures, under 35 K, the AFM
ground state may get stabilized.

The electronic structure cysteine-based systems are shown in Figure 3.7 (c-e),
where, as a matter of simplicity, the results of the DD-Cys were omitted because
the band structure is the same as the LL-Cys. The spin-up and spin-down in-gap
bands are present as a consequence of the dangling bonds formed after function-
alization. These systems have a direct bandgap of ∼ 1.3 eV, which is a larger
value than for the 2-OH system, meaning that this value can be modulated by
the functionalized molecule. A test model in which the phosphorene structure of
the optimized geometry after cysteine functionalization was later used with OH
groups in the cysteine positions for a single point calculation without optimiza-
tion. This with the aim to keep the structural changes of the phosphorene caused
by the cysteine molecules, but removing the long distance interaction and repli-
cate similar chemical environment as the studied OH-systems. This resulted in
a electronic band structure that was very similar to the cysteine-based systems,
but with a decrease in energy of the conduction bands of ∼ 0.15 meV. Therefore,
the change in the bandgap can be attributed to the difference of the structural
modification around the functionalization site, the long range interaction of the
molecule with the surface and the dipole moment of the molecules.

Furthermore, the valence bands, specially the VBM, show lower degeneracy
than the conduction bands. Compared with the 2-OH system, the degeneracy is
lower and almost similar to the dispersion reached in the 4-OH system. Regard-
less the larger dispersion that cysteine molecules can cause in the band structure
of phosphorene compared with the changes produced by the larger degree of
functionalization coverage by OH molecules, it is worth to mention that cysteine
molecules occupy larger spatial volume and have more functional groups than
the OH group. This could lead to some steric effects that may limit the degree
of functionalization in phosphorene, meaning that can reach less coverage than
smaller molecules and, therefore, reach first the limit for tuning phosphorene
properties.
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On the other hand, the DL-Cys AFM state (Figure 3.7 (e)) have complete
degeneration of spin-up and spin-down bands, which, evidently, leads to its AFM
state. The bandgap of the system is also ∼1.3 eV, but at difference to its FM
state, the bandgap is indirect from X point to Γ point, similar to the previously
systems with indirect bandgap. Even though a CISS effect was not found when
computing the properties of LL-Cys and DD-Cys, a chiral-dependant magnetic
ground state of the functionalized system was found when computing the mixture
of both enantiomers in the phosphorene supercell.

3.5 Functionalizing phosphorene towards BMS

In the previous sections the changes in the electronic band structure by molecule
selection, lattice direction, coverage and chiral functionalization effects were dis-
closed. Now the discussion focus on the potential application of this type of
materials as the beforehand introduced bipolar magnetic semiconductors (BMS).
As presented at the beginning of this chapter, there are three energy parameters,
∆1-3, that can be used to characterize BMS. The possible application of the phos-
phorene functionalized systems is gonna be evaluated and discussed in function
to these energy parameters. The possibility of evaluating ∆1-3 in these systems
relay in the formation of the in-gap spin polarized electronic states, therefore,
only the FM states of the functionalized systems are considered, ignoring that
for some few cases the AFM state was preferable (see Figure 3.8(a)).

The first addressed point to evaluate is the coverage of the system, as shown in
Figure 3.8 (b), where a dependence of the ∆1-3 can be seen. There is a decrease
of ∆1 and an increase of ∆2 and ∆3 when the number of OH molecules in the
supercell increases. The former result can be explained by the accumulation
of in-gap states around the Fermi-level due to the increase of dangling bonds.
The later result is a consequence of the energy increase of the VBM and energy
decrease of the CBM in function of the coverage. These are positive results
towards the development of BMS devices, because a low ∆1 ease the gate voltage
energy required to transit between spin-up and spin-down current, and the large
∆2 and ∆3 guarantees the exclusive transmission of polarized electrons, i.e.,
enhances the stability of the half-metallicity in BMS devices.

Then, moving to the molecule selectivity BMS-dependence, the magnitude
of the ∆1-3 parameters were compared between the two types of functionalizing
molecules. The most comparable configurations correspond to the 2-OH system
in diagonal arrangement and the LL-Cys system, since they have the same cov-
erage. The value of ∆2 in LL-Cys is smaller than in the 2-OH system, as a
consequence of the higher energy of its VBM, which is a result of the inclusion
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Fig. 3.8 (a) Spin-resolved DOS of FM state LL-Cys. Spin-up and spin-down
states are projected with red and black lines respectively. The black, red and blue
highlighted regions represent the energy parameters that characterize bipolar
magnetic semiconductors (BMS): ∆1, ∆2 and ∆3 respectively. (b) Characteristic
BMS energy parameters of OH functionalized phosphorene in function of the
number of OH molecules per simulation cell. ∆1, ∆2 and ∆3 are represented
with black, blue and red lines. (c) Comparison of the BMS energy parameters
between OH system and LL-Cysteine in green and purple bars, respectively.

of larger number of bands in the valence band from the cysteine molecules. On
the other hand, ∆1 of LL-Cys is almost half of the value calculated for the 2-OH
system, which is followed by the larger broadening of the spin-up in-gap states
in LL-Cys. For last, the largest difference between both systems correspond to
the ∆3 parameter, in which LL-Cys surpasses the 2-OH system by ∼ 50%. This
difference is directly correlated to the energy of the CBM, which is higher in the
LL-Cys, 0.77 eV against 0.61 eV in the 2-OH system.

In literature, the possibility of using phosphorene as a BMS was previously
reported. In this study, phosphorene was doped with different type of metals,
corresponding to the group 3D in the periodic table, which induced different type
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of magnetic properties in phosphorene, leading to a range of magnetic profiles and
potential applications as different classes of spintronic materials, such as BMS.
Nevertheless, the presented results discussed in this chapter show insights into
developing BMS materials independently of doping phosphorene with transition
metals, by approaching the modification of phosphorene through a systematic
functionalization in terms of coverage and lattice selection, where it can reach
similar values of ∆1-3 as in the former study, and, with the further research
towards the selection of functionalization molecules, these values may be further
improved.

3.6 Summary

In this chapter, the electronic and magnetic properties of phosphorene after OH
and cysteine functionalization by means of spin-polarized DFT calculation was
investigated. The values of EB for all the functionalized system showed that
they are thermodynamically stable. One of the main contributors to the dis-
cussed properties in this chapter was the formation of a dangling bond in the PB

atom as a consequence of the PO-PB bond rupture followed by the molecular ad-
sorption. This was the origin of the spin-up and spin-down in-gap bands, hence,
phosphorene, a non-magnetic organic system, acquired magnetic properties.

The magnetic ground state for each studied system was determined, find-
ing that most of the systems have an FM ground state, with the exception of
the 4-OH system and DL-Cys, which both are degenerated. In regard to the
lattice functionalization, the zigzag configuration has lower energy than the di-
agonal and armchair configurations. Several parameters of the electronic band
structure, such as bandgap energy and direction and in-gap degeneration, can be
modulated with the molecular arrangement and coverage of the functionalized
molecules. The total magnetization was found to be proportional to the number
of functionalized molecules in phosphorene, even though this trend is expected
to fall after crossing a threshold.

A correlation between the chiral functionalization and CISS effect was not
found in this study, but, the employment of a enantiomers mixture could lead
to a diversification of the magnetic ground state. Also the distance between the
functionalized molecules could lead into a more stable magnetic ground state.
Finally it was proved that phosphorene functionalized systems can engineered,
either by lattice direction, coverage or molecule type selection, to design bipolar
magnetic semiconductors, as the trends towards enhancing the ∆1-3 parameters
were presented in this investigation, which can be a step-stone leading to the
development of spin-based devices.
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CHAPTER 4

Tuning transport properties through strain and grain

boundaries

Diverse properties of low dimensional materials, such as electronic and thermal
transport, can be modulated by strain engineering, ultimately with the goal
of achieving high-performance low dimensional based devices. Other structural
approach that influences the mechanical behaviours and properties of low dimen-
sional materials are the introduction of various defects types. This has become a
research field for the emergence and development of topological design and defect
engineering devices.

In this chapter, the mechanical strain and a specific structural defect, the
grain boundaries (GB), are addressed as variables for modifying the electronic,
thermal and thermoelectric properties of phosphorene. In a DFTB framework,
phosphorene GB are studied under applied strain to understand the potential ef-
fects that these two structural-mechanical variables can influence their electronic,
thermal and thermoelectric properties. This chapter relies on Ref.[143]

4.1 Introduction

4.1.1 Strain in low dimensional materials

Strain engineering, among various methods to tune the quantum mechanical ef-
fects of low-dimensional materials, has emerged as a powerful tool for modifying
lattice spacing and symmetry, hence changing electronic band structures, elec-
tron correlations and topological orders in lattices. Strain-induced manipulation
of quantum properties is not a new approach, research in this field has been car-
ried for over 50 years, starting with the reported spatial condensation of electrons
in silicon and cuprous oxide systems in the 1970s,[144, 145] and later on, in the
2000s, this strain engineering was employed in the semiconductor, in which the
uniaxial or biaxial tensile strain applied to silicon transistors cause the electron
and hole mobility to be greatly enhanced.[146] However, unlike the bulk coun-
terparts, strain engineering in low dimensional materials is highlighted by the
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outstanding mechanical resilience and strain sensitivity, offering a wider range of
application, since they can withstand greater elastic strain before finding frac-
ture, enabling improved efficiency and versatility.[147] For instance, graphene
can withstand 25% elastic strain, which is 250× the breaking limit for the most
of graphite materials.[148]

The method selection to induce strain in the system is a relevant step in this
field, since it can define the stability of the tensile force, the type of induced
forces, the axial deformation, and the potential applications. For instance, lat-
tice mismatch method consists in inducing strain in single crystals due to the
mismatch of lattice constants between the desired crystal to growth and the
employed substrate. This method permits the induction of tensile or compres-
sive strain in the material and can be used to stack up lateral heterojunctions.
But this method becomes more complex by having inhomogeneous strain along
the different layers, because the strain is the largest at the center of the mis-
matched interface and decreases in the region fat away from the interface. This
could lead to thickness-dependent properties, which require further study but
it can also lead to different applications.[149] Other method to induce strain in
the low-dimensional system is by the employment of flexible substrates such as
polydimethylsiloxane and polystyrene. The advantage of this method is that the
strain can be induced and adjusted by applying an external force to the substrate,
at difference to the lattice mismatch that is fixed to the lattice of the substrate.
The strain induced through this method can be caused by the production of
wrinkles in the substrate, thermally expanding or contracting the polymer or
using a direct applied strain on the upper surface that bends the material.[150]

Recent theoretical and experimental work has demonstrated that mechanical
strain can play an important role in manipulating the electronic and thermal
properties of low dimensional materials. The electronic properties of a material
is linked to the changes of its electronic band structure and orbital character
of the valence band maximum (VBM) and conduction band minimum (CBM),
which can be induced by external strains. For instance, the bandgap in monolayer
MoS2 decreases when increasing the applied tensile strain, which suggest that a
semiconductor-to metal phase transition can happen under large strains.[151]
Additionally, theoretical studies have proved that strain not only influence the
bandgap, but also change the carrier mobility. Other study with few-layer MoS2

flake compared the carrier mobility of the flat device with the wrinkled device at
low temperatures, resulting in the strained device being two times higher than
the former one.[152]

In regard to the thermal properties, they can be also exploited by using strain
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engineering. For instance, a theoretical study of 2D hexagonal BAs showed that
applied strain can enhance thermal conductivity by a factor of two.[153] An
experimental study based on multilayer graphene showed that the thermal con-
ductivity is highly strain-dependent, finding a decrease of ∼ 70% after applying
only 0.1% strain.[154] Similar results have been seen in MoS2 and hexagonal BN,
where thermal conductance continuously decreased upon increasing the strain
level.[155]

As a consequence of the changing of the electronic and thermal properties,
modulation of thermoelectric properties have also been reached by strain engi-
neering. That is the case of 2D InSe monolayer, which has shown that, upon
tensile strain, its anharmonic phonon scattering increases and gives rise to en-
hancing phonon scattering rate, reduction of phonon group velocity and heat
capacity, which leads to the decrease of lattice thermal conductivity and en-
hancement of the thermoelectric figure of merit ZT .[156] Other example can be
seen with an organic semiconductor based on tetracyanoquinodimethane, which
showed a strain-dependent bipolar behavior. When a negative strain is applied,
there is a high increase of electron mobility and small increase of the power factor
PF and ZT , but when the system is under a positive strain, there is la large
decrease of thermal conductivity and high increase of ZT .[157]

4.1.2 Grain boundaries

It is well known that most of the bulk or 2D materials, either produced in-situ
or extracted from nature, are not composed of single crystal units, but rather
they are polycrystalline materials in a network of multiple interfaces. To make
use of the intrinsic properties of low dimensional materials, it is important to
control both interlayer interfaces and intralayer dislocations. Some methods and
techniques have been developed to avoid the formation of crystalline disorders
and produce single-crystalline materials with atomically clean interfaces. How-
ever, the understanding of the consequences of structural defects and interlayer
interfaces offer a path to tune their properties by a controlled fabrication of the
crystal boundaries. The interfaces between the crystal units are known as grain
boundaries (GB), which can significantly affect the properties of the material
when compared with the pristine counterparts.[158]

GB can be classified within two main types: the structural defects that rotate
out-of-plane, named stacking GB, and dislocation that rotate in-plane, named
stitching GB. The main difference between the stitching and stacking GB is that
the former one involve strongly distorted covalent bonds at the interfaces. Under
controlled kinetic and energetic conditions, the boundary structure can be main-
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GB 1 GB 2(a) (b)

Fig. 4.1 Atomistic representation from top and side view of the two phosphorene
grain boundaries studied in this chapter: (a) GB1 system (5|7 defect) and (b)
GB1 system (4|8 defect). Both systems were designed with two zigzag and arm-
chair phosphorene monolayers, respectively. The blue and green shades highlight
the regions of the grain boundaries in the middle of the system.

tained, which also means that GB are not formed randomly, but only at specific
rotation angles, depending on the material’s lattice, GB are thermodynamically
stable. As it follows for the rest of the chapter, only stitching GB are addressed.

The most common method to describe GB geometry is through the misori-
entation angle θM , which is defined as an angle through one lattice is rotated in
reference to a common axis between two single crystals.[159] In a study about
electrical properties of graphene GB, the θM was found to be a variable that can
influence the average electrical conductivity, where a minimum value was reached
at a GB θM of 30°.[160] Other method employed to describe the GB geometry is
by stating the number of edges of the repeated units along the grain boundary.
For instance, Figure 4.1 displays two types of phosphorene GB denoted as 5|7
and 4|8, which comes from the number of edges of the repeated units highlighted
with blue and green shades.

Material’s properties are strongly influenced by the GB type, as it was seen in
a multiscale study of silicene GB, where the Kapitza thermal conductance varies
according to the GB type and size, ranging the thermal modulation up to one
order of magnitude of difference.[161] Other example of how GB induce changes
in the properties of a material is with borophone, which, by the introduction of
GB, the electronic states around the Fermi level are modified by backscattering,
without loosing its metallic character.[162] The properties of phosphorene can
be also modulated by GB, for instance, the θm and the GB lattice direction can
modify their energetic,[163–165] mechanical stability,[166, 167] and electronic and
thermal properties.[163, 168, 169] Moreover, it is interesting that the formation
energy of GB phosphorene is lower as the required formation energy of other
2D GB, such as in graphene and MoS2, as it was shown by a theoretical study
where 19 different phosphorene GB were thermodynamically analyzed.[163] Also,
in this study the authors highlighted that no major variations were found in the
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electronic structure compared with pristine phosphorene, specially the absence
of in-gap states and that the bandgap remained direct from Γ point to Γ point.

4.2 Computational approach

4.2.1 Molecular systems

As depicted in Figure 4.1, two phosphorene GB were considered for the inves-
tigation of their electronic, thermal and thermoelectric properties. The system
denoted as GB1 (Figure 4.1 (a)) consists of two zigzag phosphorene monolayers
with a θM of 26.8° forming a GB containing 5|7 defects. The second system,
named GB2 (Figure 4.1 (b)), consists of two armchair phosphorene monolayers
with a θM of 31.8° forming a GB containing 4|8 defects. These types of GB were
selected because they are the most reported in experimental studies for other 2D
materials[170–172] as well as in theoretical works of phosphorene GB.[164, 166]

DFTB method as implemented in the DFTB+ code[173] was used to carry
the geometry optimization, electronic Hamiltonian matrix and interatomic force
constant calculations. This method has been previously used for the simulation of
the electronic and thermal properties of diverse low-dimensional materials.[174,
175] The Slater-Koster parameter set Mio-1-1[176] was used for the calculations,
the geometry optimization was performed using the conjugate gradient method
with a convergence threshold in forces of 10−5 a.u. and periodic boundary con-
ditions were considered along the in-plane axis perpendicular to the transport
direction (i.e., GB direction). The strain in both systems was introduced along
the transport direction, crossing the grain boundary.

4.2.2 Electron and phonon transport and thermoelectric figure of merit

The electronic and thermal transport properties where computed using the Atom-
istic Green’s function formalism, introduced in Chapter 2. As described before,
this formalism requires the usage of the common partition scheme which splits
the system into three regions: two contacts and a device region, as shown in
Figure 4.2. Each GB1 and GB2 contact consisted of 128 atoms and 50 atoms
respectively, whilst 172 atoms and 92 atoms were included for each system in the
device region.

The rows of atoms from the device region that are next to the contacts have
the same unit cell as the contacts themselves, therefore the scattering is only
expected to happen around the GB. This situation holds for systems with and
without strain. The geometry optimization of the GB systems with applied strain
was carried in a two-step calculation: first the atoms in the extremes of the device
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DeviceContact Contact

Transport direction

Fig. 4.2 Representation of the common partition scheme for electronic and
phononic transmission calculations for phosphorene GB. Each contact region
contains 128 atoms for GB1 and 50 atoms for GB2, while the device region in-
cludes 172 atoms and 92 atoms respectively.

were stretched along the transport axis and optimized the geometry, then the
coordinates of the atoms in the transport axis were fixed and the structure went
under a second geometry optimization to avoid additional strain. The strain
level of the system is defined as s = (Ls − L0)/L0, where Ls and L0 are the
length of the whole system (device and contacts) along the transport direction
with and without strain, respectively. The transport calculations were carried
with periodic boundary conditions in the direction perpendicular to the transport
axis.

Within the framework of nonequilibrium thermodynamics along the Landauer
approach for transport, the thermoelectric transport properties of the GB sys-
tems were computed. Scattering processes under consideration in this framework
are elastic and mediated by structural features of the system, hence, the phonon-
phonon interaction is not taken into account through this approach. Additionally,
electron-phonon coupling is not addressed, so electronic and phononic transport
channels can be dealt separately. The thermoelectric figure of merit (ZT ) is
the main parameter of interest that defines the performance of a thermoelectric
material, which is a dimensionless parameter defined as[177]

ZT = σS2T/κ, (4.1)

where ZT involves three parameters determining the efficiency of the energy
conversion process: the electrical conductance σ, the Seebeck coefficient S and
the thermal conductance κ, the later summing up both the electronic (κel) and
phononic (κph) components. Upon expansion of the electrical current under small
applied voltage and temperature biases, the electronic transport coefficients that
conform the figure of merit ZT can be calculated as
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σ = e2Λ0, (4.2)

S =
1

qT

Λ1

Λ0

, (4.3)

κel =
1

T

[
Λ2 −

Λ2
1

Λ0

]
, (4.4)

where q is the electric charge of carriers, positive for holes and negative for
electrons, and the moments Λm involve the electronic transmission function τel

as

Λm =
2

h

∫
dE(E − µ)m

[
− δf(E, µ, T )

δE

]
τel(E), (4.5)

with f(E, µ, T ) being the Fermi-Dirac distribution function, µ the chemical
potential and h the Planck constant. The µ is used as an independent variable
to address the influence of doping on the system, since it can be related with the
carrier concentration.

The electronic and phonon channels were framed independently, and the
quantities of interest to be calculated where the electronic and phononic trasmis-
sion functions (τel(E) and τph(ω),respectively). The τel(E) is computed as defined
in Eq. (2.55) and the τph(ω) as defined in Eq. (2.81, both in Chapter 2. The
thermal conductance is then obtained as described in Eq. (2.82). The trans-
port calculations were carried by the use of libNEGF[178] and PHONON[179]
modules implemented in the DFTB+ code.

4.3 Structural modification by strain in GB systems

The thermodynamic stability of phosphorene GB1 and GB2 are first analyzed.
To do so, the formation energy per atom (Eform) of both GB systems were com-
puted as[164]

Eform =
ϵGB −N × ϵP

2L0

, (4.6)
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where ϵGB is the energy of the GB system comprised by N phosphorus atoms,
ϵP is the energy per atom of pristine phosphorene and L0 is the length of the
whole system. GB1 has a Eform = 1.02 eV/nm and GB2 has a Eform = 1.56
eV/nm, hence, GB1 is energetically more favorable and stable than GB2. Re-
gardless of GB2 have a considerable higher Eform than GB2, both values range
in a low formation energy, which is 0.9 - 2.43 eV/nm as reported in an extensive
study about the energetic stability of phosphorene GB.[163] The low Eform can be
attributed to the sp3 hybridization of P atoms, which allows larger range of dis-
locations compared with other system with a sp2 hybridization such as graphene.
This is an insight of experimentally synthesize stable phosphorene GB.

After the information about the thermodynamic stability of the studied phos-
phorene GB was confirmed, the next step is to analyze the phosphorene GB
structure after applying strain (perpendicular to the GB). Figure 4.3 displays
the change in relative length ∆BFx = (BFx(s)−BFx(s = 0))/BFx(s = 0) of some
relevant bonds Fx around the grain boundary as a function of the applied uniax-
ial strain s. In this definition, BFx(s) indicate the bond length of bond Fx under
strain and BFx(s=0) is the corresponding equilibrium bond length in absence of
any strains. The subindex x defines the number of the relevant bond shown in
Figure 4.3 (a) and (c). Positive ∆BFx means an enlargement of the bond, while
negative ∆BFx represents compression. In addition, two bond types are defined:
in-plane (IP) and out-of-plane (OP) bonds, and their corresponding ∆BIP and
∆BOP, which follow the same protocol as ∆BFx, but by using the average values
of B and B0

In GB1 (Figure 4.3 (a, b)) the average ∆BIP increases gradually with the
applied strain (red filled circles), on the other hand a decrease in the OP bonds is
seen (black filled circles). This behaviour can be justified by the quasi bi-layered
structure of phosphorene and the presence of their voids in its structure, allowing
the displacement of phosphorous atoms when the material is uniaxially stretched.
The fact that the growth rate of the IP bonds length is larger than the reduction
rate of the OP bonds highlights that this systems has a stronger dependence of
IP bonds. By analyzing the individual IP bonds (labels F1, F2 and F3 in Figure
4.3 (a)), one can notice that the ∆BF2 and ∆BF3 has a close behavior to the
average ∆BIP, which mostly corresponds to the unit cell structure of the regions
next to the GB. On the other hand, ∆BF1 has a larger bond enlargement than
the average ∆Bip value, justified by being a bond in connection to the GB and
along the direction of the applied strain. In regard to the OP bonds (labels F4
and F5 in Figure 4.3 (a))), both bonds display similar strain dependence as the
average ∆BOP, but at larger strain (>8%) the ∆BF4 as a slightly larger deviation
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Fig. 4.3 Bond analysis of the device region in (a, b) GB1 and (c, d) GB2 systems
with and without strain. Panels (a) and (c) show a top perspective of the GB
and display in red and black relevant bonds in-plane (IP) and out-of-plane (OP)
for its analysis. Panels (b) and (d) present the relative bond length change (∆B)
upon applied strain. The plotted values in red and black colors correspond to
the IP and OP bonds, respectively. The empty markers display the values of
the relevant bonds highlighted in panels (a) and (c), while the filled markers
correspond to the average values over the whole device region.

of the average, this happens, again, as a consequence of this bond being part of
the GB.

The IP and OP bonds of GB2 are displayed in Figure 4.3 (c, d), presenting
a different trend as the one found in GB1, where the average ∆BIP decreases
with the applied strain and the average ∆BOP increases. This suggest that the
anisotropy in phosphorene plays a role in the IP and OP bond deformation under
mechanical strain. Taking into consideration a path from left to right side of the
GB2 system, which goes under an applied strain along the armchair direction, one
can notice that the P atoms are connected by alternating IP and OP bonds, i.e.,
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it is not possible to define a path that connects phosphorus atoms on the top layer
from left to right without crossing through an OP bond. When in fact for the
GB1, which strain is applied along the zigzag direction, paths connecting atoms
from left to right in the top and bottom layers can be found without requiring
any interlayer crossing. Other factor that distinguish GB2 system from GB1 are
the positions of the atoms in the GB. Atoms in GB2 are positioned on different
heights compared with atoms from the rest of the system, which might cause
a different behavior in ∆BFx as a function of the applied strain. This can be
specially seen in ∆BF1 and ∆BF5 (Figure 4.3 (c)), which show higher values after
straining the system above 13%. These structural effects will have an impact on
the electronic coupling, orbitals, band structure and force constant between the
atoms in various regions of the systems, which then will have consequences in
the electronic and phonon transmission properties as well as the thermoelectric
properties, as it is presented in the following sections.

4.4 Electronic structure modification by strain in GB sys-
tems

The strain dependence of the electronic bandgap Egap of GB1 (red line) and
GB2 (blue line) is displayed in Figure 4.4(a). The GB systems initially without
applied strain have larger Egap than pristine phosphorene (black arrow), revealing
that GB engineering can be used to tune the Egap of the system. The effect on
the Egap depends on the synergy between the GB and pristine material, e.g., the
electronic bandgap of graphene was reported to open by the presence of GB,[180]
while the opposite behavior was seen in GB MoS2.[181] As displayed in Figure
4.4(a), the Egap of GB1 increased till 2.0 eV and till 2.9eV for GB2, 1.1eV more
than pristine phosphorene. After applying uniaxial strain, the Egap of both GB
slightly increase due to the compression of the quasi-bilayer structure, but then it
decreases for s ≥ 5%. In fact, GB1 under strain reaches its highest Egap of 2.1 eV
at s ≈ 4 and its lowest of 1.0 at s ≈ 10%, meanwhile GB2 reaches its highest Egap

of 3.0 eV at s ≈ 4 and it goes down to 2.2 eV at s ≈ 18%. This implies that strains
decrease Egap up to 50% in GB1 and up to 24% in GB2. This strain-induced
non-linear change of Egap has been reported on graphene nanoribbons [182] and
a hybrid system composed of graphane and fluorographane [183]. This effect
can be justified by considering the location of the charge density with respect to
the atoms and the elongation or contraction of the bonds after applying strain.
When the distance between the atoms changes also does the interaction between
their charge densities, causing an energy shift of the valence and conduction
bands and an increase or decrease of the Egap [184].
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Fig. 4.4 (a) Electronic bandgap Egap of GB1 (red) and GB2 (blue) systems
as function of the applied strain. The horizontal arrow displays the position of
the Egap of pristine phosphorene without strain. Electronic transmission τel as a
function of the energy for (b) GB1 and (c) GB2 without and with applied strain.
The energy is normalized with the Fermi energy EF . As a matter of reference, the
corresponding transmission functions of pristine phosphorene in zigzag (ZZ) and
armchair (AC) directions were included in the graphics as a grey background.

Moving to the electronic transmission τel of the GB (Figure 4.4(b, c)), clear
differences are present between pristine phosphorene in zigzag (ZZ) and arm-
chair (AC) directions with their respective GB systems with and without uniax-
ial strain. It is important to first remark that the absence of in-gap states in the
transmission means that there are not unsaturated bonds in the strained system
as a consequence of the GB formation, i.e., even at high strain values there are
not broken bonds. The suppression of the electronic transmission channels are
caused by inclusion of the 5|7 defects to form the GB1 (Figure 4.4(b)). The
decrease of the τel happens as a consequence of the scattering around the 5|7
defects and it comes with a slight increment of the Egap.[185] The combinations
of different factors, such as the symmetry change, bond length alteration and
charge accumulation around the GB, plays a role to modify the τel of the sys-
tem. For the strained systems, the τel of the GB1 with different strain values
shows that the transmission probability closer to the Fermi level EF , specially
notable when the s ≥ 4.0%. Valence and conduction bands are shifted towards
EF , reducing the Egap. The decreased Egap of GB1 with s = 10.48% would be
more favorable for doped-based electronic applications compared with its pris-
tine counterpart, because the the system will require lower carrier concentration
to reach the transmission channels.

On the other hand, AC phosphorene undergoes by a larger τel suppression the
GB1 when the 4|8 defects are considered (Figure 4.4, where a notable decrease of
the electronic channels in both valence and conduction emerges in consequence
to the GB. Specially the valence bands are the most affected, leading to the
previously presented increase of Egap from 1.8 eV to 2.8 eV. The transmission
probability for energies at the band edges are only slightly modified by the small
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strain levels, which is similar to the GB1, but , but when s ≥ 10%, the transmis-
sion probability increases again and the valence band edge is shifted towards EF .
The transmission probability for the energy levels at the conduction band edge
(∼ 1 eV) also increase with the strain, but, for levels farther than these ones (≥
1.8 eV), the probability decreases.

To sum up the presented information of this section, 5|7 (GB1) and 4|8 (GB2)
defects bring down the electronic properties of their corresponding pristine coun-
terparts, specially GB2 presented a more remarkable effect by increasing the
electronic bandgap by ∼ 50%. At low values of uniaxial strain (s ≤ 4.0 for both
systems) both GB have similar effects in their τel, but at larger values of s, the
transmission probability of energy levels in the valence and conduction bands
become dependent of the GB topology.

4.5 Thermal transport modification by strain in GB sys-
tems

The influence of the in-plane (IP) and out-of-plane (OP) bonds described in
Section 4.3 are expected to change the thermal transport properties of both GB.
The phonon transmission τph and the corresponding thermal conductance κph

of the GB at different applied strains are displayed in Figure 4.5. Additionally,
τph and κph of the pristine phosphorene along zigzag (ZZ) and armchair (AC)
directions are included in the graphic.

There is an overall decrease in the τph of GB1 (black line in Figure 4.5 (a)), as
expected, as a consequence of the scattering originated by the 5|7 defects. This
effect is larger seen at higher frequencies, in the range of the optical branches (ω
> 250 cm−1), where also the applied strain causes the largest effect. Even new
transmission resonances ∼ 300 cm−1 emerged, closing the phonon gap found in
both the strainless GB1 and the pristine phosphorene (ZZ direction). To reveal
the origin of such additional states, a projected phonon density of states was
computed for GB1 at different strains (see Appendix B.1, which revealed that
these resonances are mainly produced by the strain-induced vibrational modes
of atoms in the phosphorene regions excluding the GB atoms. This effect serves
as an evidence of how strain can be employed for phonon engineering in GB. On
the other hand, regarding the long-wavelength modes of GB1 (ω< 40 cm−1 are
moderately affected at small strain levels (s < 50%), but their τph is constantly
reduced for larger s.

The τph in GB2 is suppressed, similarly as in GB1, by the inclusion of the
4|8 defects compared with the τph of pristine AC phosphorene (Figure 4.5). But,
at difference to the previous GB, there is a considerably larger suppression on
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Fig. 4.5 Phonon Transmission τph as function of the frequency ω of (a) GB1 and
(c) GB2 without and with applied strain. As a matter of reference, τph of pristine
phosphorene in ZZ and AC directions were also included (gray background).
Thermal conductance κph as function of the strain for (b) GB1 and (d) GB2.
The total κph is represented in black lines, while the IP- and OP-conductance
are displayed in blue and red, respectively. The κph of pristine phosphorene are
showed with dashed arrows in the left side of the panels.

vibrational modes with ω > 80 cm−1. Besides the effect generated by the defects,
it can be notice that the exerted strain does not affect uniformly the frequency
spectrum of GB2 as it was seen in GB1. Nevertheless, there is a reduction of the
phonon gap around 300 cm−1 because of the constant shift of the optical modes
towards lower frequencies when the s of the system increases, which does not
close as it was the case for GB1. This strain-induced phonon shift effect has also
been reported in materials involving MoS2 and WS2.[186]

The total κph was projected into their IP and OP contributions, as seen in
Figure 4.5(b, d)), to get a better insight of the thermal transport properties of
the GB. Compared with pristine ZZ phosphorene (black line), there is a decrease
of the κph by 40% down to 3.8× 10−10 W/K after including the 5|7 defects to
form the GB1 system. When s > 4% is applied in the system, κph remains
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almost unaltered, but when s > 4%, κph decreases, which is correlated with the
corresponding τph. There is a notable value that goes out of the trend (s = 3.86%)
by increasing slightly, which may correspond to the increase of transmission
probability in the low frequency range (ω < 50 cm−1). In terms of IP and
OP contribution analysis (blue and red lines respectively) of the total κph, the
IP-modes dominate the thermal transport properties of both pristine and GB1
systems. For this 5|7 defects decreased the IP-κph by almost 50%, while the
OP-κph is only reduced by ∼10%. Therefore, it is clear that the IP-κph of GB1
is largely influenced by uniaxial strain compared to the OP-κph, which is in
agreement with the IP and OP bond length analysis discussed in Section 4.3.

However, a different trend from the GB1 can be seen for the κph of GB2
(Figure 4.5(d). First, the addition of the 4|8 defects decreases the total κph by
more than 50% compared with the pristine AC phosphorene. Then, κph remains
almost constant regardless the applied strain, with small variations when s > 5%.
This quasi-constant behavior of κphin GB2 is correlated with the τph at different
strain values (Figure 4.5 (c)), where only minimal changes are noticeable in the
phonon spectrum, specially in contrast with GB1 (Figure 4.5 (a)), which displays
a constant decrease of τph in the whole spectrum. Finally, in relation to the IP
and OP contributions to κph, compared to the pristine AC phosphorene, the
formation of 4|8 defects caused a drop to 50% in the IP-κph and 65% in the OP-
κph. Moreover, similarly as the total κph, both IP- and OP-κph remain almost
constant up to s 15%, from which a IP-κph decreases and OP-κph increases in
similar proportion, keeping unaltered the total κph.

A deeper explanation of the strain dependence of IP- and OP-κph ca be
carried by correlating the discussed results with their respective τph, as displayed
in Figure 4.6. IP- and OP-τph of pristine ZZ and AC phosphorene were included
as comparison. In both GB, IP-modes have larger transmission probability and
cover almost the whole frequency spectrum than the OP-modes, which are mostly
located at low and very high ω. This justifies the predominance of the IP-modes
in thermal transport properties of both GB. In GB1, IP-τph decreased and OP-
τph stayed almost constant when uniaxial strain is applied in the system, which
is expected by the previous discussion of the κph. Additionally, the transmission
peaks that emerge in the phonon gap at ∼ 300 cm−1 can be correlated to the
IP-modes.

Comparing GB2 with pristine AC phosphorene, the addition of the 4|8 de-
fects highly decreased OP-τph above ω > 100 cm−1, increasing the phonon gap
located around ω = 250 cm−1. IP- and OP-τph of not present strong modification
when s < 10%, which is proportional to the almost strain-independent behavior
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Fig. 4.6 (a, c) In plane (IP) and (b, d) out-of-plane (OP) contributions to the
total phonon transmission τph as a function of the frequency ω for GB1 and
GB2 without and with applied strain. As a sake of reference, the IP and OP
contributions to the total τph for pristine ZZ and AC phosphorene are included
as a gray background.

associated with κph. By looking to system when the s = 10.48%, one can notice
an enhancement of both IP- and OP-τph at low ω (∼100 cm−1), which can cause
the small increase presented in the total κph in Figure 4.5 (c).

4.6 Thermoelectric figure of merit of strained GB systems

After discussing the effects of the strain on the electronic and phonon transport
properties in phosphorene GB, the discussion proceeds towards the analysis of the
thermoelectric performance. As introduced in the Section 4.2 and defined in Eq.
(4.1), the thermoelectric figure of merit ZT involved three basic quantities that
determines the efficiency of the energy conversion: the electrical conductance σ,
the Seebeck coefficient S and the thermal conductance κ. The latter quantity is
composed by the electronic κel and phononic κph.

The κel, S and power factor (PF = σS2) of the GB1 with different values of
strain as a function of the chemical potential µ at 300 K and 600 K are displayed
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Fig. 4.7 Thermoelectric transport properties of GB1 at 300K (left side) and
600 K (right side) at different values of strain, displaying the variation in the (a,
b) electronic contribution to the thermal conductance (κel, (c, d) the Seebeck
coefficient (S) and (e, f) the power factor (PF) as a function of the chemical
potential µ.

in Figure 4.7. For the sake of clarity, positive µ corresponds to n-type doping
while negative µ to p-type doping. The κel (Figure 4.7(a, b)) has a similar profile
as τel, discussed previously from Figure 4.4(b). The overall κel of all the strained
systems increases with the raise of the temperature due to the large broadening
of the Fermi function derivative under the integrals of the Λm moments in Eq.
(4.5). A high value of ZT requires a low κel, and the discussed GB1 systems do
not show a considerable decrease of κel when the strain is modified, only the κel
corresponding to the valence and conduction bands move towards the EF .

In regard to S of GB1 (Figure 4.7(c, d)), the system at s = 0% shows a clear
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electron-hole symmetry at both temperatures, however, the strained systems
display at 300 K a more involved behavior with relatively sharp changes on
the n-type doping side (positive µ). But when the temperature raises, the S

profile of the strained systems recovers its electron-hole symmetry. Comparing
the maximum values at 300 K, the strainless systems have the largest S value
(3×10−3 eV/K) and then this decreases in proportion to the strain, reaching
1.4×10−3 eV/K when s= 10.48%. When the temperature increases in the system,
the S decrease for all the systems, but the decrease ratio of the GB1 at s = 3.86%
is lower than the other systems, which can be noticed in the plot at 600 K, where
that system and the strainless GB1 have almost the same S profile, with a highest
value of 1.7×10−3 eV/K.

Moving to the PF (Figure 4.7 (e, f)), the GB1 without strain displays the
best performance compared with the strained systems at room temperature, with
a value of 3.8×10−13 AeV/K2 at µ = -1 eV. The highest PF near the neutral
point (µ = 0 eV) for the other systems decreases in proportion to the strain
and shifts towards a lower value of doping concentration, which means that,
in practical terms, applying strain to GB1 can facilitate the doping for its use
in thermoelectric devices. The PF increases with the temperature for all the
systems, but in the system with s = 3.48% there is a larger enhancement in the
negative-doped side of the plot ( µ = 1 to 2 eV). On the other hand, the system
with higher s are even closer to the neutral point, easing their approach through
doping. Similar thermoelectric analysis for GB2 can be found in Appendix B.2.

The maximum attainable value of the ZT (ZTrmmax) as a function of tem-
perature of both GB systems at different uniaxial strain values is displayed in
Figure 4.8. For reasons of clarity, the ZTrmmax considered in this discussion is
the maximum value obtained at each temperature in the optimal µ. In absence of
any applied strain and at room temperature, the optimal thermoelectric perfor-
mance of GB1 and GB2 is 0.28 and 0.43, respectively. This results is interesting
because both GB displays larger ZT than pristine phosphorene, reported to have
ZT ∼ 0.2 at room temperature.[187]

When the temperature increases, the ZT of s = 0% monotonously increases in
a quasi-linear behaviour, where GB2 system shows in general a larger ZT . This
trends is most ostensible related to the fact that the τph of GB2 is considerable
lower than GB1. As it was displayed in 4.5 (a, c), the τph in the frequency
range around ∼ 100 cm−1 of GB1 is almost three times larger than in GB2.
Although the PF of GB1 is considerably large (Figure 4.7(e)) because of the
higher electronic conductance, the ZT is reduced due to the larger impact of the
heat conductance denominator in Eq. (4.1).
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Fig. 4.8 Temperature dependence of the maximum value of the figure of merit
(ZTmax) of (a) GB1 and (b) GB2 at different values of strain. (ZTmax) is consid-
ered as the maximum value obtained at each temperature in the optimal chemical
potential µ.

After applying uniaxial strain in GB1, ZT decreases in proportion to the
strain at room temperature, from 0.28 in the strainless system to 0.15 when s =
15%. There are two effects that can explain this behavior: namely the increase
of the κel around the optimal µ (Figure 4.7(a)) while increasing the strain in
the GB, and the decrease of S (Figure 4.7(c)). On the contrary, the strained
GB2 system display a different tendency when the uniaxial strain is applied. For
the GB2 systems with s = 3.79% and s = 10.48%, the ZT increases but has
nearly the same values over the whole temperature range, when compared to
the strainless system. But when the strain goes up to 17.35%, in contrast, GB2
outperforms all other systems.

4.7 Summary

In this chapter, the structural, electronic, thermal and thermoelectric proper-
ties of two types of phosphorene grain boundaries, including 5|7 and 4|8 defects,
were studied under applied strain along the transport direction (perpendicular
to the defects). This was carried by combining a density functional based tight
binding approach with the atomistic Green’s function method. The structural
modification of phosphorene was discussed through a bond analysis, which sowed
that in-plane bonds of GB1 have a higher stretch-ratio with the applied strain
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compared with the out-of-plane bonds. Contrary, GB2 system showed an oppo-
site and irregular behaviour due to the orientation of the phosphorene layers. In
regard to the electronic transport properties, the grain boundary formation rises
the electronic bandgap of both systems. Nevertheless, the applied strain tends
to decrease the gap. With respect to the phonon transport discussion, 5|7 de-
fects (GB1) considerably decrease the total transmission in the whole spectrum,
which then induce a decrease in the thermal conductance that then continue its
decrease with the applied strain. On the other hand, GB2 system displayed a
decrease of the phonon transmission mostly above 100 cm−1, which also resulted
in a decrease of the thermal conductance, but, contrary to GB1, the applied
strain increased slightly the transmission. Despite the fact that the electronic
transmission and the corresponding power factor of GB1 are larger than GB2,
the larger thermal conductance of GB1 promoted an overall small value of the
figure of merit than for GB2. Regardless of that, both GB systems outperforms
the figure of merit of pristine phosphorene.

The presented results in this chapter are of interest for the potential design of
phosphorene GB systems towards thermoelectric devices, since it was shown that
the structural defects have a different influence on the electronic and phononic
transmission function and, therefore, on the corresponding linear electronic and
thermal conductance.
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CHAPTER 5

Tuning transport properties through hybrid

nanomaterials: CNT peapods

In the previous chapters the transport properties of 2D materials were discussed
by means of functionalization, strain and structural defects. There are other
nanomaterials of interest due to its transport properties that their scale go be-
low the 2D, such as one-dimensional (1D) nanowires and nanotubes and zero-
dimensional (0D) nanoparticles and quantum dots. Moreover, the combination
of these types of structures as hybrid nanomaterial may be able to introduce
different properties as of the individual components, which makes them of high
interest for the research and development of new technology.

In this chapter, the electron and phonon transport, as well as the thermo-
electric properties of carbon nanotubes (CNT) modified by C60 encapsulation,
referred as CNT peapods, are approached. Within a DFTB framework, the in-
fluence of C60 molecules in the transport properties of CNT are analyzed and
compared with its pristine counterpart to resolve whether or not this hybrid
nanomaterial can be an outstanding material for the development of thermoelec-
tric devices. This chapter relies on Ref. [188]

5.1 Introduction

5.1.1 Carbon-based nanostructures

Carbon is one of the most widely distributed element in nature that is the basis
for life and also is important for many technological applications, ranging from
pharmaceutics to artificial materials. Carbon’s utility is a consequence of its
ability to bind to other carbon atoms as well as almost all elements in large
variety, resulting in diverse molecules and organic compounds accompanied by
an extensive range of physical and chemical properties.

For a long time, elemental carbon was known to exists in nature only in three
allotropic forms: as diamond, graphite and amorphous carbon. Each form has
their own unique physical properties such as thermal conductivity, hardness or
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(a) (b)

(c)

Fig. 5.1 Atomistic representation of the three most known allotropic carbon
nanostructures: (a) fullerene (OD), (b) carbon nanotube (1D) and (c) graphene
(2D).

electrical conductivity. The extended network of carbon atoms of each allotropic
form was responsible of their properties. In theory, by altering the periodic ar-
rangement of the carbon network, new structures, some of them crystalline, with
remarkable properties would emerge, which, in consequence, opened the research
in the preparation of such materials in macroscopic quantities. After several
years, new allotropic forms of carbon were discovered in the nanoscale.[189–191]

In the last decades, carbon nanomaterials have been one of the focus centers
of research due to their unique mechanical, electronic, optical, thermal and chem-
ical properties, altogether with the high abundance of the element carbon in the
earth, provide scientists the tools for a significant advance in fundamental and
applied science and the promising development of breakthrough carbon-based
technology. The main carbon-allotropic nanomaterials are graphene (2D),[192]
carbon nanotubes (1D)[193] and fullerenes (0D)[194] (Figure 5.1), but other
forms such as graphyne[195, 196] are under research in theoretical and exper-
imental work.

The first alotropic non-natural form of carbon was discovered in 1985, corre-
sponding to the Buckminsterfullerene, or just fullerene, by Harold Kroto’s group.
[197] In his experiments, graphite was vaporized by laser irradiation, producing
stable clusters consisting of 60 carbon atoms in the shape of an icosahedron.
Inspired by the fullerene finding, in 1991, carbon nanotubes (CNT) were first
discovered by a research group lead by Iijima.[198] The length and diameter of
CNT are very characteristics, hence, they became an influential parameter in
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the theory of research and application perspective. Its length go up to a mi-
cron, but the diameter is in the range of nanometers, which results in a large
length/diameter ratio. CNT’s structure reassembles a cylindrical molecule with
a hexagonal arrangement of carbon atoms that are sp2 hybridization, with a in-
ner hollow structure. It can be seen as a sheet of graphene rolled up. Depending
of the number of sheets, CNT can be classified as single walled CNT when is
composed of one graphene sheet whereas multiwalled CNT when is composed
of more than one sheet. In the experiments of Iijima’s group, the multiwalled
CNTs were first spotted, and later on, by the addition of a metal catalyst in
the experimental setup, the synthesis product would lead to the formation of
single-walled CNTs.[198, 199]

The CNT properties largely depend on its structure, from which three main
geometries can be classified according to their diameter and helicity, described
by their chiral vector. This vector, specified with the indexes n and m, is de-
fined as the vector that connects crystallographycally two equivalent sites of a
graphene sheet and along it "wraps itself" to form the CNT, i.e., a chiral vector
describes the circumference vector of the CNT. The CNT with the chiral vector
(n,0) are defined as zigzag, (n,n) as armchair and (n,m) as chiral. Moreover,
electronic band structure calculations predict that the chiral indexes determine
CNT’s electronic behaviour, where it is metallic if n−m = 3qc, otherwise it is a
semiconductor, with qc as an integer.

In regard to the electronic properties of CNT, their electronic structure is
described on the basis of graphene’s band structure, in which the valence and
conduction bands touch at six points at the Fermi energy, forming the Dirac
cones.[200] Moreover, an individual feature of one-dimensional materials is that
their electronic density of states is not continuous in function of energy, but rather
consists of discontinuous spikes, which are known as Van Hove singularities, as a
consequence of quantum confinement effects.[201] The energy difference between
the Van Hove singularities is correlated to the diameter of the CNT, hence, CNT’s
bandgap depends on diameter and chiral indexes. CNT can carry an electrical
current flow density of 4 × 109 A/cm2 which is larger than current flow density
in metals like copper.[202] Besides the interesting electronic properties, thermal
properties in CNT are also of interest for the scientific community. CNT exhibit a
property known as ballistic conduction, has a thermal conductance of 2.4 nW/K
and its thermal conductivity is nearly 3500 W/mK at room temperature. [203]

The exceptional mechanical, electronic and thermal properties of CNT unlock
a diverse range of application such as transistors, fibers, membranes, transparent
conductors and thermal interfaces. The application is sometimes influenced by
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the synthesis method, since this one dictates the properties of the CNT, like
length, helicity, alignment, diameter and density. For other cases, the synthesis
method plays a passive role to determine their applications since the parame-
ters controlled by the synthesis do not relate to the performance or processing
requirements of making a device or applications.[204]

In the field of transistors, experimental studies of CNT in realistic conditions
of field effect transistors have shown outstanding properties, in particular inter-
est the high current carrying capacity, ultrafast carrier velocity and excellent
electrostatics.[205] Compared to thin film transistors constructed from conven-
tional materials, CNT offer the possibility to outperform them by exhibiting
higher current-drive, energy-efficiency and sensitivity.[206] On the other hand,
in the field of thermal management, the extraordinary high axial thermal con-
ductivity of CNT have made them candidates for low resistance thermal interface
materials. This can have an impact in the new technological designs that increase
the density of transistors per square area, because a better heat dissipation is
demanded. [207]

5.1.2 CNT peapods as hybrid nanomaterials

CNTs have the capability of hosting ions or molecules inside their cavity, as far
as the dimensions of the CNT diameter and the hosted molecules do not cause
uncomplimentary steric effects.[208] A particular case being is the so called CNT
peapods, where CNTs with adequate diameters encapsulates arrays of fullerene
molecules distributed along the nanotube axis. Their properties may vary de-
pending on the interaction between the atoms of the CNT wall and the fullerenes.
For instance, the electronic structure of the CNT peapods near the Fermi level
depends on the space between encapsulated fullerenes and the nanotube, where
a shift in the bands of the CNT can be influenced by the π electron states of the
fullerenes.[209, 210]

In regard to the thermal properties of CNT peapods, the effect of the fullerene
molecules was not yet fully elucidated. Early experimental studies of the ther-
mal conductance of C60@CNT peapods as well as classical Molecular Dynamics
simulations of thermal transport in C60@CNT(10,10) systems have stated that
there is an enhancement of the thermal conductance, since the C chains pro-
vide additional transport channels by an efficient low-frequency C60-C60 energy
transfer in the axial direction.[211, 212] Nevertheless, a later study carried out
by Kodama’s group[213] addressed the thermal conductance and thermopower
of bundles of CNT peapods, encapsulating normal C60 as well as endohedral
fullerenes (Gd@C82 and Er@C82), and found that the thermal conductance along
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the bundles was suppressed by 35-55%, as well as the thermopower increased by
about 40% with respect to the pristine CNTs at room temperature. These results
are explained by relating the strong local interaction between the fullerenes and
the nanotube, which caused local structural deformation in the nanotube walls.
Nevertheless, the presented classical Molecular Dynamics simulations were not
conclusive since the deformation of the CNT wall was only achieved after artifi-
cially increasing the strength of the fullerene-CNT van der Waals interaction.

Following computational studies[214, 215] showed that C60 molecules are ca-
pable of inducing additional phonon scattering, therefore reducing the phonon
mean free path and the thermal conductance. This decrease was mainly seen in
the low-frequency region of the spectrum, where CNT(9,9) peapods where con-
siderably reduced compared with its pristine CNT, while this effect was negligible
for larger size diameter CNT peapod.[214] This clearly indicates that the impact
of the fullerenes on the thermal conductance is related to the CNT radius, which
control the strength of the CNT-C60 interaction.

5.2 Computational details

5.2.1 CNT peapod model

The main system consisted of an infinite (8,8) metallic single-wall carbon nan-
otube with C60 fullerene molecules encapsulated along its inner section in a pe-
riodic array as depicted in Figure 5.2 (a). This combined system is denoted as
C60@CNT(8,8) or CNT peapod. The CNT(8,8) was studied in this system to
ensure its interaction with the encapsulated C60 molecules, hence, proceed with
the understanding of its impact on the thermoelectric transport properties.

C60@CNT(8,8) geometry optimization was carried out by using the second-
order self-consistent charge density functional tight-binding (DFTB2) method[71,
216] as implemented in the DFTB+ code (version 1.3),[173] employing the Slater-
Koster parameter set "matsci-0-3".[72] Intermolecular interactions between C60

and CNT were considered by means of Lennard-Jones dispersion correction,[217]
employing parameters from the universal Force Field.[218] The structure with
minimal energy was computed through the conjugate gradient method, setting
a convergence threshold for the forces of 1 × 10−5 atomic units. The system’s
unit cell was constructed by a C60 molecule and four rows of CNT atoms, whose
diameter’s length is similar as of the fullerene (0.71 nm), as projected in Figure
5.2(b). The reciprocal space was sampled by a grid of (25×1×1) k points.

As a matter of clarity, some preliminary tests on CNT peapods with (9,9)
and (10,10) nanotubes showed a strong suppression of the CNT-C60 interaction
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Fig. 5.2 (a) Schematic representation of the common partitioning scheme for the
transport calculations. The unit cell (delimited with the black arrow) contains
four rows of carbon chains and a C60. Each lead was constructed with two
unit cells and the scattering region with three unit cells. (b) C60@CNT(8,8)
cross-section perspective, marking the diameters of the C60 (0.69 nm) and of
the CNT (1.16 nm). The later value correspond to the distorted section due to
the presence of the C60 molecule. (c) Molecular representation of C60@CNT(8,8)
after geometry optimization. The CNT diameter in the section between fullerenes
is 1.09 nm, the spacing between the closest consecutive C60 molecules is 0.26,
and the diameter of the C60 along the axial plane is 0.72 nm. The right panel
highlights a local bulking of the CNT around the C60 molecules. As noticed
in the given dimensions of the C60 molecules, they are deformed in a slightly
ellipsoidal shape.

due to the larger distance between the fullerenes and the atoms of the CNT,
making them less relevant for the study of their theremoelectric properties effect
(see Appendix C.1). Geometry optimization carried out with more accurate
implementation of van der Waals corrections like DftD4[219] and many body
dispersions implemented in DFTB+[173] did not show a slight modification of
the final structures closer to the obtained by employing the CNT(8,8). Therefore
the main discussion is centered in the (8,8) system and sometimes the other two
systems are used only for comparison.

5.2.2 Quantum transport methodology

The thermoelectric transport properties of the C60@CNT(N,N) (N=8,9,10) were
computed under the non-equilibrium thermodynamics framework along the Lan-
dauer approach for transport. The protocol for the calculations was as described
in Section 4.2. For sake of clarity, different energy and frequency resolutions
were tested to correctly resolve small features in the transmission functions for
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electrons and phonons, respectively. The optimal values were set for the results
present in this chapter.

5.3 Structural properties of CNT peapods

The first characteristic to evaluate in the C60@CNT(8,8) systems is its mechanical
stability. To perform it, C60 molecules were initially placed along the nanotube
central axis with different intermolecular distances. As a matter of reference,
pristine CNT (8,8) diameter was used for comparison (1.09 nm). After geometry
optimization, fullerenes adopted a periodic arrangement with an intermolecular
distance of 0.26 nm. Additionally, the perfect icosahedron is slightly modified
and deviated from their spherical shape, acquiring a semi ellipsoidal shape with
dimensions of 0.69 nm in the axial plane and 0.72 nm along the CNT. On the
other hand, the nanotube surface displays local deformation around the fullerene
location, as a result of the non covalent C60-CNT(8,8) interaction, which leads
to a periodic buckling, as can be seen in Figure 5.2(c). An additional test to
confirm the optimal C60 orientation was made by optimizing the C60@CNT(8,8)
geometry with three different C60 orientations with respect to the CNT wall.[220]
After geometry optimization, the three different geometries ended in the same
orientation, where a hexagon-hexagon pair of the C60 is facing a hexagon on the
CNT surface, as seen in Figure 5.2 (b).

The CNT diameter around the center of the fullerene expands from 1.09 nm
to 1.16nm, while the diameter in the fullerene-free region, bottleneck, remains
as 1.09 nm. Hence, the local buckling is ∼ 0.07 nm. The optimized distance
between the nearest atoms of C60 and CNT is 0.235 nm, which means that not
only van der Waals interactions can take place, but also a direct, though weak,
overlap of the electronic molecular orbitals of the two systems may play a role.

The described local expansion of the CNT walls around the fullerenes and the
slight compression of the C60 molecules get weaker or completely disappear for
the C60@CNT(9,9) and C60@CNT(10,10) due to the larger separation between
fullerenes and the CNT walls, as displayed in Figure 5.3. A slight buckling of just
0.01 nm is formed in the C60@CNT(9,9) system, meaning that a possible inter-
action may still exist between the hosted molecules and the CNT. On the other
hand, structural changes are not present in the C60@CNT(10,10) system, which
may lead to almost unnoticeable effects in their thermoelectric properties. As
stated before, the C60@CNT(8,8) contains the optimal dimensions to understand
the effect of the fullerene encapsulation in their thermoelectric properties.
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Fig. 5.3 Side perspective and cross section of atomistic representation of (a)
C60@CNT(8,8), (b)C60@CNT(9,9) and (c) C60@CNT(10,10) after geometry op-
timization. The CNT diameters of the bottleneck and around the center of the
C60 molecules are displayed. An enlargement of the CNT diameter around the
fullerenes.

5.4 Electronic properties of CNT peapods

The electronic transmission function τel of the optimized C60@CNT(8,8) system
was computed and displayed in Figure 5.4 (a). As a sake of reference, the τel
of pristine CNT (8,8) was computed (gray background). Pristine metallic CNT
transmission exhibits a typical low-energy plateau around the Fermi energy with
τel = 2. Under the linear response regime, the corresponding electrical conduc-
tance is given by G = G0τel, where G0 = e2/ℏ is the conductance quantum.
Beyond the lowest conductance plateau, the well known transmission staircase
behavior is displayed in the rest of the τel plot, as additional electronic bands get
involved in the transport process.

On the other hand, C60@CNT(8,8) shows a considerably irregular behavior.
Even though traces of the CNT staircase pattern can still be spotted in the whole
energy spectrum, smaller and larger transmission probability in different energy
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windows appear when compared to pristine CNT(8,8). It is of interest to high-
light a decrease of the electronic transmission in the energy range -0.7 to -0.9 eV
and around 0.5 eV, which decreases from the plateau of the CNT down to ∼1.
Contrary to this, within the range from -0.3 eV to -0.6 eV, an enhancement of
the transmission is displayed which is larger than pristine CNT, reaching up to 4.
Unbinding these effects, the transmission suppression by one channel in the en-
ergy range [-0.7,-0.9] eV may be justified to quantum interference effects. This by
considering that the C60@CNT(8,8) system can be seen as a conducting channel
with a periodic side dot along the transport channel. In this type of setup, it is
well-known that quantum interference can lead to different spectral features such
as Fano resonances, anti-resonances, etc.[221, 222] Specially the anti-resonances
lead to a suppression of the transmission at specific resonant energies. To prove
the validity of this qualitative scheme, the electronic transmission of a simplified
system consisting of a CNT peapod but with a single fullerene in the scattering
region was computed and compared with an empty CNT peapod with the peri-
odic buckling, referred as distorted CNT (see Appendix C.2). A suppression of
the transmission around the same energy region was found, with a profile fitting
the described anti-resonance situation. This effect disappear in case the of the
distorted CNT.

To understand better the second effect, about the transmission enhancement
in the interval [-0.6, -0.3] eV, the total and projected density of states (PDOS) of
the C60@CNT(8,8) were computed (Figure 5.4 (b)). Only the p-states of the car-
bon atoms have been considered during the PDOS computation. A strong spec-
tral overlap of the CNT (black line) and fullerene (green line) states is present
in the range from -0.3 eV to -0.6 eV, indicating hybridization between the corre-
sponding electronic states, and hinting a strong contribution of C60 atoms to the
transmission probability at this energy range. Hence, the enhancement in the
transmission probability to 4 can be related to additional transport pathways
involving the C60 molecular chain. Moreover, the fullerenes possess almost zero
spectral weight in the energy interval between 0 eV and +0.8 eV, causing that the
electronic transmission probability remains at the value of pristine CNT (= 2).
To deeper understand the role of the C60 in the transmission increase around -0.5
eV, the τel was computed of a system in which the intermolecular distance along
the C60 array was fixed at a larger value of 0.49 nm. In consequence, the C60-
C60 interaction of the array is considerable weakened. The results presented in
Appendix C.2 show that now only transmission suppression is visible at various
energies ranges along the spectrum, specially around the region [-0.6, -0.3] eV,
i.e., there is no enhancement above the CNT plateau τel. Beyond that region, the
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Fig. 5.4 (a) Electronic transmission function τel of C60@CNT(8,8) and pristine
CNT (8,8) displayed with a blue line and a gray background. (b) Projected
density of states (PDOS) involving the carbon p-orbitals for CNT and fullerene
atoms in black and green lines respectively. The DOS and PDOS correlates with
the energy regions where the electronic transmission is most strongly modified.

decreased transmission due to the larger C60-C60 distance is displayed between
-1.0 and -1.5 eV. These effects indicate that the electronic coupling between the
fullerenes plays a major role in the enhancement of the electronic transmission
probability.

However, it is difficult to provide an intuitive justification for the enhancement
or suppression of transmission for all the energy windows, since a delicate inter-
play between the emergence of additional transport pathways and local quantum
interference effects, both of which are in function of the involved electronic states
at specific energies. It is also important to remark that the dip at 0.5 eV in Fig-
ure 5.4 (a) is related to a small gap in the electronic band structure of the CNT
around the Z-point, as it is shown in the Appendix C.2. Nevertheless, this spec-
tral feature is no expected to affect significantly in the overall thermoelectric
transport properties of the CNT peapod.

Further calculations employing larger size CNTs (9,9 and 10,10) are pre-
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sented in the Appendix C.2. The results highlight the strong interaction that is
presented in the C60@CNT(8,8) and con have an impact in the electronic trans-
mission. The spectral features in the electronic transmission discussed before are
weak when the peapod system is constructed with larger diameter CNTs, at the
point that such features disappear and the transmission remains more similar as
the corresponding pristine CNT.

5.5 Thermal properties of CNT peapods

After discussing the effects of hosting C60 molecules in the τel, in this section
the discussion will be centered in the thermal transport properties. The phonon
dispersion along the Γ −→ Z path for pristine CNT (as a reference), distorted
CNT and C60@CNT(8,8) systems were obtained through using the PHONON
tool. The dispersion at low frequency (ω = 0 - 250 cm-1) of the three sys-
tems are displayed in Figures 5.5(a-c). In Figure 5.5 (c), dispersionless bands
emerges below 50 cm-1, which correspond to local modes, and interact with the
CNT acoustic modes, leading to a flattening of the acoustic branches and, thus,
to a reduction of the group velocities. These modes can be attributed to the
fullerenes, since they are absent in the distorted CNT (Figure 5.5). This type
of behaviour has been published in phononic metamaterials research with engi-
neered nanopillars,[223–228] and also found as a result of a substrate deposition
of nanomaterials.[229–232]

The phonon transmission τph of C60@CNT(8,8), distorted CNT and pristine
CNT(8,8) are displayed in Figure 5.5 (d). The peapod system (blue line) dis-
plays a considerable suppression of the transmission probability at low-frequency
modes below 500 cm-1, reflecting the described effect of the band structure dis-
played in Figure 5.5 (d), and even stronger suppression for high-frequency modes
above 1500 cm-1. In a previous CNT peapod study carried by Wan and Jiang[],
through classical molecular dynamics simulations, the transmission suppression
at low-frequency range was also found. Although the effect described in Fig-
ure 5.5 (d) is stronger than as reported because of the smaller CNT diameter
employed in this system.

To distinguish and measure the effect caused by the periodic buckling of the
distorted CNT and the presence of the fullerenes in the phonon transmission
function, the following quantity is defined:

RX(ω) = [τCNT
ph (ω)− τXph(ω)]/τ

CNT
ph (ω), (5.1)
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Fig. 5.5 Phonon dispersion along Γ −→ Z (transport direction) of (a) pris-
tine CNT(8,8), (b) distorted CNT (8,8) and (c) C60@CNT(8,8) systems at
low frequencies (0-250 cm-1). (d) Phonon transmission τph as a function of
the frequency ω for distorted pristine CNT, distorted CNT and C60@CNT(8,8)
in gray background and red and blue lines, respectively. Suppression at low
and high frequency ranges are noticed. (e) Deviation of the phonon trans-
mission in reference to the pristine phosphorene, described under the func-
tion RX(ω) = [τCNT

ph (ω) − τXph(ω)]/τ
CNT
ph (ω), where X refers either to the full

C60@CNT(8,8) or the distorted CNT, displayed with a black line and a brown
background respectively.This RX function distinguishes the spectral regions
where the local distortions of the CNT walls dominate the conductance from
those where the contribution from the presence of C60 molecules have a stronger
effect.
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where X refers either to the complete C60@CNT(8,8) system or the distorted
CNT. If the ratio RX ∼ 0, then the transmission probability is similar to that
of the pristine CNT, meaning that the peapod system is not affecting the modes
at that frequency rage. While RX ∼ 1 indicates a strong suppression of the
transmission, eventually leading to the formation of a phonon band gap. But if
the RX < 0, it means that additional phonon channels have emerged or a shift of
the CNT transmission frequencies took place. By comparing the results between
distorted CNT and C60@CNT(8,8) from Figure 5.5 (e), the modes above ω > 1500
cm-1 are suppressed by the local periodic deformation in the nanotube, which
is in agreement with he phonon dispersion results. Additionally, the spectral
phonon gap around 1200 cm-1 is related to the distorted CNT, even though few
flat vibrational bands are display close to the spectral gap (see Appendix C.3) On
the other hand, in the low-frequency range of the spectrum (ω < 500 cm-1), the
RX of the distorted CNT differs considerably from the C60@CNT(8,8), indicating
that the presence of the C60 molecules plays a stronger role in that frequency
region. Hence, they are the main source of the transmission reduction (Figure
5.5(d)), and, evidently, this reflects the previous discussion of the vibrational
band structure (Figure 5.5(c))

5.6 Thermoelectronic properties of CNT peapods

The following step in the research, after gaining a deepr insight into the elec-
tronic and vibrational transport properties of the CNT peapod, is to proceed
the discussion into its thermoelectric transport properties. To fulfill a compari-
son, the pristine CNT is considered as a reference point. Figure 5.6 displays the
electronic contribution to the thermal conductance κel, the Seebeck coefficient S,
and the power factor PF of the pristine CNT and C60@CNT(8,8) as a function
of the chemical potential µ at 300 K and 600 K. As defined in Chapter 4, n-type
doping is represented as a positive µ, while a p-type doping as a negative mu.

Figure 5.6(a, b) displays the κel at 300K for both systems, which has a similar
pattern as the κel from Figure 5.4(a). At 600 K, the overall κel increases due to
a larger broadening of the Fermi function derivative under the integrals of Λm in
Eq. 4.5 (see Section 4.2). On the other hand, stronger differences can be seen
in the S between both systems. The S of pristine CNT shows a clear electron-
hole symmetry for both temperatures, and when the temperature increases only
the broadening of the peaks increases. In regard to the C60@CNT(8,8), the S
displays a more involved behavior, like the lack of symmetry with respect to the
charge neutrality point and the presence of relatively sharp changes in the sign of
S of the p-type doping side (negative µ). This behaviour is a consequence of the
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Fig. 5.6 Thermoelectric transport properties of pristine CNT (left side) and
C60@CNT(8,8) (right side) at 300 K and 600 K (black and red lines, respectively).
Variation in the (a,b) electronic contribution to the thermal conductance (kel),
(c,d) the Seebeck coefficient (S), and (e,f) the power factor (PF ) as a function of
the chemical potential µ are displayed. Here, the C60@CNT(8,8) system displays
an asymmetric behaviour with respect to the charge neutrality point (µ = 0 eV).

strong C60 molecules influence in the electronic transmission since the distorted
CNT almost keeps the same behaviour as the pristine CNT (see Appendix C.4).
Moreover, the largest change in S takes place in an energy window around ∼
-1 eV, where the influence of the C60 is seen most strongly in the electronic
transmission spectrum (Figure 5.4. Comparing both systems, C60@CNT(8,8)
possesses a larger Smax compared to the pristine CNT for both temperatures,
where Smax is defined as the maximum S value as a function of the µ. The Smax

of C60@CNT(8,8) is ∼8.9x105 eV/K at µ = -0.86 eV and the Smax of CNT ∼
6.58x105 eV/K at µ = -0.9 eV at 600 K.

Regarding the PF results (Figure 5.6 (e, f)), pristine CNT, similarly as its S,
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retains the same electron-hole symmetry. But the behaviour of C60@CNT(8,8)
is, again, asymmetric with respect to the charge neutrality point, however, it
reaches a higher PFmax value than the pristine system. That is it, at 600 K,
the PFmax of C60@CNT(8,8) is ∼1.93x10−12 AeV/K2 at µ = −0.88eV and of
CNT is ∼1.15x10−12 AeV/K2 at µ = ±10.91 eV. Summing up all the discussed
electronic contributions to the thermoelectric figure of merit, the C60@CNT(8,8)
system displays a better efficiency in a wider range of temperatures (T = [250,
100] K), where the maximal efficiency is presented at 575 K (See Appendix C.4).

The electronic and phonon contribution (κel and κph, respectively) to the
total thermal conductance for pristine CNT and C60@CNT(8,8) as a function of
the temperature are displayed in Figure 5.7 (a). The κel for each temperature
is obtained as the maximum value of the electronic thermal conductance at the
optimal µ. In general, the κph dominates over thermal conductance for both
CNT and C60@CNT(8,8) systems. Nevertheless, both contributions become very
proximate to each other for C60@CNT(8,8) at the highest temperature in this
study (1000 K).

The C60 encapsulation displays a larger impact in κph compared to κel, where
the latter is only slightly affected when going from the pristine CNT to the
peapod, and the former is gradually reduced when increasing the temperature
with respect to pristine CNT values. Notwithstanding the fact that a crossover
around 650 K in the curves of κel of both systems is displayed, both systems
remain with a small difference for any other temperature, below 5%. Moreover,
the κph of C60@CNT(8,8) almost saturates after 750 K, denoting that all the
relevant vibrational states have been included in its computation, see Eq. 2.81.

The thermoelectric parameters of CNT peapods with larger diameter (9,9 and
10,10) at 200 K and 600 K are included in the Appendix C.4. At difference to the
C60@CNT(8,8) results, the reason behind choosing different temperatures for the
other systems is justified by the fact that the optimal results for theses systems
are found at lower temperatures than for C60@CNT(8,8). Comparing CNT(9,9)
and C60@CNT(9,9), minor differences were found in the κel between both sys-
tems, but regarding S, considerable differences are found, where C60@CNT(9,9)
presents more changes and a decrease of S for the p-doping region and an in-
crease of the S for n-doping region. This result contrasts with the discussed
C60@CNT(8,8), where a notorious increased S was found in the p-doping region.
In terms of PF , the n-doping region of C60@CNT(9,9) at 200 K is 1.2 times
the PF of CNT(9,9), achieving a value of ∼ 1.44x10−12 AeV/K2. The enhance-
ment of C60@CNT(9,9) in that region corresponds to the increase in electronic
transmission shown in the electronic transmission at ∼0.8 eV in Figure C.4 in
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Appendix C.2, due to the incorporation of the C60 molecules. Regardless of this
increase, the interaction between the C60 molecules and the CNT(9,9) is not as
remarkable as it was displayed in the C60@CNT(8,8), and even this becomes
more evident when treating the C60@CNT(10,10), in which both parts of the
system (C60 molecules and CNT) behave as if they were decoupled from each
other.

After analyzing the resulting thermoelectric parameters of C60@CNT(8,8)
and CNT, the discussion proceeds towards the thermoelectric figure of merit
ZT . The heat map in Figure 5.7(b) displays the ZT of C60@CNT(8,8) system
as a function of temperature and µ. This type of plot serves to allocate the
optimal µ value for each temperature, which leads to a maximum ZT , ZTmax.
Based on the discussion of the electronic contribution to the ZT (Figure 5.6, an
asymmetric behaviour with respect to the neutrality point for the ZT plot is
expected and displayed in Figure 5.7(b). The optimal value of µ is situated at
∼-0.9 eV, pointing that the maximal performance is located in the p-type doping
region. Regarding the n-type doping region, at ∼0.9 eV is located other µ region
with high performance, but it reaches up to ∼ 0.8, just 66% of the maximal
performance in the p-type doping region.

The temperature dependence of ZTmax can be extracted and plotted for
C60@CNT(8,8) system from Figure 5.7(b), as it can be seen in Figure 5.7(c).
Similar to the PFmax trend displayed in Figure C.7 in Appendix C.4, the ZTmax

of C60@CNT(8,8) is also larger compared to the value of pristine CNT over the
whole displayed temperature range. At 575 K is reached the highest thermoelec-
tric performance with ZTmax = ∼0.12. This correspond to an enhancement of
the thermoelectric efficiency by a factor of 2.2 using the ZT of CNT as a ref-
erence, which weakly depends on the temperature. This indicates that hosting
fullerenes may lead to a more sensitive temperature control of the thermoelectric
response. The performance of CNT peapods with larger CNT diameter are dis-
played in Figure 5.7(c), where C60@CNT(9,9) shows a small enhancement of ZT
at low temperatures, which represents a sim1.3 factor larger than the pristine
CNT(9,9) at 200 K (ZTmax ≈ 0.074). On the other hand, the C60@CNT(10,10)
displays a similar ZT profile as pristine CNT(10,10), as a consequence of the al-
most negligible influence of C60 molecules in their electron and phonon transport
properties.

5.7 Summary

In this chapter, a detailed computational study of the thermoelectric proper-
ties of a hybrid one-dimensional system, C60@CNT(8,8) system, was carried
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Fig. 5.7 (a) Thermal conductance of CNT and C60@CNT(8,8) (red circles and
black squares, respectively) as a function of temperature. The curves with filled
symbols correspond to the phonon thermal conductance κph, while the empty
symbols correspond to the electronic thermal conductance κel (for each temper-
ature its maximum value when plotted as a function of the chemical potential µ
is taken). (b) Heat map plot of the figure of merit ZT in function of the temper-
ature and chemical potential µ for C60@CNT(8,8). (c) Temperature dependence
of the maximum value of ZT for pristine CNT(n,n) and C60@CNT(n,n) (circles
and squares, respectively) for different CNT diameters (n = 8 blue, = 9 red, =
10 green). The thermoelectric performance of C60@CNT(8,8) is enhanced by a
factor of 2.2 compared to pristine CNT(8,8) at 575 K, where ZTmax ≈ 0.12.
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out using the DFTB-NEGF framework. These findings indicate that the pres-
ence of C60 molecules along the inner cavity of the CNT and the related lo-
cal buckling induced by their mutual interaction display a significantly role in
the electronic and thermal properties of the system. Among others, a strong
modification of the low-energy (around the Fermi level) electronic conductance
was presented, demonstrating both conductance suppression and conductance
enhancement when compared with the pristine CNT case, which displays a con-
stant conductance plateau with G = 2G0. Regarding the phononic transmission,
a decrease at low and high frequencies were displayed as a consequence of the hy-
bridization of local C60-derived modes with acoustic modes (in the low-frequency
range) and also from the periodic buckling along the CNT surface (in the high-
frequency range). Even though the total thermal conductance is still dominated
by the vibrational contributions, the previously mentioned suppression of the
phononic transmission over various spectral windows leads to an overall reduc-
tion of the thermal conductance for C60@CNT(8,8) when compared with pristine
CNT. This, combined with a large power factor, resulted in an improved ther-
moelectric figure of merit for the CNT peapod. The resulting values of ZT are
still small compared with other thermoelectric materials, however, this hybrid
system ended in an enhancement by a factor of 2.2 when compared with the in-
dividual pristine CNT at 575 K and, additionally, the ZT of the peapod reflects
a more pronounced temperature dependence trend. These results highlight the
importance of strong CNT-C60 intermolecular interactions. On the other hand,
the weakened response in the electronic and thermal properties of CNT peapods
with larger diameter indicate the importance of the interaction distance when
designing hybrid molecular systems.

In fact, the displayed dominant effects on the studied systems of both C60-
C60 and C60-CNT interactions offer an additional set of variables to influence the
thermoelectric transport properties of CNT- and other 1D-based systems. The
selection of larger nanotube radii can control the C60-CNT interaction, while
the encapsulation of other empty fullerenes or endohedral fullerenes can influ-
ence both C60 and C60-CNT interactions.[213] Furthermore, the conformational
freedom of the fullerene chains in these CNTs may be larger and also adopt
arrangements differing from the linear periodic chain presented in this chapter,
but this is not the subject of this study. The insights presented here may inspire
future experimental and theoretical works for the development of CNT-based
thermoelectric devices.
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CHAPTER 6

Conclusions and outlook

In the presented thesis, density functional theory and density functional based
tight binding methods have been employed to investigate the structural, elec-
tronic, magnetic, thermal and thermoelectric properties of low dimensional sys-
tems.

The first part focused on the electronic properties of functionalized phospho-
rene. In Chapter 3, the properties of the mono- or few-layers version of black
phosphorus, phosphorene, were introduced, specially its outstanding hole mobil-
ity, which makes it a good candidate for transport calculations. The main focus
of the chapter was to investigate how the electronic properties of phosphorene
change after chemical functionalization, which has been used as a method to pro-
tect phosphorene against its degradation in environmental conditions. By means
of spin-polarized density functional theory, the electronic and, in consequence,
magnetic properties were discussed in terms of coverage and lattice functional-
ization. One of the key results discussed in this chapter was the introduction of
magnetism in phosphorene through the formation of a dangling bond in the PB

atom as a consequence of the PO-PB bond breaking followed by the molecular
adsorption. Different parameters of the electronic band structure, such as band
gap energy and in-gap degeneration, as well as the magnetic ground state of
the system can be modulated with the arrangement, coverage and type of the
functionalized molecules. Inspired by the induced magnetism in the system, cys-
teine molecules were employed to functionalize phosphorene to investigate any
signatures of chiral discrimination. A correlation between them was not found,
but the employment of a mixture of enantiomers could lead to a diversification
of the magnetic ground state. As a final result of this chapter, it was suggested
that this kind of molecular systems can be engineered to design bipolar mag-
netic semiconductors, which take advantage of the spin-up and spin-down in-gap
states around the Fermi level, leading to the development of spintronic devices.

The second part was centered in the tuning of electronic and thermal proper-
ties by mechanical strain in grain boundary systems. In Chapter 4 two types of
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phosphorene grain boundaries were studied that included the 5|7 and 4|8 defects.
The evolution of the electronic, thermal and thermoelectric properties of the GBs
with the applied uniaxial strain was computed by combining a density functional
based tight binding approach with the atomistic Green’s function method. The
change in the IP and OP bond distances, as well as the phosphorene orientation,
were correlated with the transport properties through the GB system, showing
also that the tuning degree of these properties depend on the linear defects of the
GB. Despite the fact that the linear 5|7 defects and applied strain in GB1 cause
an enhancement of the electronic transmission and a suppression of the ther-
mal conductance with respect to pristine phosphorene along the zigzag direction
larger than the changes generated in GB2 with respect to the pristine phospho-
rene along the armchair direction, the thermoelectric properties and figure of
Merit of GB2 are greater than in GB1. The discussed results of that chapter are
of great interest for the development of phosphorene GB based systems towards
potential thermoelectric devices.

The topic of the third part goes around studying the electronic, thermal and
thermoelectric properties of CNT peapods, a particular type of hybrid nanomate-
rials. Similarly as with phosphorene GB, in Chapter 5, the transport properties
of the CNT peapods were carried out with the density functional based tight
binding method and the atomistic Green’s functions. In this study, the main
system of interest was the C60@CNT(8,8) since it has the largest interaction be-
tween the C60 molecules and the CNT as a consequence of the small distance
between these two components, but also the properties of C60@CNT(9,9) and
C60@CNT(10,10) were also computed to serve as a comparison. One of the main
factors that is the result of the strong C60-CNT(8,8) interaction and is responsible
of several effects in the transport properties of this system is the development of
periodic buckling along the CNT wall. With the assistance of some hypothetical
systems, such as the distorted CNT or the peapod with a single C60 molecule,
a deeper understanding was obtained of either the local structural deformation
or the C60 presence was the key element that modified the transport properties
in certain direction. The CNT peapod showed enhancement and suppression at
certain energy windows in the electronic transmission as well as suppression of
phonon transmission at low and high frequencies, which led to produce a larger
thermoelectric figure of merit by a factor of 2.2 with respect to the pristine
CNT(8,8). This hybrid system displayed the dominant effect of both C60-C60

and C60-CNT interactions, which proved to be an additional path to influence
the thermoelectric transport properties of CNT and other 1D-based systems.

Even though plenty of progress has been made through the tuning of transport

92



properties in low dimensional systems from different perspectives, still several
questions remain open to be answered. Regarding the functionalized phospho-
rene systems, computation of their transport properties should be the next step,
since the studied parameters can modify the electronic band structure, hence,
it is expected to find a correlation with the electronic conductivity. Further-
more, calculation of the phonon band structure and thermal transmission can
be of interest to complement the study in dependence to the functionalization,
and later determine the best parameters to improve the thermoelectric figure of
merit. An additional degree of freedom to analyze in this regard is the anisotropy
of phosphorene, which then compete as additional parameter in the transport
properties calculation. The computation of other factors, such as dipole moment
or functionalization group of the molecules linked to the phosphorene can provide
additional information for tuning further the transport properties of phospho-
rene. Molecular dynamics studies can be carried to test the optimal orientation
of the molecule after functionalization, study the limits of the functionalization
coverage without reaching its degradation and prove if the functionalized systems
can work as self-assembled monolayers. Phosphorene functionalized with chiral
molecules could be tested as a spin valve by taking advantage of its property as
a bipolar magnetic semiconductor and the chiral induced spin selectivity effect
(See Figure A.2 in Appendix A.2). At difference with other conventional spin
valves that works with an external magnetic field, this one changes the spin ori-
entation of the free layer with an external voltage, meanwhile the chirality of the
functionalized molecule dictates acts as the fix layer. Hence, the change between
high resistance and low resistance states may work with a less complex system.

Regarding Chapter 4, additional calculations considering different type of GB
and a mixture between GB and other structural defects such as monovacancies
could lead to interesting results. Also, employing more than one GB type in the
transmission device could be considered, taking into account phosphorene can
be polycrystal with more than two nucleation points. Computation of few-layer
phosphorene GB could complement this study, whether all the layers have the
same or different GB, allowing to understand if this could play a role in the
transport properties. Implementing machine learning algorithms to predict the
transport properties of phosphorene and other 2D materials can be useful to
optimize computational time towards the engineering do thermoelectric devices.

For last, in the topic of CNT peapods as hybrid systems, computing the
thermoelectric properties of CNT peapods but using larger empty or endohe-
dral fullerenes could proof that the presented effects can be presented in also in
larger diameter CNT’s. Other alternative could be employing C60 fullerenes with
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larger diameter CNTs and applying radial strain in the system to compress the
nanotube, forcing the system the system to interact with the hosted fullerenes
and tune their transport properties. This system can be proposed as device that
works under a similar principle as a piezoelectric material, possibly mixed the
CNT peapods as a part of a composite, that tunes the thermoelectric properties
when the material is under external strain. From other perspective, the study of
double or multi wall CNT peapod is missing in this work, which is of interest to
know if this effect is preserved beyond single wall CNT peapods. Last, extending
this study to non-carbon based structure is of interest, either employing hollow
1D materials like BN- or P-based nanotubes, or 0D materials like nanoparticles.
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Appendix A

Supplementary information to phosphorene

functionalization

This Appendix contains supplementary information to the Chapter 3.

A.1 Spin resolved density of states of 1-OH system

The orbital resolved spin density of states was computed for the neighboring
atoms of the functionalization site, including the oxygen atom, as depicted in
Figure A.1. The PB, the oxygen atom, the second (P2) and fourth neighbors
(P4) of PB have a larg contribution of pz states, while the PO and the first neigh-
bors (P1) of PB predominate the py states. The resulting local magnetization
corresponds to the resolved spin DOS, form which the largest magnetic moments
are located in PB, PO, oxygen and P2, with 0.076 µB/cell in PB, 0.046 µB/cell
in PO, 0.03 µB/cell in oxygen and 0.013 µB/cell in the atoms P2.
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Fig. A.1 (a) Spin density difference of 1-OH system from top perspective. Spin
resolved density of states of (b) PB, (c) PO, (d) O, (e) P1, (f) P2 and (g) P3,
where the orbitals px (blue), py (red) and pz (black) are resolved. (h) schematic
of atoms around the functionalization site that contribute in the spin density
with their corresponding labels.
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A.2 Spin valve model

A spin valve consists in a device made of two or more conducting magnetic mate-
rials, which electrical resistance can be tuned between two valued in dependence
of the relative alignment of the magnetization in the layers. A spin valve has a
fixed layer, where the spin orientation of the electrons does not change, and a
free layer, where the spin orientation of the electrons can be manipulated, usu-
ally with an external magnetic field. Phosphorene functionalized with cysteine
can be proposed as a spin valve device by using the CISS effect and the bipo-
lar magnetic semiconductor, where the chirality of the functionalized cysteine
defines the fixed layer and the bipolar magnetic semiconductor effect from the
surface plays the role of the free layer. There are two main advantage of this
model over the conventional spin valves: the system is simplified to molecules
and phosphorene, instead of using two magnetic layers, and it does not depends
on an external magnetic field.

Fixed Layer

Free Layer

High resistance state Low resistance state

1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0

E
 [

eV
]

DOS

Fig. A.2 Schematic of the cysteine functionalized system as spin valve. The
chirality of the cysteine molecule acts as a fixed layer, while the phosphorene, as
a bipolar magnetic semiconductor, functions as a free layer by changing the elec-
tronic spin orientation with an external electric voltage. By applying a positive
or negative voltage along the phosphorene layer, the spin valve changes between
a high resistance state (left side) and a low resistance state (right side).
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Appendix B

Supplementary information to phosphorene grain

boundaries

This Appendix contains supplementary information to the Chapter 4.

B.1 Projected Phonon Density of States in GB1

The projected phonon density of states (PDOS) has been calculated by using
Green’s function formalism as follow [78]:

PDOS(ω) =
i(Gr −Ga)ω

πBFx

, (B.1)

where Gr/a is the retarded/advanced Green’s function of the device region with
bond length BFx. This analysis was focused on the frequency range 260-320cm−1

of τph for GB1 system to obtain information about the origin of the new trans-
mission resonances that emerge after applying strain (see Figure B.1).

Figures B.1(a-c) show the real-space PDOS of GB1 system under three differ-
ent cases of strain s = 0%, 3.86%, and 7.82%. The contribution to the vibrational
modes is represented with a color code, where darkblue and red correspond to the
atoms with lowest and highest contribution. The values of PDOS are normalized
to the highest value between the three devices at different strain levels. The
associated frequency-space PDOS is plotted at different strain levels, see Figures
B.1(d-f). The result in Figure B.1(a) displays that all atoms in the device region
of GB1 system without strain are not contributing to vibrational modes within
ω ∈ [260− 320] cm−1, causing the presence of a phonon band gap (see Figure
B.1(d)).

The phonon band gap decreased when applying strain due to new vibrational
modes originated by the atoms in the surroundings of the GB region (see Figures
B.1(b,e)), and it disappears when the strain is above 7.8% (see Figure B.1(f)).
The lowest contribution to the PDOS in this frequency region are attributed
to the GB atoms, while the rest of the atoms of the device region are the main
vibrational source that fill the phonon band gap. Therefore, vibrations associated

98



20000

40000

60000

80000

20000

40000

60000

80000

0 100 200 300 400 500
[cm 1]

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

P
D

O
S

x106

0 100 200 300 400 500
[cm 1]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

P
D

O
S

x106

0 100 200 300 400 500
[cm 1]

0.0

0.5

1.0

1.5

2.0

2.5 x106

0.25

0.5

0.75

1.0

Total PDOS GB atoms Rest of device

s = 0% s = 3.86% s = 7.82%(a) (b) (c)

(d) (e) (f)

P
D

O
S

ω ω ω

Fig. B.1 Real-space projection of the phonon density of states (PDOS) of the
device region in GB1 system with (a) 0%, (b) 3.86% and (c) 7.82% applied
strain. The PDOS values are normalized to the highest value between the three
systems and the colorbar (right side) scales the contribution of each atom, where
darkblue means zero contribution and red is the highest contribution. The PDOS
as a function of the frequency corresponding to the systems analyzed in panels
(a-c) are plotted in the panels (d-f). We show the total PDOS (black) together
with the contribution from the atoms in the grain boundary (red) and the in
the rest of the device (blue). We have added the blocks in grey to highlight the
frequency range for this analysis, 260-320 cm−1.

to GB atoms in this frequency range are less susceptible to structural changes
compared to the other atoms.

B.2 Thermoelectric transport properties of GB2

The thermoelectric parameters analysis of GB2 is presented in Figure B.2, at
300K and 600K. At difference to GB1, the results of κel (see Figure B.2 (a, b))
are considerably inferior in the negative side of the µ, but not for high strain
value (s = 17.35%), where then approaches similar values as the other systems
in GB1. On the other hand, for positive µ, the trend is different, where it
decreases in proportion to the applied strain. Notably, regions that are distant
from the neutral carrier concentration point (µ = 0) have higher κel than as it
was seen in the GB1 systems, as a consequence of the opening of the bandgap in
the GB2 system. with the raise of temperature, κel also increases, but in smaller
proportion compared with GB1 systems, which can be an advantage for their use
as thermoelectric systems at higher temperatures, since the not-so large values
of κel will then do not decrease so much the ZT . Moving to S (see Figure B.2
(c, d)), and in contrast to the GB1 system, all the GB2 systems do not have a
symmetric profile at low neither at higher temperature. The system with s =
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Fig. B.2 Thermoelectric transport properties of GB2 at 300 K (left side) and 600
K (right side) at different values of strain. The variation in the (a, b) electronic
contribution to the thermal conductance (κel), (c, d) the Seebeck coefficient (S),
and (e, f) the power factor (PF) as a function of the chemical potential µ is
displayed.

17.35% presents the highest peaks in both sides of the plot with values above |1
eV/K|. At 600 K, the S increases in all the systems and the largest values are
displaced towards the neutral carrier concentration point, favoring their potential
usage for thermoelectric devices. At last, the PF for these systems (see Figures
B.2 (e, f)) are very low in the negative side of the µ, meaning that p-type carriers
can not be useful for thermoelectric devices. On the other hand, the opposite
effect can be seen in the positive side of the plotm which shows good results
for the GB2 systems, specially for the GB2 with s = 17.37%, which reaches 4.1
AeV/K2 at 0.95 eV. Similar results are obtained at 600 K, where an increase in
the PF for all the systems is notable. The decrease of κel and enhancement of
PF in function of the strain can open the possibility for strained GB2 devices
to be employed for thermoelectric systems.
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Appendix C

Supplementary information to CNT peapods

This Appendix contains supplementary information to the Chapter 5.

C.1 Geometry optimization of CNT peapods with larger
CNT diameter

The atomistic representation after geometry optimization of CNT peapods with
CNT(8,8), CNT(9,9) and CNT(10,10) are displayed in Figure C.1. Each system
is represented along the periodic direction and the transversal plane. The CNT
diameters of the bottleneck and around the center of the C60 molecule are shown.
Here, one can notice that large diameter CNT systems present lower deformation
around the fullerenes.

Fig. C.1 Atomistic representation of (a) C60@CNT(8,8), (b) C60@CNT(9,9),
and (c) C60@CNT(10,10) after geometry optimization.
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C.2 Additional analysis of electron transport properties

Figures C.2 and C.3 display the electronic transmission of artificial cases of
CNT peapods to understand the influence in the electronic transmission of the
fullerene-CNT and fullerene-fullerene interactions.

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
E-E

F
[eV]

0

4

8

12

τ e

C
60

@CNT
Expanded CNT
Expanded CNT + 1C

60Distorted
Distorted

Fig. C.2 Electronic transmission of C60@CNT(8,8) (gray), distorted CNT
(green) and an artificial system (blue).

Fig. C.3 Electronic transmission of C60@CNT(8,8) with 0.259 nm (gray) and
0.496 nm (blue) distance between C60 molecules.
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Fig. C.4 Electronic transmission of (a) pristine CNT and (b) C60@CNT for
CNT with different diameters. Pristine CNT(N,N) with N = 8 (gray), N = 9
(red) and N = 10 (blue) displays an uniform step-wise electronic transmission.

Fig. C.5 Electronic band structure of C60@CNT(8,8), distorted CNT and CNT
systems.
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C.3 Phonon band structure of different CNT structures

Figure C.6 displays the phonon band structure in the high frequency modes of
CNT, distorted CNT and C60@CNT(8,8). It is notorious the emergence of the
band gap, denoted with the red area in the plot, once the distortion of the CNT
is presented.

Fig. C.6 Phonon dispersion at high frequency-modes of (a) pristine CNT, (b)
distorted CNT and (c) C60@CNT(8,8).
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C.4 Additional analysis of thermoelectric performance

Fig. C.7 (a) Electronic contribution to the thermal conductance (κel), (b) See-
beck coefficient S and (c) power factor (PF) at ideal µ as a function of the
temperature for CNT(8,8) (red curve) and C60@CNT(8,8) (black curve). κel do
not show a notable difference between both systems, but regarding S and PF,
a notorious enhancement can be seen in the C60@CNT(8,8), showing a better
performance around 450 K and 575 K, respectively. (d) PF as a function of the
chemical potential for distorted CNT at 300 K and 600 K. An slight asymmetric
behavior w.r.t the charge neutrality point (µ = 0 eV) is observed in the system.
(e) Temperature dependence of the maximum value of ZT (ZTmax) for pristine
CNT(8,8) (red circles), distorted CNT(8,8) (blue circles) and C60@CNT(8,8)
(black squares).
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Fig. C.8 Thermoelectric transport properties of pristine CNT(9,9) (left side) and
C60@CNT(9,9) (right side) at 200 K (black line) and 600 K (red line). We show
the variation in the (a,b) electronic contribution to the thermal conductance
(kel), (c,d) the Seebeck coefficient (S), and (e,f) the power factor (PF ) as a
function of the chemical potential µ.
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