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Successful spacecraft design and charging mitigation techniques require precise and accurate knowledge

of charge deposition profiles. This paper compares models of charge deposition and transport using a

venerable deep dielectric charging code, AF-NUMIT3, with direct measurements of charge profiles via

pulsed electroacoustic (PEA) measurements. Eight different simulations were performed for comparison to PEA

experiments of samples irradiated by 50 or 80 keV monoenergetic electrons in vacuum and at room temperature.

Two materials, polyether-ether ketone (PEEK) and polytetrafluoroethylene (PTFE), were chosen for their very low

conductivities so that minimal charge migration would occur between irradiation and PEA measurements. PEEK

was found to have low acoustic attenuation, while PTFE has high acoustic attenuation through the sample thicknesses

of 125 and 250 μm for each material. The measurements were directly compared to AF-NUMIT3 simulations to

validate aspects of the code and to investigate the importance of various simulation options, as well as to characterize

the PEA instrumentation, measurement methods, and signal processing used. The measurement and simulation

values for magnitude of charge deposition, penetration depth, and charge deposition spatial profiles are largely in

agreement, though spatial and temporal distributions in incident electron flux and effects of radiation-induced

conductivity (RIC) and delayed RIC during the deposition process complicate the process. This work provides an

experimental validation of the AF-NUMIT3 deep dielectric charging code and insight into the accuracy and precision

of the PEA method.

I. Introduction

KNOWLEDGE of the spatial distribution and temporal evolution

of embedded charge indielectricmaterials is important in avariety

of applications, including semiconductor devices, high-power elec-

tronic devices, high-voltage DC cabling, high-energy physics facilities,

plasma chambers, and spacecraft charging [1,2]. Electrostatic discharge

events are the leading cause of spacecraft failure due to the space

environment and cause the majority of space-environment-induced

anomalies [3–6]. As satellites orbit, they gain excess charge by interact-

ing with plasma, solar wind, and trapped charges in the space environ-

ment. To mitigate charging, accumulation and transport of embedded

charge must be understood and predicted. This can be accomplished

either by recreating a space environment in the laboratory and measur-

ing the resulting charge distributions or by simulation with models.

Charging codes can simulate charging of materials much more

quickly and easily than through experimentation. Simulation also

allows for scenarios that may not be feasible through experimenta-

tion, thereby facilitating exploration of a broader range of param-

eters. However, it is of great importance to validate these codes
experimentally to have the highest confidence in the results and an
understanding of their limitations.
There are several charging models in use, includingMCICT [7,8],

DICTAT [9,10], THEMIS [7],GEANT4 [11],GEANT4-RIC [12], and
NUMIT [13–16]. There has been a divergence of the NUMIT code
since its original inception by the late A. R. Frederickson [17,18].
One version has been adapted by Jet Propulsion Laboratory (JPL) as
NUMIT 2.1 [15], as well as a 3D versionNUMIT 3D [16]. This paper
will focus on experimental validation of AF-NUMIT3, an adaptation
of NUMIT developed at the Air Force Research Laboratory (AFRL)
by Brian Beecken [13,19,20].
The key parameter in dielectric breakdown is the electric field.

Internal electric fields can either be approximated indirectly through
measurements such as probing surface potential [21] or determined
directly by measurements of the internal charge distribution via
methods such as the pulsed electroacoustic (PEA) method [1,27].
The PEA method is a well-established method for nondestructive
measurements of embedded charge distributions in dielectric materi-
als. There has been much work done to experimentally validate
charging models [7,10,27–29]. Most relevant to this study was an
attempt to directly measure internal potentials of electron irradiated
materials by layering materials and electrodes and comparing to
JPL’s NUMIT 2.0 [30].
However, to the knowledge of the authors there are no published

attempts tovalidate anyversionofNUMITwithdirectmeasurements of
the charge distribution via the PEA method, aside from one recent
study by some of the authors [19]. PEA measurements are a more
fitting and robust test of deepdielectric charging codes such asNUMIT,
as NUMIT determines the internal charge distribution to calculate the
internal electric field. Experimental validation is particularly important
at lower incident electron energies, below 100 keV, where the models
for electron penetration depth used in these codes are somewhat
less accurate [13,31,32], and can be the most relevant to spacecraft
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charging [15]. Fluxes at these lower energies from 10 to 100 keVare
much higher in typical space environments [33] and have been shown
to lead to most spacecraft anomalies [34].
In this paper, we present a comparison of measurements to

simulations for polymers irradiated by mono-energetic electrons.
The measurements were made using the PEAmethod and simulations
predicted by AF-NUMIT3. The samples chosen to study were
polyether-ether ketone (PEEK) and polytetrafluoroethylene (PTFE)
as both have very high resistivity so that the embedded charge will be
“stationary.” The PEA method utilizes propagating acoustic pressure
waves through the sample for measurement. As such, this provides a
comparison of results for samples with high acoustic attenuation
(PTFE) and low acoustic attenuation (PEEK), as is evident in the
results. The incident electron energies chosen were 50 and 80 keV
with average beam fluxes of ∼840 and ∼640 pA∕cm2, respectively.
The nominal thicknesses of the samples were 125 and 250 μm. Two
samples were irradiated at each energy, flux, and thickness in identical
conditions to test the reproducibility of the experiment, for a total of 16
samples. The present paper starts by giving a thorough description of
the samples and their properties followed by the irradiation details. The
results of the experiment and simulations are presented and discussed.
The paper ends with conclusions drawn from comparison of the
measurements with simulations and a discussion of future work.

II. Experimental Methods

A. Sample Details

PEEK samples from Aptiv Victrex PEEK Film Technology [35]
were nominally 125 μm (1000–125G) and 250 μm (1000–250G)
thick. PTFE samples from McMaster-Carr were nominally 125 μm
(MCVS005X12X3) and 250 μm (SF103V0010) thick. Four samples
of each material type and thickness were cut as discs of 3.38 cm
diameter. Table 1 lists the samples studied, along with their sample
designation and average thicknesses as determined by several mea-
surements with a digital micrometer (Mitutoyo IP65; � 0.5 μm
resolution).
The speed of sound for each samplewas determined by dividing the

measured thickness by the measured peak-to-peak time difference for
the two sample interfaces in the PEAmeasurements. Estimated aggre-
gate uncertainties were ∼0.5% for PEEK and ∼3% for PTFE (see
Table 2). The primary sources of uncertaintieswere from themeasured

sample thicknesses (≲0.4%) and individual sample thickness varia-
tions (≲1%). Uncertainties in the speed of sound at room temperature
also include effects from � 1.5 K temperature variation in the
laboratory, estimated to be on the order of ∼0.2% [23,36,37]. This
uncertainty also depends on the precision and accuracy of the peak-to-
peak distance between interfacial peaks in PEAmeasurements, which

have experimental uncertainties on the order of ∼10−10 s or ≲0.1%.
There may also be systematic errors resulting from using the peak
location instead of the rising edge or an envelope function and from
distortions in the peak shapes due to ultrasonic attenuation (especially
for PTFE). Sound speeds in polymers are sensitive to chemistry/
processing and should be measured for individual samples [37]. The
speeds of sound for PEEK and PTFE measured in these studies are in
reasonable agreement with literature values [37].
Table 2 listsmaterials properties for PEEKandPTFEwith associated

uncertainties; most of these were measured for the specific samples
tested atUtahStateUniversity (USU).Note that all listed parameters are
direct inputs to AF-NUMIT3 except for the speed of sound and the
radiation-induced conductivity (RIC) power (assumed to be unity in
AF-NUMIT3 [13]). Mean atomic numbers and mean atomic weights
were calculated as defined in Ref. [22]. The extremely low measured
dark conductivities σDC for PEEK [23] and PTFE [24] coupledwith the
measured relative permittivity εr result in decay times τDC ≡ εrεo∕σDC

[25] of >4 months, meaning that deposited charge will be approxi-
mately stationary over the timescale of the experiment. Even after
several months the charge migration is on the order of <1 μm; refer
to Ref. [38]. This was an important consideration, as the samples were
irradiated at the AFRL facility and then shipped to USU for PEA
measurement. The samples were transported and stored in purged,
sealed, and light tight containers backfilled with high-purity Ar. Argon
storage has been shown to greatly extend recovery times of irradiated
polymeric samples, as opposed to exposure to ambient airwithmoisture
or even oxygen or dry nitrogen [39]. During transport, handling, and
PEA measurements, cumulative sample exposure to ambient atmos-
pherewas limited to less than∼1 h. Likewise, these samples were only
exposed to red light to avoidphotoconductive charging anddischarging,
as PEEKhas a bandgap at∼3.11 eV, just beyond thevisible range [40],
and exposure to ambient visible or UV light may potentially charge/
discharge PEEK samples. The same protocol was followed for PTFE
samples, although no photoconductive charging effects were expected.

B. Irradiation Details

Samples were baked out twice before irradiation, once at 100°C for

72� h at ∼10−4 Torr at USU before transport to AFRL, and again at

60°C for 24h at∼10−1 Torr atAFRL.Sampleswere irradiated at room
temperature with either 50 or 80 keV using a monoenergetic electron
beam (Kimball Physics EGH-8105100 keV electron flood gun)

with normal incidence with a vacuum pressure of 8 × 10−7 Torr in
the Jumbo chamber at AFRL [41]. Samples were mounted to a
20-cm-OD, 1.3-cm-thick Al disc with two small strips of copper tape
(see Fig. 1a). The samples rotated into and out of the beam during
irradiation (refer to Fig. 1). In Fig. 1b, the red circles show represen-
tative sample positions. The solid black line is the path of the centers of
the sample. The dashed black lines outline the active area of the sample
to be measured by the PEA system. Beam current is monitored with a
Faraday cup at the center of the carousel. Themap topology is identical

Table 1 Sample ID and thickness

PEEK PTFE

ID Thickness, μm ID Thickness, μm

K1A 127.1 � 0.8 T1A 128.1 � 0.8

K3A 126.1 � 0.6 T3A 129.4 � 0.9

K4A 126.4 � 0.7 T4A 127.0 � 0.9

K6A 127.4 � 0.7 T6A 129.0 � 0.5

K1B 251.0 � 0.8 T1B 255.9 � 1.2

K3B 248.4 � 0.7 T3B 258.1 � 1.0

K4B 250.3 � 0.7 T4B 2561 � 1.0

K6B 247.8 � 0.8 T6B 257.6 � 0.9

Table 2 Materials properties

Material
Mean atomic
numbera

Mean atomic
weighta

Density,b

g ⋅ cm−1
Relative

permittivityc,d
Dark conductivity,c,e

S ⋅ cm−1
RIC coefficient,c,f

rad−1 ⋅ s ⋅ S ⋅ cm−1
RIC power

Δc,f

Speed of sound,c

m ⋅ s−1

PEEK 6.12 11.75 1.32 � 0.2 3.45 � 0.1 �7 � 3�e − 21 �2.0 � 0.4�e − 16 0.91.1 � 0.05 2495 � 14

PTFE 8.28 17.25 2.15 � 0.2 2.1 � 0.1 �2 � 3�e − 20 �2.9 � 0.6�e − 17 0.98.1 � 0.05 1449 � 27

aBased on definition in Ref. [22].
bManufacturer’s specifications.
cReferences [1,23].
dReference [25].
eReferences [23,24].
fReferences [24,26].
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for 50 and 80 keV, differing only slightly in amplitude. Pictured is a

beam map scaled by a flux of 170 pA∕cm2 at the Faraday cup. The

carousel rotated at 2 RPM for 150 s with the beam on. This gave each

sample 75 s cumulative exposure in the beam path in 15 s intervals, as

the samples are in the beampath for∼50%of the timedue to rotation of

the sample stage. The average flux while in the beam path was 840 �
740 pA∕cm2 and 640 � 150 pA∕cm2, and total fluencewas �6.3 �
5.6� × 10−4 C∕m2 and �4.8 � 1.1� × 10−4 C∕m2 for the 50 and

80 keV beams, respectively. Note that there is a large error in the

average flux due to the period of higher dose rate near the beginning of

the 50 keV irradiation as shown in Fig. 2.

C. PEA Method

There are currently a few different methods for measuring charge

distributions in thin dielectrics. PEA measurements are arguably the

most promising of several methods for making these measurements

for many applications [42]. The other two well-developed methods

are pressure wave propagation (PWP) and laser intensity modulation

method (LIMM) [1]. A more recently developed method for meas-

uring embedded charge distributions is called electroacoustic reflec-

tometry (EAR) [43]. The advantages to the PEA method are

nondestructive measurements, low cost, simplified modeling, and

high resolution. For a more in-depth discussion, refer to Dennison

and Pearson [1] or Imburgia et al. [44].

ThePEAmethod employedby theUSU/BoxElder Innovations PEA

system, outlined in Fig. 3, is as follows. An electric field is applied

through a pulsed voltage signal (FPG 2-10PM5L high-voltage pulse

generator) to a dielectric sample. In this study, the typical pulse is

∼0.5 ns in width and ∼300 V in amplitude (∼3 ns pulse width and

∼500 V for some PTFEmeasurements). This is achieved by setting the
pulse generator to 1 kVand using an attenuator (Barth Electronics, Inc.,
high voltage 8 dB attenuator 142-NMFP-8 B) between the pulse
generator and sample. This pulse in turn produces a force on any
embedded charge, creating an acoustic pressure wave pulse that prop-
agates through the system and can then be detected by a piezoelectric
transducer (9-μm-thick metallized PVDF, Measurement Specialties,
Inc., DESC: 9UM/60D/Metalized, 400A Cu/150A Ni, P/N: 1003702-
7). The signal is amplified with a low-noise 50 Ω impedance, broad-
band (9 kHz to 3 GHz) 40 dB gain amplifier (Wenteq ABL0300-00-
4030). Simple time-of-flight analysis determines the distribution of
charges. In contemporary systems, the dielectric is typically clamped
by the cathode and anode [45,46]. The thicknessof the samples is on the
order of tens to hundreds ofmicrometers, with diameters on the order of
a few centimeters. Thismeans that themethod is effectively 1D through
the thickness of the film, as the sample can be considered infinitely
wide. Note that there is a 500-μm-thick PVC film (McMaster-Carr
87875K17) between the cathode and the sample that is not shown in
Fig. 3; this layer is used to improve acoustic coupling in the sample
stack [47]. The spatial resolution of the PEA system is defined by
the full width at half maximum (FWHM) of the interfacial peak [48],
and is approximately 10 μm in the current system. However, the
resolution can be affected by sample characteristics such as dispersion
and attenuation, as well as the sensor thickness, applied voltage pulse
amplitude and duration, and the coupling media used to improve
acoustic coupling of materials in the PEA system [49].
In this study, five PEA data sets are recorded, each with 1000

measurements averaged. Statistics are then determined on the five

Fig. 1 a) Photograph of one sample set mounted to rotating carousel at AFRL irradiation facilities. The PEEK samples are tan and PTFE samples are
white. b) Beam map showing beam current density and the path of the samples through the beam.

Fig. 2 Electron fluxmeasuredwith a Faraday cup during irradiation of

samples for 50 keV (red) and 80 keV (green) incident energies.
Fig. 3 A conceptual diagram showing a typical PEA system configura-
tion and the electrode/sample/sensor layered structure [1].
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data sets to determine several parameters gauging the reproducibility

of the measurement, as well as determining the average amplitude

versus time signal trace. The averaged data are then processed by

applying a modified Gaussian filter, removing the DC offset, and

performing a deconvolution via a reference wave to account for

system response and to obtain the actual charge distribution. The

irradiated samples aremeasuredwith noDCbias applied.A reference

wave, used for deconvolution and calibration, is obtained by applying

a small DC bias between 0.5 and 1 kV using a high voltage direct

current (HVDC) power supply (Glassman JF10R12) [50].

Figure 4 shows the data processing sequence for PEA time-domain

measurements. Starting with a raw signal (a), a fast Fourier transform

(FFT) (b) is taken to determine the filtering parameters used to obtain

the filtered time spectra (c). Filtering parameters that can bemodified

include the center frequency and bandwidth of the filter and noise

parameter for deconvolution [51]. Time-domain spectra are con-

verted to distance spectra using the speed of sound measurements

described above.A similarmeasurement ismadewith a small applied

DC bias (0.5–1 kV) (d). The difference between DC bias on and DC

bias off spectra is taken to find the system response function (e). This

is used for calibration of the measured voltage amplitude in terms of

deposited charge. They are further used in the deconvolution process

of the original signal; a typical fully processed, filtered, calibrated,

and deconvolved spectrum is shown in Fig. 4f.

There are various ways to optimize the signal processing and

deconvolution; refer to Fig. 5. We have not corrected for attenuation

and dispersion due to the acoustic signal traveling through the

sample; this can be done [52] and is planned for future work. The

deconvolution process can be difficult and time-consuming to find

optimal parameters to mitigate ringing and artifacts. Optimization

procedures exist, and an overview of one method along with the

effects of suboptimal deconvolution are given here [53]. There are

potential ways to avoid this tedious calibration process [54], but note

that the results presented in the present paper have not optimized

deconvolution parameters. Other signal processing methods, such as

split spectrum processing [51], can be implemented to increase

spatial resolution for samples with low acoustic attenuation and

dispersion effects, but such processes risk distorting the true signal

and potentially decreasing charge density resolution or losing infor-

mation entirely.

Perturbing the deconvolution and filter parameters can change a

number of properties of the final measurement. Some effects

include the overall quality of the measurement (ringing and arti-

facts), peak amplitude of charge distribution, total charge deposited,

peak charge deposition depth, width of charge distribution, and

asymmetry of charge distribution. Too little filtering results in high

noise and overestimation of total charge. Too much filtering results

in very low spatial resolution and underestimation of total charge.

Approximately optimal deconvolution and filtering results in the

most accurate data overall. Examples of these effects are shown in

Fig. 5. The largest effects are on signal amplitude, total charge,

quality of signal, and spatial resolution. The peak position of the

Fig. 4 PEA data processing flowchart: a) raw signal, b) fast Fourier transform (FFT), c) filtered signal, d) DC bias signal for calibration, e) reference
signal, and f) deconvolved and calibrated spectra.
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charge distribution is largely unaffected, except for very low spatial
resolution.

III. Simulation Methods

In the 1970s Frederickson developed a primitive computer
model, dubbed NUMIT (NUMerical ITeration), designed to
correlate experimental observations of charge deposition and
transport in dielectric materials with the dynamic situation within
the material [17,18]. The 1D model estimated where within the
dielectric the electric charge was deposited and the changes to the
conductivity of the material resulting from the concomitant depo-
sition of energy (RIC). Then, internal electric fields were calculated,
and the resulting movement of charge within the material was
predicted. The simulation continued in an iterative fashion using
user-defined short time intervals. Since Frederickson’s initial idea,
numerous other investigators have pursued various improvements
to his approach. These include the 1D code NUMIT 2.1 [15] and a
3D version NUMIT 3D [16] adapted by NASA Jet Propulsion
Laboratory, and a NUMIT based code developed at Marshal Space
Flight Center [55,56]. A number of similar codes mentioned in the
Introduction also trace much of their underlying physics principles
to the original NUMITwork.
Results presented in this paper use AF-NUMIT3, a redesign

and extension of the original NUMIT developed at AFRL by Brian
Beecken, used primarily to simulate the space environment [13,14,
57]. Since then, significant further enhancements have been made.
AF-NUMIT3 nowallows additional phenomena to be simulated, such

as a moveable/removable front surface electrode, evolving dielectric
surface potentials, reduction of incident electron energy due to
changing surface potentials, photoemission, and secondary electron
emission. In addition, changes in dark conductivity or RIC with time
and/or temperature can bemodeled.AF-NUMIT3 can simulate charg-
ing both in various laboratory settings (electron beam with normal
incidence) and in an approximate space environment (isotropic flux
of electrons). The code can handle monoenergetic or broadband
sources. Further details of how AF-NUMIT3 works are described in
[13,14,20].
Thematerial inputs to theAF-NUMIT3model are listed in Table 2;

these are mean atomic number and mean atomic weight from the
material composition and stoichiometry, density, relative permittiv-
ity, dark (bulk) conductivity, and RIC coefficient. These parameters
are all known ormeasured for thematerials studied here. The incident
electron flux and energy (normal incidence or isotropic) are also input
parameters; modeling here was for monoenergetic normal incidence
electron beams.
It is worth noting that the simulations were done before exper-

imentation. That is, there was no fitting to the experimental data in
any way. The only “free parameters” in AF-NUMIT3 are spatial bin
size, temporal step size, and a smoothing factor. As is standard
practice in simulations, the spatial bin size and temporal step size
were chosen so that they had negligible effects on the simulation
results whileminimizing required computation time. The simulations
were all performed with effectively no electrode on the irradiated
surface and a grounded electrode on the back surface. Photoemission
and secondary electron emission features were not used for this

Fig. 5 Effects of filtering on PEA results after deconvolution: a) no filter, b) too much filtering, c) approximately optimized filtering, d) split spectrum
processing compared to simulation results, and e) all methods of processing.
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simulation, as they are only important with incident light and low
energy (≲20 keV) incident electrons [58], respectively. An example
output from AF-NUMIT3 is shown in Fig. 6, which includes the
electric field, electron current profile, energy deposition (dose rate)
profile, and charge distribution as functions of depth at four sequen-
tial time steps. Different times during the irradiation are shown for
increasing time in the order black, red, green, and blue. In these
graphs, the black lines represent the initial situation immediately after
irradiation begins. Note that the electron beam is incident from
the left.
In the AF-NUMIT3 simulations the incident beam was approxi-

mated by applying the average beam flux for 75 s. Note that this
ignores the increased dose for the 50 keV irradiation and slightly
decreased dosed for 80 keV during the first few seconds of irradi-
ation, as shown in Fig. 2. Also neglected were any delayed or time
dependent RIC effects from ramping up/down the beam flux as
the sample moves into and out of the center of the beam. Future
work is planned to investigate these discrepancies for more accurate
predictions.

IV. Results

A. Characterization of Peaks

Figure 7a shows an example of a calibrated plot of charge density
versus depth for a typical PEA measurement. In Fig. 7c, a negative
charge distribution is deposited in the bulk of the sample when the
sample is irradiated with electrons incident from the right. The
deposited negative charge induces a positive mirror charge at
the interfaces of the electrodes (grey) in the PEA system, denoted
with the dashed lines in Fig. 7. These can be seen as positive peaks in
the PEA measurement. Interfacial charging of electrodes should
reside at the interface surface and therefore highlights the PEA
response, showing the spatial resolution of the measurement. Recall
that the FWHM of the interfacial peak is considered the spatial
resolution of the PEA instrument [47].
To compare the PEA measurements and simulation results, five

parameters to characterize the spatial charge profile were extracted
from each dataset and compared to results of the simulations. The

integrated area of the charge distribution (total charge deposited per
area), the charge distribution peak amplitude, peak deposition depth,
FWHM, and halfwidth at halfmaximum (HWHM) for the two sides of
the distribution were determined. These can be directly related to the
first four moments about the mean of the embedded charge distribu-
tion, that is, the integrated area under the distribution, mean value,
standard deviation, and skewness. For example, a symmetric Gaussian
distribution, whichmodels the distribution of a thin layer (estimated as
±1 μm) broadened due to random surface roughness or instrumental
effects, is peaked at themeanvalue and is symmetric about themean so
that the difference between the HWHMs is zero or their ratio is unity
(i.e., the first and third moments about the mean are zero).

Fig. 6 Typical output plots fromAF-NUMIT3: a) internal electric field, b) electron current profile, c) distribution of deposited charge, andd) distribution
of deposited energy density (dose rate).

Fig. 7 a)TypicalPEAresultwith schematic representationof b) induced

positive mirror charge from c) charge deposited by incident electrons.
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B. Measured Charge Distributions

Measured and simulated charge profiles for PEEK and PTFE
samples irradiated with monoenergetic electrons of 50 and 80 keV

incident energies are plotted in Figs. 8–11, with summaries of the
peak distribution parameters listed in Tables 3–6. To get an idea of the

spatial resolution of each measurement, the FWHM of the leading
(left) interfacial peak was determined for each measurement, regard-

less of the direction of incident charge. The average value of the
FWHM is 10.6 � 1.1 μm and 7.6 � 1.5 μm for PEEK and PTFE

samples, respectively.
Each sample was measured in two orientations as a consistency

check, once with the irradiated surface of the sample facing the
cathode (pulsing electrode) such that the apparent incident direction

is from the right, and once by inverting the sample so that the
irradiated surface is facing the anode and the apparent incident

direction is from the left. These results should agree, as they are
measurements of the same sample in different orientations.Measured

curves are aligned to the interfacial peak of the irradiated side, so as to
accurately compare deposited charge distributions. This is necessary

as samples are of slightly different thicknesses. Samples of differing
thickness should also agree, within a few percent, on the deposition

depth though there will be some differences in the position of the
interfacial peak corresponding to the unirradiated surface due to

sample thickness variations.

The left/right incidencemeasurements are in relatively good agree-
ment for themeasurements of PEEK (see Fig. 8). However, this is not

the case for PTFE (see Fig. 9). This is to be expected as there are large

dispersion and attenuation effects in PTFE.
To obtain an acceptable deconvolution, results for the left incident

measurements of 125 and 250 μm PTFE, reference curves from the
right incident measurements were used. Measurements of 250 μm
PTFE samples 1 and 3 were unable to be accurately calibrated for

volume charge. A poor calibration was obtained for the right incident

measurements, and the left incident measurements use the reference

curves from the right incident measurements, so no attempt of charge

magnitude calibration was made for the left incidence. Left incident
measurements of 125 μm PTFE samples 4 and 6 were unable to be

accurately calibrated for volume charge as well. The right incident

measurement of 125 μm PTFE sample 6 had to be calibrated using

the sample 4 reference curve. All other samples were calibrated in a

typical manner as outlined in the PEA Method section.
The integrated area of the charge distributions can be used as a

consistency check by comparing it to the total expected fluence. The

units of the integrated charge distributions are C∕m2, that is, charge

per unit area. As themeasurements are 1D in nature, it is reasonable to

express charge density or fluence in terms of charge per unit area. The

total fluences expected based on the experimental incident electron

fluxes are approximately 6.4 × 10−4 and 4.8 × 10−4 C∕m2 for 50 and

Table 3 Characterization of deposited charge distributions for PEEK irradiated with 50 keV electrons

125 μm PEEK 250 μm PEEK

Sample ID Simulation K4A K4A K6A K6A Simulation K4B K4B K6B K6B

Incident direction Left Left Right Left Right Left Left Right Left Right
Amplitude, C ⋅m−3 50.2 51.5 52.7 55.9 52.0 49.3 25.9 41.6 56.3 45.9

Deposited charge, ×10−4 C ⋅m−2 5.6 5.6 5.7 5.6 5.7 5.6 2.8 5.4 6.9 6.1

Peak depth, μm 34.7 33.2 33.2 32.7 32.6 33.5 29.3 29.2 29.6 29.4

FWHM, μm 9.6 10.8 10.8 10.4 11.0 9.9 10.7 12.4 11.8 12.5

Left HWHM, μm 4.4 5.8 5.3 5.2 5.3 4.9 5.1 6.1 5.7 6.2

Right HWHM, μm 5.2 5.0 5.5 5.2 5.7 5.1 5.6 6.2 6.1 6.4

HWHM ratio 0.9 1.2 1.0 1.0 0.9 1.0 0.9 1.0 0.9 1.0

Fig. 8 PEAmeasurements for 125 μm and 250-μm-thick PEEK samples irradiatedwith 50 keV electrons are displayedwith theAF-NUMIT3 simulations.

Article in Advance / GIBSON ETAL. 7

D
ow

nl
oa

de
d 

by
 Z

ac
ha

ry
 G

ib
so

n 
on

 F
eb

ru
ar

y 
18

, 2
02

3 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/1
.A

35
51

9 



80 keV irradiations, respectively. Note that ∼10% backscatter is

typical for these higher incident energy electrons and was assumed

for comparison to measurements. The total fluence was determined

for a PEA measurement by integrating over the deposited charge

distribution (ignoring induced charge on electrodes).

For 50 keV irradiated PEEK samples the fractional differences

between predicted and measured total fluence are 4 and 29% for the

125 and 250 μm samples, respectively. Ignoring the uncalibrated

data for 50 keV irradiated PTFE, these fractional differences are 8

and 19% for 125 and 250 μm samples, respectively. Thus, both the

PTFE and PEEK are in relatively good agreement with predicted

charge deposition, considering the potential error introduced with

signal processing.

The 80 keV irradiated samples (see Figs. 10 and 11) exhibit much

poorer agreement. The thinner PEEK sample data exhibit a signifi-

cant discrepancy in total charge deposited. Several repeated mea-

surements indicate that this is not a calibration issue. It is unclear

where this charge in excess of the prediction came from. The thicker

PEEK samples (see Fig. 10) have a relatively smaller discrepancy in

deposited charge of∼55%. The thicker PEEK samples also appear to

exhibit a positive charge distribution between the deposited negative

distribution and the irradiation surface;more investigation is required

to confirm if this positive distribution is real or an artifact of signal

processing.

Some of the most interesting results are obtained from the 80 keV

irradiated PTFE samples (see Fig. 11), which exhibit multiple peaks

in the measured deposited charge distributions. For all 80 keV PTFE

samples, there is a negative peak near the irradiated surface and

another negative peakmuch deeper in the sample. The 250 μm PTFE

samples also show a possible positive charge peak between the two

negative charge peaks, which could be due to deconvolution artifacts.

Ignoring the uncalibrated measurements, the fractional differences in

the total charge (totaled for all distributions in a sample of 80 keV

irradiated PTFE) is 43 and 80% for the 125 and 250 μm samples,

respectively.

The uncertainty in the peak deposition depth for PEEK is

≤0.5 μm. The PEAmeasurements for the different thickness samples

are in good agreement for the 80 keVdata, but not for the 50 keVdata.

The discrepancy in peak deposition depth in the 50 keV measure-

ments between the two thicknesses is thought to be related to the

125-μm-thick samples receiving a significantly higher dose rate

during the beginning of the irradiation. Figure 2 shows a period of

higher flux at the beginning of the 50 keV irradiation that was only

incident on some of the samples as the samples are rotated into and

out of the beam; refer to Fig. 1.

The uncertainty in the peak deposition depth for PTFE is≤2 μm.

This uncertainty could be decreased by decreasing the uncertainty

in the speed of sound. However, this process is complicated

Fig. 9 PEAmeasurements for 125 μm and 250-μm-thick PTFE samples irradiated with 50 keV electrons are displayed with the AF-NUMIT3 simulations.

Table 4 Characterization of deposited charge distributions for PTFE irradiated with 50 keV electrons

125 μm PTFE 250 μm PTFE

Sample ID Simulation T4A T4A T6A T6A Simulation T4B T4B T6B T6B

Incident direction Left Left Right Left Right Left Left Right Left Right
Amplitude, C ⋅m−3 65.8 40.6 35.3 41.1 30.7 59.5 0.9a 32.6 0.7a 22.8

Deposited charge, ×10−4 C ⋅m−2 5.3 6.1 5.6 5.8 5 5.3 0.15a 6.1 0.1a 4.5

Peak depth, μm 20.6 20.1 21.2 20 20.8 18.9 19.6 26.4 21.6 28.4

FWHM, μm 6.0 14.5 16.3 11.8 16.9 7.1 16.0 19.0 13.9 20.0

Left HWHM, μm 3.5 5.1 7.5 3.9 8.8 3.7 7.3 10.4 6.6 10.8

Right HWHM, μm 2.6 9.4 8.7 7.9 8.0 3.4 8.7 8.6 7.3 9.2

HWHM ratio 1.3 0.5 0.9 0.2 1.1 1.1 0.8 1.2 1.0 1.2

aNot accurately calibrated for volume charge.
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by large differences when comparing the left/right incidence mea-
surements, due mostly to the large acoustic attenuation and
dispersion effects for PTFE. The deposition depths measured for
left incidence are more accurate, as the attenuation and dispersion
effects are minimized because the signal travels through less sam-
ple material.
Note that the skewness, as gauged by the half-width–half-maxi-

mum ratios (see Tables 3–6), can also change with perturbation of
processing parameters. The PEEK samples of both irradiation ener-
gies have essentially no asymmetry (a ratio of ∼1). PTFE samples
show asymmetry in measurements that are not consistent between
left/right incidence measurements. This could be due to the
dispersion and attenuation effects. Further investigation is needed
tomore accurately characterize the asymmetry of PEAmeasurements
through comparison of asymmetries of the interfacial peaks for raw
and processed data.

C. Simulated Charge Distributions

The AF-NUMIT3 simulation results were also characterized
by the deposited peak characteristics, as outlined in the previous
section.
The total charge deposited in the sample for the simulations is less

than the expected total fluence from experimental fluxes by ∼10%.

This is due to a backscatter term used in the simulation code; refer to

Eq. (8) in [59]. This same backscatter correction is used for all the

simulations, and the total deposited charge is the same for different

thicknesses in the various simulations.
However, the amplitude and position of the deposited charge

distribution is predicted by the simulations to be slightly different

for different thicknesses. The amplitudes and peak deposition depths

are lower for the 250-μm-thick samples than 125-μm-thick samples.
However, these effects are relatively small, differing by only a few

percent. These effects are likely due to RIC in the irradiated region

during irradiation, which can persist for some time after irradiation

due to delayed RIC. There is no electrode at the front surface and
hence no potential difference or electric field between the deposited

charge distribution and the front surface driving charge transport in

the irradiated region. However, a mirror charge induced on the rear

grounded surface of the sample carousel due to the deposited charge
distribution causes an electric field proportional to the distance

between the deposited charge distribution and the rear electrode.

Thus, there will be a stronger electric field for thinner samples with

reduced distance to the rear grounded surface than for thicker coun-
terparts. RIC effects increase the conductivity enough for the charge

in the irradiated region to be somewhat mobile during irradiation.

This will allow the electric field to drive the peak of the charge

Fig. 10 PEA measurements for 125 μm and 250-μm-thick PEEK samples irradiated with 80 keV electrons are displayed with the AF-NUMIT3
simulations.

Table 5 Characterization of deposited charge distribution for PEEK irradiated with 80 keV electrons

125 μm PEEK 250 μm PEEK

Sample ID Simulation K1A K1A K3A K3A Simulation K1B K1B K3B K3B

Incident direction Left Left Right Left Right Left Left Right Left Right
Amplitude, C ⋅m−3 17.0 172.6 198.2 112.3 178.6 16.8 48.0 48.1 33.1 21.6

Deposited charge, ×10−4 C ⋅m−2 4.3 24 28 16 27 4.3 7.3 8.2 4.8 2.9

Peak depth, μm 77.3 74.4 74.3 73.2 73 75.1 73.8 73.5 74.3 73.5

FWHM, μm 21.1 13.5 13.9 14.1 13.8 21.4 13.3 14.9 13.9 13.2

Left HWHM, μm 9.7 7.0 6.9 7.1 6.8 9.1 6.2 7.9 6.1 6.9

Right HWHM, μm 11.4 6.6 7.0 7.0 7.0 12.3 7.1 7.0 7.8 6.4

HWHM ratio 0.9 1.1 1.0 1.0 1.0 0.7 0.9 1.1 0.8 1.1
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distribution deeper into the sample. The effect of this is seen as a
deeper peak deposition depth approaching the range of the irradiating
electron flux and a higher amplitude peak as the charge tries to
accumulate as deep as the dose (and therefore RIC effects) penetrate.
The simulations also predict an asymmetry in the deposited charge

distributions. The asymmetry differs slightly for differing thicknesses
as well, which is also likely explained by RIC effects described
above. For PEEK samples, the charge distribution is skewed such
that the distribution is wider deeper into the dielectric (away from the
incident surface). The opposite is true for the PTFE simulations; the
charge distribution is skewed toward the incident surface. Such

differences may also be a reflection of a more complex spatial
distribution of charge carriers (perhaps both electrons and holes).

V. Discussion

The results of the PEA measurements and simulations have been
summarized. This section compares the PEAmeasurements with the
AF-NUMIT3 simulations and comments on their agreement based on
the characteristics of the deposited charge distributions.
The amplitude of any given charge distribution is not a good

measure of accuracy, as this will change with the resolution and

Table 6 Characterization of deposited charge distribution for PTFE irradiated with 80 keV electrons

250 μm PTFE

Sample ID Simulation T1B T1B T1B T1B T1B T1B T3B T3B T3B T3B T3B T3B

Incident direction Left Left Left Left Right Right Right Left Left Left Right Right Right
Amplitude, C ⋅m−3 18.0 0.5a 0.5a 0.3a 0.5a 1.7a 5.2a 0.2a 0.5a 0.2a 1.7a 1.4a 4.0a

Deposited charge, ×10−4 C ⋅m−2 4.0 0.05a 0.07a — 0.04a 0.24a 1.2a 0.03a 0.05a 0.03a 0.18a 0.17a 0.45a

Peak depth, μm 43.7 6.7 40.4 54.9 18.9 37.9 64.5 37.5 8.6 57.2 22.1 39.7 64.9

FWHM, μm 18.4 11.0 12.8 15.9 8.2 14.6 22.5 14.1 9.8 10.0 11.2 12.1 22.8

Left HWHM, μm 11.1 2.6 7.1 3.9 4.8 6.9 12.4 5.2 3.3 4.2 5.3 6.4 13.7

Right HWHM, μm 7.3 8.4 5.7 12.0 3.5 7.7 10.1 8.9 6.5 5.8 5.8 5.7 9.1

HWHM ratio 1.5 0.3 1.3 0.3 1.4 0.9 1.2 0.6 0.5 0.7 0.9 1.1 1.5

125 μm PTFE

Sample ID Simulation T1A T1A T1A T1A T3A T3A T3A T3A

Incident direction Left Left Left Right Right Left Left Right Right
Amplitude, C ⋅m−3 18.3 6.9 19.0 26.4 24.1 8.4 21.1 17.1 20.3

Deposited charge, ×10−4 C ⋅m−2 4.0 1.3 4.2 4.9 2.7 1.7 3.1 2.8 3.3

Peak depth, μm 45.5 60.6 13.6 62.2 16.8 57.4 14 62.2 17

FWHM, μm 16.9 17.4 23.2 16.6 11.5 15.9 14.7 15.1 15.9

Left HWHM, μm 9.8 7.7 5.4 7.2 6.6 6.7 5.4 6.9 10.3

Right HWHM, μm 7.2 9.7 17.8 9.5 4.9 9.1 9.3 8.1 5.6

HWHM ratio 1.4 0.8 0.3 0.8 1.3 0.7 0.6 0.9 1.9

aNot accurately calibrated for volume charge.

Fig. 11 PEA measurements for 125 μm and 250-μm-thick PTFE samples irradiated with 80 keV electrons are displayed with the AF-NUMIT3
simulations.
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processing of the data. Note that the total charge is also not a good
comparison, as the PEA calibration methods and data processing
have not been optimized. However, evenwith suboptimal processing,
we expect the magnitude of the charge distribution and total depos-
ited charge to agree between simulation and experiment to within a
factor of a few or better.
TheAF-NUMIT3 simulations agreewell with the 50 keVirradiated

PEEK samples. The peak deposition depth for the 125-μm-thick
PEEK was within 5% of the average PEA measurement. The results
for the 250-μm-thick sample were not as good, but still fell within
12%. However, it seems likely that the 125 μm PEEK samples were
irradiated with the higher dose at the beginning of irradiation, as seen
in Fig. 2. That change in irradiation was not included in the AF-
NUMIT3 simulation predictions. It is also possible that the difference
in agreement is a thickness effect. As discussed in the previous
section, RIC allows charge to be somewhatmobile during irradiation.
Delayed RIC would continue operating between the irradiation
periods, and the AF-NUMIT3 simulation prediction did not account
for that. Further investigation is needed.
The 80 keV irradiated PEEK PEA results, however, do not seem to

corroborate the argument that it could be due to differences in thick-
ness. The simulation peaks are at a depth that falls within 5% of the
average PEA measurement for the 125 μm samples and within 2%
for the 250 μm samples. The measured deposition depth disagrees
with the simulated deposition depth, by being 1–3 μm shallower,
depending on the thickness of the sample (deeper for thinner sample).
Taking into account the large errors with the amplitude and total
charge deposited for the PEA measurements, the simulation results,
by almost all parameters, are in relatively good agreement for PEEK
at both 50 and 80 keV incident energies (aside from K1A and K3A,
which have inexplicably large amounts of charge).
The simulations did not predict a significant asymmetry in the

embedded charge distribution, and no significant asymmetry was
measured for the PEEK data, except for the thicker 80 keV irradi-
ation, which was predicted and measured. Note that the narrow
distributions are likely due to RIC effects, and the slight discrepancy
in the degree of asymmetry in the thicker 80 keV PEEK samples may
be due to delayed RIC not taken into account by the simulation.
Delayed RIC is the residual RIC that decays after the radiation has
stopped. This could potentially drive the charge deeper into the
sample because the conductivity is elevated due to delayed RIC.
RIC is dose dependent, so chargewill be unable to travel deeper than
the range of the incident dose. This results in a narrower distribution
that is peaked slightly deeper than the original deposited distribution.
DelayedRIC is an option that can bemodeled usingAF-NUMIT3, but
was not utilized here, as the incident beam was modeled as a con-
tinuous irradiation using a constant (average) flux.
The width of the distributions for the 80 keV irradiated PEEK

samples, as determined by the FWHM, is also narrower than the
simulated charge distributions. This supports the delayed RIC
argument. However, the FWHMs are essentially as predicted for
the 50 keV irradiated PEEK samples. This could be due to spatial
resolution of the PEA system. Therefore, the actual charge distribu-
tionmay be narrower than can be determined by PEAmeasurements.
Higher spatial resolutionmeasurements would be necessary to inves-
tigate this. The delayed RIC portion of the AF-NUMIT3 code should
be tested against such data in the future. Note that there also appears
to be a slight positive charge peak in the 250 μm 80 keV irradiated
PEEK measurements. Here we are focusing only on the large neg-
ative charge peak for comparison to AF-NUMIT3.
PTFE data are much harder to deal with and to compare to the AF-

NUMIT3 simulations. Several measurements were unable to be
calibrated for volume charge, so the magnitude of charge cannot be
compared to simulations. The 50 keVirradiated PTFEmeasurements
agree with the simulations quite well for the peak deposition depth
with five of six measurements within one micron. There is less
agreement with the right incident 250 μm samples, likely due to
the high attenuation and dispersion. The measured peaks are wider
than the simulations by approximately a factor of 2. This is likely due
to lower spatial resolution in PTFE samples. The asymmetry of the
charge distributions is predicted to be broader toward the irradiated

surface, but themeasurements appear to exhibit a broader distribution
deeper into the sample.
For 80 keV irradiated PTFE there is poorer agreement between

measurement and simulation. PTFE is very hard to keep uncharged,
so it is possible that there was surface charge on the samples before
irradiation began. The samples were stored and handled carefully,
and underwent vacuum bake out in an attempt to minimize residual
charge. It is also possible that material damage played a role, as the
onset of damage in PTFE is a total ionizing dose (TID) of ∼104 rad

[60,61] and the TID received here is ∼104–105 rad.
It should be noted that dual negative peaks have previously been

measured in electron irradiated PTFE [62], as well as in other USU
laboratory unpublished data. In Ref. [62], the dual negative peaks
appearedwhen the charge distributionwasmeasured usingwhat they
termed “short circuit PEA,” which is essentially equivalent to the
approach in the present paper. The authors of Ref. [62], however, also
did the same experiment with an “open PEA” system. Using that
approach produced one negative peak that has been precisely repli-
cated with AF-NUMIT3 in Ref. [19]. Work needs to be done to
determine how the different irradiation environments and/or PEA
systems produce such, as well as investigating irradiation with lower
energy electrons [63].
As the deposited distributionsdiffer substantially from the simulated

charge distributions in a quantitative comparison, it makes little sense
in comparing the rest of the details of the simulation. However, it is
perhaps worth noting that the FWHM of the simulations is larger than
the measured FHWM of the deposited peaks for almost all 80 keV
250 μm PTFEmeasurements. The one exception is the deepest depos-
ited peak in sample T3B. The FWHM is closer to agreement for
samples T1A and T3A, but still differs by several microns.

VI. Conclusions

This paper has presented a detailed comparison of PEA measure-
ments and AF-NUMIT3 simulations for PEEK and PTFE samples
irradiated with 50 and 80 keV monoenergetic electrons. The overall
agreement of the simulations with experiment is very encouraging.
However, there are several areas that can be improved upon.
Improvement to PEAmeasurements can be accomplished through

optimization of PEA calibration and data processing methods for a
more accurate comparison. In particular, this includes optimizing the
filtering and deconvolution of data and taking into account the
dispersion and attenuation effects of the sample. Better and more
fully characterized spatial resolution of PEA systems would also be
advantageous.
A potential improvement to the simulations is to better model time-

varying incident fluxes. The results described here are an excellent
example for such a more refined model, as the incident electron beam
varied over the course of irradiation and the flux incident on the sample
varied further as the samples moved in and out of the beam during
irradiation. Inclusion of delayed RIC effects is likely to become
important under such circumstances, as conductivity then becomes
timedependent. These effects are a topic of futurework for the authors.
The agreement between simulations and measurements here is

very promising. Future work should include addressing the improve-
ments mentioned above and comparing PEA measurements to other
models such as the JPL version of NUMIT, pushing the PEA system
to measure polymers irradiated with even lower incident energies
that are particularly relevant to spacecraft charging (this work is
underway [63]), and studying the effects of the presence or absence
of surface electrodes during irradiation for both experiments and
simulations.
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