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ABSTRACT 

Machine learning methods are becoming increasingly popular in data analysis. In the field of mental 

healthcare, these methods provide support to mental disorder diagnosis. Pennebaker developed a 

dictionary-based text analysis program, and it is also used in mental health diagnosis. In this study, ML 

and Linguistic Inquiry Word Count (LIWC) studies conducted in the field of mental disorder diagnosis 

were examined. Researchers aim to integrate LIWC with machine learning to conduct more 

comprehensive studies. The objective of this study is to examine how combining ML and LIWC 

methods can detect mental disorder with a focus on comparative research. For this purpose, publications 

related to ML and LIWC in Google Scholar, Web of Science, Scopus, EBSCO, PubMed were examined. 

Studies utilizing machine learning and LIWC methods in mental health diagnosis were reviewed to 

establish an overview of the literature. A table summarizing 15 articles on integrating machine learning 

and LIWC for mental disorder identification was compiled. Subsequently, the working principles of 

machine learning and LIWC were examined, and research conducted in the field of mental disorder 

diagnosis was reviewed. Further research particularly those integrating or comparing these two methods 

needed to better understand machine learning and LIWC in mental disorder detection. 

Keywords: LIWC, machine learning, mental disorders, psychology, text analysis 

ÖZ 

Makine öğrenmesi yöntemleri veri analizi alanlarında giderek popülerlik kazanmaktadır. Bu yöntemler 

ruh sağlığı alanındaki tanı belirleme çalışmalarına da destek sağlamaktadır. İlk olarak, Pennebaker 

sözlük tabanlı bir metin analizi programı geliştirmiştir ve bu program ruh sağlığı teşhisinde de 

kullanılmaktadır. Bu çalışma kapsamında ruh sağlığı hastalıklar teşhisi alanında yapılmış olan makine 

öğrenmesi ve Linquistic Inquiry Word Count (LIWC) çalışmaları incelenmiştir. Günümüzde daha geniş 

araştırmalar yapabilmesi için LIWC ile makine öğrenimini birbirine entegre etmek amaçlanmaktadır. 

Bu çalışmanın amacı, makine öğrenmesi ve LIWC yöntemlerinin birbirine entegre edilmesinin ruh 

sağlığı hastalıklarının teşhisinde etkisinin araştırılmasıdır. Özellikle karşılaştırmalı araştırmalara 

odaklanılmıştır. Bu amaçla, makine öğrenmesi ve LIWC ile ilgili olan Google Scholar, SAGE journals, 

Web of Science, Scopus, EBSCO, PubMed kaynaklarındaki yayınlar incelenmiştir. Literatürdeki genel 

durumun ortaya konması amacıyla, ruh sağlığı hastalıkları tespitinde makine öğrenmesi ve LIWC 

yöntemlerinden yararlanan çalışmalar derlenmiştir. Son olarak makine öğrenimi ve LIWC’in çalışma 

prensipleri incelenip ruh sağlığı hastalıkları alanında yapılan araştırmalar ve bazı çalışmalar 

tablolaştırılmıştır. Bu çalışmanın, ruh sağlığı hastalıkları tespitinde makine öğrenimi ve Dilbilimsel 

Sorgulama Kelime Sayımını daha iyi anlamak için özellikle bu iki yöntemi entegre eden veya 

karşılaştıran daha fazla araştırmaya ihtiyaç olduğundan, araştırmacılara faydalı olabileceği 

umulmaktadır. 
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1. Introduction 

In recent years, machine learning and Linguistic Inquiry and Word Count (LIWC) software 

have emerged as powerful tools in the field of Psychology, offering revolutionary solutions for 

mental disorder diagnosis and making significant contributions to human life. The concept of 

"slips of the tongue" was introduced by Sigmund Freud in 1901, which demonstrated that small 

speech errors could potentially reveal a person's true feelings or underlying thoughts (Ülker, 

2022). Freud emphasized the importance of studying vocabulary and analyzing the traces it 

uncovers in examining the unconscious (Bilik et al., 2021). One of the most important 

applications of Pennebaker's function-word analysis is the detection of mental disorder via 

written texts. LIWC is a widely used computerized text analysis software that allows 

researchers to examine the emotional, cognitive, structural and process components found in 

language by counting the frequency of words in written text or speech (Thompson et al., 2023). 

Recent research indicates that the combination of LIWC and machine learning is becoming 

more prevalent in the diagnosis of mental disorder. Studies have focused on analyzing extensive 

amounts of text to establish connections between everyday language use and personality traits, 

social interactions, and cognitive patterns. Pennebaker claimed to have stumbled upon the 

considerable potential of computer-assisted text analysis in the early 1990s with the 

development of this program (Pennebaker and Chung, 2007). When combined with machine 

learning techniques, LIWC can enhance the performance of prediction systems. For instance, 

in a study on personality prediction on Twitter, LIWC was used as a linguistic approach to 

analyze language features and improve the system's accuracy (Salsabila & Setiawan, 2021). 

LIWC has additionally been employed in forecasting online mental health assistance-seeking 

patterns among the Covid-19 outbreak (Liu et al., 2022). These studies highlight LIWC’s 

effectiveness in enhancing the performance of machine learning models in various applications. 

Machine learning algorithms can analyze large amounts of text data for text analysis in mental 

disorder diagnosis and identify patterns and linguistic markers revealing mental health 

conditions such as depression, schizophrenia, suicidal tendencies, etc. (Birnbaum, 2020).  

As social media use has increased in recent years, research in this field has become easier, 

which leads researchers worldwide to initiate studies combining these two inventions. In this 

article, we have discussed the rise of machine learning in various fields in recent years and the 

extensive use of LIWC in mental disorder detection. This review article has examined studies 

on text analysis and mental disorder detection, which demonstrate the ability of LIWC and the 

conjunction of machine learning to analyze a specific text and reveal various social, cognitive 
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and emotional processes. Also, a detailed table, which lists 15 publications looking into the 

effects of combining LIWC and machine learning techniques on the detection of mental 

disorder, has been provided at the end of this review. This article aims to inform researchers 

and practitioners about the potential benefits of integrating these two inventions in the diagnosis 

of mental disorders. By doing so, it may be possible to achieve more comprehensive and precise 

results and to facilitate further studies related to this integration. 

2. Computerized Text Analysis: A Brief History 

LIWC is a computerized text analysis tool developed by Pennebaker, which estimates the 

percentage of words in a given text that fall into one or more of over 80 linguistic and 

psychological categories suggesting diverse social, cognitive and affective processes (Tausczik 

and Pennebaker, 2010). LIWC analyzes written language based on word usage according to 

psychologically meaningful categories (Aghazadeh et al., 2022). By examining the linguistic 

content of a text, LIWC can provide insights into various aspects of language use related to 

mental disorders. The development of LIWC dictionaries has undergone significant changes 

over time. However, as computational power has advanced, researchers have sought to combine 

practical algorithms and statistical models. This collaboration aims to create a harmonious 

relationship between domain knowledge and computational approaches. The recent release of 

LIWC-22 has gone through considerable revisions and updates in comparison to its earlier 

versions. This dictionary has been developed by classifying the entries into two main categories: 

"Basic" and "Expanded." The Basic Dictionary comprising the majority of the dimensions 

found in previous LIWC versions admits potential modifications. The Expanded Dictionary, 

however, incorporates extensively updated iterations of conventional LIWC categories, along 

with a variety of novel categories and variables (Boyd et al., 2021). In several studies conducted 

in the field of mental health, it has been discovered that linguistic styles utilized in social media 

content can serve as indicators of mental disorders (Ramirez-Esparza et al., 2014). In recent 

times with the advancement of technology, machine learning has also been utilized to enhance 

and expand dictionaries. Machine learning allows the creation of broader dictionaries and more 

accurate determinations. 

3. Previous Studies on the Automatic Prediction of Mental Disorder from Text 

LIWC has been used in studies to find linguistic indicators of mental disorders in therapy 

sessions, since changes in mental disorders have been found to correspond with changes in 

language cues. For example, individuals experiencing improvements in mental disorders often 
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demonstrate an increase in the use of positive emotion words and a decrease in negative emotion 

words. Additionally, researchers have used LIWC to identify individuals with depression by 

analyzing their language patterns. This includes analyzing their tendency to use first-person 

singular pronouns, the presence of negative emotion words in their statements, as well as the 

frequent use of words associated with sadness and anxiety (Burkhardt et al., 2021). For instance, 

Stirman (2001) conducted a study to explore whether distinctive linguistic features could be 

detected in those poems authored by poets who ended their own lives. The objective of this 

research was to assess two suicide models by employing a text-analysis software. Therefore, 

around 300 poems written by both suicidal and non-suicidal poets from various time periods 

beginning from the 1800s to date were examined using the LIWC computer program. There are 

various methods for assessing sentiment in language, ranging from basic dictionary-based 

techniques that classify words as positive or negative and count their occurrences, to more 

advanced approaches that consider the specific words used and their arrangement within a 

sentence or text. (Pennebaker et al., 2007). In their recent research, the main objective of 

Morales and Levitan (2016) was to identify different characteristics in speech patterns. In this 

study, these researchers discovered a strong connection between the level of depression and the 

usage of words related to work and sleep. This discovery is particularly intriguing because the 

words used in these two categories are commonly associated with various symptoms of 

depression such as fatigue, loss of energy, insomnia and hypersomnia. Additionally, the results 

of Robinson et al. (2022) regression analysis also indicated that the LIWC domains were 

important factors in predicting depression. Furthermore, the emotional tone had a moderate 

however, significant impact on suicidal thoughts. Lastly, results were found to be significantly 

associated with depression and it did not show any correlation with suicidal ideation. Regarding 

the detection of other mental disorder, diagnosing schizophrenia through text analysis, is the 

most challenging endeavor. A particular study focused on detecting and foreseeing early 

recurrence in individuals who had been hospitalized for schizophrenia, as opposed to the typical 

emphasis on identifying users with schizophrenia on social media. The author’s integrated 

aspects of language usage and psycholinguistic attributes into their model by analyzing word 

patterns and using a language model (Bae et al., 2021). Previous studies have already shown 

links between these attributes and emotions, behaviors, and mental health conditions. However, 

to capture the way language is structured on social media, Bae et al. (2021) also included 

features like readability, word repetition and word length in their model. The findings suggest 

that social media activity can detect signs of psychotic relapse in young people who have 

recently developed psychosis (Birnbaum, 2019). Another study found that by using only tweets 



Social Review of Technology and Change, vol. 1 no. 2, pp. 71 – 92 

__________________________________________________________________________________ 

 
 

75 

and bio text, the accuracy in predicting depressive symptoms has been 91% and 83% 

respectively. They also think that by focusing on a specific user domain or using a wide 

vocabulary, it is possible to enhance the performance even further (Safa et al., 2022).  

Researchers have increasingly relied on text analysis softwares after the Covid-19 crisis to gain 

insights into various aspects of the outbreak such as mental health, public opinion, research 

priorities and diagnostic factors. These tools have been highly beneficial in examining vast 

amounts of textual data and extracting significant insights to support decision-making and 

research attempts. 

4. Language Use During the Covid-19 Pandemic 

Text analysis methods, such as LIWC, have been used by researchers to study the effects of the 

Covid-19 pandemic on people's lives. During the Covid-19 pandemic, the increased use of 

social media resulted in an abundance of data, and this led researchers to develop broader 

dictionaries on this subject (Kaur et al., 2021). By analyzing language patterns, LIWC provides 

valuable information about mental health conditions, public opinion, and media portrayal 

during this period. Numerous studies have utilized LIWC to examine the use of language 

throughout the pandemic (Su et al., 2020). These studies have particularly focused on analyzing 

expressions of loneliness on social media platforms such as Twitter (Guntuku et al., 2019).  

Various studies have discovered linguistic indicators that are linked to feelings of loneliness, 

anger, depression, and anxiety. This has offered valuable understanding into how individuals 

have been experiencing their mental health in the face of the pandemic. The LIWC tool has also 

been applied to examine how Covid-19 vaccine information is portrayed in the media and to 

examine the emotional and cognitive facets of individuals' vaccine experiences throughout the 

pandemic (Monzani et al., 2021). The increased use of social media has made it easier to access 

the data needed on these issues, and the creation of open dictionaries with the help of machine 

learning has encouraged scientists to investigate the data (Binjie et al., 2020).  According to He 

and Cao (2018), the objective of these studies is to construct a predictive model for depression 

using only text-based content from social media platforms. This investigation also seeks to 

incorporate a broader set of linguistic characteristics associated with depression and shed light 

on the correlation between language usage and depression. The study utilizes several machine 

learning techniques like ridge, linear regression, support vector regression, random forest 

regression, and gradient boosting regression. The objective is to evaluate how effectively 

cultural and suicide-related lexicons may predict depression. By contrasting the results from 
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the SCLIWC dataset, which contains the extra features, with those from the entire dataset, the 

usefulness of these lexicons was assessed (Huang et al., 2019). The Chinese Suicide Dictionary, 

the Chinese Version of the Moral Foundations Dictionary, the Chinese Version of the Moral 

Motivation Dictionary and the Chinese Individualism/Collectivism Dictionary were some of 

the linguistic resources used in this study to extract lexical features (Xing, 2018). Afterward, 

depression prediction machine-learning models were created using these features. The results 

demonstrated a moderate correlation of 0.33 between the projected scores and the actual scores. 

Suicide has also grown in importance as a public health issue in modern culture. Surveys or 

patients' spontaneous expression of their feelings and experiences are typically used in 

traditional ways of diagnosing suicidal ideation, which is seen as insufficient, inactive, and 

untimely. Considering that people seem more open to expressing themselves on social media 

sites like Twitter and Reddit, researchers have chosen to study these platforms in an attempt to 

address this problem (Massell, 2022). For instance, to extract language elements associated 

with suicide, researchers employed three separate dictionaries: a data-driven dictionary, a 

Chinese suicide lexicon and the LIWC dictionary. As a result of the construction of depression 

prediction machine-learning models and weak classification models using these features, six 

different detection outcomes were obtained as a result. To get the final weighted findings, 

logistic regression was used. According to the evaluation of these models, the recommended 

detection strategy significantly outperformed the methods currently used for feature selection. 

Overall, the researchers created a more effective technique for diagnosing suicide based on 

linguistic characteristics (Huang et al., 2022). 

5. Performing Machine Learning Analysis with Linguistic Inquiry and Word Count 2015 

In recent years, there has been growing interest in the diagnosis of mental disorders utilizing 

LIWC and machine learning. With the benefit of the text analysis tool LIWC, linguistic 

characteristics connected to mental diseases can be extracted. Furthermore, machine learning 

algorithms can discover patterns and connections between these language traits and the 

existence of mental disorders, enabling the creation of prediction models (Tausczik, 2010). 

Thus, numerous studies have, so far, looked into the possibility of using LIWC and machine 

learning to identify mental disorders by analyzing social media data. Safa et al., (2022) used a 

method known as crowdsourcing to gather information from Twitter users who had been given 

a clinical depression diagnosis. The researchers looked at a range of behaviors, including 

language use and linguistic preferences. The statistical classifier that was created using this data 

can determine whether a person is at risk of developing depression and according to research, 
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social media can offer useful clues for spotting the onset of depression (Kelley, 2022). These 

warning signs include a decline in social interaction, a significant rise in unfavorable feelings 

and increasing anxiety about relationships and medications. (Chowdhury et al., 2021). 

Furthermore, the prediction of mental disorders has also been done using LIWC and machine 

learning. A context-aware transformer-based neural network was employed by Teferra and 

Rose (2023) to make predictions about Generalized Anxiety Disorder using impromptu speech 

transcripts. The results showed that this method outperformed the baseline logistic regression 

model that was based on LIWC. These findings demonstrate the potential of LIWC and machine 

learning in predicting and detecting various mental disorders. Furthermore, research has utilized 

machine learning techniques along with LIWC to estimate individuals' tendencies to seek online 

psychological assistance during the Covid-19 outbreak. These studies highlight the potential of 

LIWC and machine learning in predicting mental health-related behaviors and monitoring 

mental disorder (Liu et al., 2022; Enevoldsen et al., 2022). Vize et al. (2018) made predictions 

about the writing style of narcissists, expecting them to use disagreeable language in an 

extraverted, open-minded and masculine way. However, their data only supported the 

hypothesis that narcissists use open-minded language while the other predictions did not hold 

(Grijalva et al., 2015). The researchers also aimed to assess whether the LIWC could effectively 

detect narcissism. However, their results indicated that the LIWC profiles did not demonstrate 

proficiency in capturing narcissistic traits. This implies that psychologists who are interested in 

using language to understand and analyze narcissistic personality traits will need to employ 

Machine learning techniques, like the Cutler-Kulis model to achieve their goals. This may also 

apply to the broader literature on language and personality. As a future direction, Cutler et al. 

(2021) suggest that including the potential of machine learning in LIWC models will be an even 

more powerful tool for building a wider vocabulary task. 

LIWC can address this issue by utilizing a pre-determined dictionary created by humans instead 

of relying on a machine-learning model. This dictionary allows text to be converted into a 

condensed and meaningful vector representation. However, due to the knowledge limitations 

of the dictionary editors, certain words that could provide valuable information may be 

overlooked. This becomes more prominent when analyzing informal languages, such as 

dialects, slang, or cyber language. Using machine learning techniques to identify effective 

solutions for mental health issues among social media users can address the issue faced by 

LIWC, which is the exclusion of potentially valuable words in informal language (Islam et al., 

2018). When considering all these efforts, it is argued that this mechanism should be improved 
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through the advancing technology.  The table below compiles papers on mental disorder 

diagnosis by integrating LIWC and machine learning algorithms. This table may shed light on 

future studies. 

Table 1 

Integrated studies of LIWC and Machine Learning on Mental Disorder Diagnosis 

 

Author Year Title Design Result 

Cheng et al. 2017 Assessing Suicide Risk and 

Emotional Distress in Chinese 

Social Media: A Text Mining and 

Machine Learning Study 

Within-group 

Design 

This conjunction proves 

to be beneficial in 

analyzing linguistic 

indicators of suicide risk 

and emotional distress in 

Chinese social media. It is 

capable of pinpointing 

distinct characteristics 

that deviate from what 

has been previously 

observed in the English 

literature. 

Gaston et al. 2018 Authorship Attribution via 

Evolutionary Hybridization of 

Sentiment Analysis, LIWC, and 

Topic Modeling Features 

Within-group 

design 

The integration of the 

techniques discussed in 

this research significantly 

enhances the 

effectiveness of 

Authorship Attribution 

systems. Upon the 

selection of relevant 

features, the fusion of 

these feature sets outlined 

in this study achieves a 

perfect accuracy rate of 

100% in correctly 

identifying authors. 
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Islam et al. 2018 Depression detection from social 

network data using machine 

learning techniques 

Within-group 

Design 

The author suggested that 

utilizing machine 

learning techniques, 

specifically Support 

Vector Machine and 

LIWC, can be a useful 

and easily implementable 

approach. The outcomes 

of these classifiers 

generally range from 60% 

to 80%. 

Fatima et al. 2019 Prediction of postpartum 

depression using machine 

learning techniques from social 

media text 

 

Within-group 

Design 

The study found that the 

techniques used have a 

high ability to predict 

PPD content. The 

multilayer perception 

achieved 91.7% accuracy 

for identifying depressive 

content and up to 86.9% 

accuracy for predicting 

PPD content in holdout 

validation, outperforming 

support vector machines 

and logistic regression. 

Marengo et 

al. 

2019 Exploring the association 

between problem drinking and 

language use on Facebook in 

young adults 

Within-group 

Design 

The predictive 

capabilities of LIWC and 

LDA features were tested 

and compared in relation 

to users' risk of problem 

drinking scores. The 

study found that LDA 

features outperformed 

LIWC features in terms of 
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their ability to predict 

problem drinking levels. 

Glauser et 

al. 

2020 Identifying epilepsy psychiatric 

comorbidities with machine 

learning 

Within-group 

design 

Research indicates that 

the use of larger datasets 

may improve the 

identification of anxiety 

and bipolar disorders. 

Using machine-learning 

to analyze spoken 

language could be a good 

screening option when 

traditional methods aren't 

feasible. 

Pestian et al. 2020 A Machine Learning Approach 

to Identifying Changes in 

Suicidal Language 

 

Between-

group Design 

This method investigates 

the consistency of 

suicidal language by 

utilizing advanced 

computational 

techniques. The findings 

indicate that a patient's 

language remains 

relatively similar 30 days 

after initial recording, 

whereas their responses 

to common assessment 

tools may vary. This can 

be valuable in the 

development of strategies 

that identify a subject's 

characteristics based on 

data analysis. 
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Bae et al. 2021 Schizophrenia Detection Using 

Machine Learning Approach 

from Social Media Content 

 

Within-group 

design 

This research indicates 

that by utilizing machine 

learning techniques in 

conjunction with natural 

language processing, it is 

possible to comprehend 

the linguistic traits of 

schizophrenia and 

identify individuals who 

have schizophrenia or 

might be prone to it 

through their social media 

posts. 

Cutler et al. 2021 Inferring Grandiose Narcissism 

from Text: LIWC Versus 

Machine Learning 

Between-

group Design 

Results suggests that the 

machine learning model 

successfully retained 

personality-related 

details, whereas LIWC 

did not. As a result, it 

implies that caution 

should be exercised in 

social-personality studies 

that solely rely on LIWC. 

Weintraub 

et al. 

2021 Using machine learning 

analyses of speech to classify 

levels of expressed emotion in 

parents of youth with mood 

disorders 

Between-

group design 

Using machine learning 

to analyze speech features 

has demonstrated 

potential as an effective 

way to classify parents as 

either having high or low 

expressed emotions (EE), 

displaying promising 

results. 
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Taawab 2022 Detecting Self-Esteem Level and 

Depressive Indication Due to 

Different Parenting Style Using 

Supervised Learning Techniques 

 

Within-group 

Design 

The LR algorithm, using 

the count-vectorizer and 

LIWC, has outperformed 

the other two algorithms 

in terms of scores. For 

both the depression 

indication and self-

esteem datasets, the LR 

algorithm achieved an 

accuracy and recall score 

of 83.00 and 76.80, 

respectively. Compared 

to the GBC and SVM 

classifiers, the LR 

algorithm showed 

superior performance 

when utilizing LIWC. 

Pan et al. 2023 

Linguistic Analysis for 

Identifying Depression and 

Subsequent Suicidal Ideation 

on Weibo: Machine Learning 

Approaches 

 

Between-

group design 

Research findings 

indicate that the 

identification of anxiety 

and bipolar disorders 

could be improved by 

utilizing larger sets of 

data. Machine-learning 

analysis of spoken 

language shows promise 

as a viable screening 

option, particularly in 

cases where traditional 

methods are impractical.  

Bartal et al.  2023 Identifying women with post-

delivery posttraumatic stress 

disorder using natural 

Within-group 

Design 

Results indicates that 

birth stories have 

potential value in 
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language processing of 

personal childbirth narratives 

developing affordable 

and non-invasive 

methods for detecting 

maternal mental health 

issues. Further 

investigation utilizing 

machine learning and 

LIWC techniques to 

anticipate initial 

indications of maternal 

psychiatric disorders is 

justified. 

Lyu et al.  2023 Detecting depression of Chinese 

microblog users via text analysis: 

Combining Linguistic Inquiry 

Word Count (LIWC) with culture 

and suicide related lexicons 

 

Within-group 

Design 

The findings indicated 

that every dictionary 

played a role in making 

accurate predictions. The 

linear regression model 

performed the best with a 

Pearson correlation 

coefficient of 0.33 

between predicted and 

self-reported values, an 

R-squared value of 0.10, 

and a split-half reliability 

of 0.75. 
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Zhang et al. 2023 Detecting Narcissism From 

Older Adults’ Daily Language 

Use: A Machine Learning 

Approach 

Within-group 

Design 

The findings 

demonstrated that the 

random forest classifier 

model attained a 

classification accuracy 

suggesting a satisfactory 

level of performance in 

classifying. By utilizing 

the random forest 

classifier, the significance 

of individual linguistic 

features in distinguishing 

between high and low 

narcissism was measured.  

 

When reviewing the findings summarized in Table 1, it has been observed that integrating 

machine learning techniques with the LIWC structure leads to more accurate results in 

diagnosing mental disorders (Gaston et al., 2018; Islam et al., 2018; Bae, Shim, and Lee, 2021). 

According to some research, the limitation of the lexicon in text analysis techniques constitutes 

a prominent issue (Cutler et al. 2021). In the context of this problem, it has been shown that 

open-dictionary application with the help of machine learning techniques increases the 

reliability rate of diagnosis (Pestian et al., 2020). The studies in Table 1 show the distinction 

between LIWC and machine learning integrated studies in mental disorder diagnosis within-

subject design as well as between-subject design. These studies also reveal that there was an 

excess of data that could be analyzed due to the increase in people's use of social media due to 

the Covid-19 effect (Lyu et al., 2023). The idea of obtaining a larger dictionary in order to draw 

meaningful conclusions from this abundance of data became widespread during this period 

(Bartal et al., 2023). In particular, machine learning algorithms such as the LR algorithm 

outperformed the other two algorithms in terms of scores when used with LIWC. For both the 

depression indicator and self-esteem datasets, the LR algorithm achieved an accuracy and recall 

score of 83.00 and 76.80 respectively (Taawab, 2022). According to the existing studies on the 

subject, elements affecting I, we, social, family, good and negative emotions, sadness, health, 

work, achieve, money and death significantly distinguished (Fatima et al., 2019; Lyu et al., 
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2023) between those with depression and the control group with these variables accounting for 

64% of the difference (Pan et al., 2023). In addition, LIWC is insufficient to diagnose complex 

disorders such as schizophrenia alone because the program has a human-made dictionary and 

it is not wide enough (Zhang et al., 2023). Bae, Shim, and Lee (2021) suggests that machine 

learning approaches combined with natural language processing could help understand the 

linguistic characteristics of schizophrenia and identify individuals with schizophrenia or 

otherwise at-risk individuals using social media texts. According to Table 1, this problem is 

caused by the fact that the machine learning model successfully preserves personality-related 

details, while LIWC cannot preserve these details (Cutler et al., 2020). 

To sum up, machine learning algorithms and LIWC principles need to work in collaboration to 

reduce the margin of error in research. This way, the already abundant data can be processed 

quickly and reliably (Marengo et al., 2019). According to the articles in Table 1, there is a mass 

of data both due to the recent increase in the use of social media and because people express 

themselves in a more unfiltered manner on social media accounts. Thus, this field is very 

promising for further study and development (Islam et al., 2018). 

6. Discussion 

Text analysis is an effective method to detect behaviors. Moreover, they are particularly 

relevant to identify mental disorders. Recently, with the development of technology and the 

increasing use of social media, especially during the Covid-19 pandemic, researchers have 

recognized the necessity to improve text analysis systems and to integrate LIWC and machine 

learning techniques. This article has examined the studies conducted in this framework with 

particular attention to the trends and results of conjoining ML algorithms and LIWC, which are 

used by various researchers to address mental disorder detection. Indeed, dealing with the 

mental disorder detection, the conjunction of machine learning and LIWC seems to be an 

effective endeavor. Therefore, it is important to survey the integration of primary machine 

learning and LIWC models used in mental disorder detection. 

Identifying mental disorders through text analysis involves several crucial elements. One 

fundamental aspect is the utilization of open-vocabulary methods which enable a detailed 

examination of language exceeding conventional analyses based on predefined word categories 

(Eichstaedt et al., 2021). This approach facilitates the recognition of relationships and trends in 

language that might not be captured by pre-established word categories. Another crucial aspect 

is the examination of extensive text datasets. According to research, it is important to analyze 
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vast amounts of text like those in social media communications to find language variances 

linked to mental problems. Furthermore, it is critical to identify particular linguistic traits 

connected to mental disorders. For instance, specific words or phrases may signal signs of 

mental instability or despair (Liu et al., 2022). Researchers can create algorithms or models that 

automatically recognize and classify mental disorders in text data by analyzing such language 

markers.  In addition, it is crucial to take the usage of the language into account. Text analysis 

should consider the specific mental health issues being targeted as well as the nuances and 

intricacies of the language. Understanding such details might improve the precision of detection 

and classification. Different mental disorders may be associated with unique linguistic patterns. 

For instance, researchers have advanced our understanding of narcissistic personality traits by 

employing machine learning approaches. The Cutler-Kulis model has demonstrated potential 

in accurately predicting narcissistic levels. One intriguing discovery of this model is that in line 

with the expectations, narcissists tend to have a language profile that is both agreeable and 

open-minded. It would be beneficial to move away from simple word-counting methodologies 

towards more sophisticated machine-learning language models to acquire a greater knowledge 

of how narcissistic people use language. (Cutler et al., 2021). For making predictions about the 

future, the combination of LIWC and machine learning offers a number of advantages, too. 

Firstly, using data-intensive machine learning methods like LIWC allows making decisions 

based on facts in a variety of industries, including marketing, manufacturing, healthcare and 

education. Machine learning algorithms are highly useful for determining future outcomes since 

they automatically enhance their performance through experience (Jordan and Mitchell, 2015). 

More accurate and reliable predictions can be made by combining LIWC, which provides 

linguistic and psychological insights with machine learning techniques. Compared to 

conventional methods like LIWC, machine learning models have outperformed them in a 

number of prediction tasks. Lee et al. (2019), evaluated the benefits and predictive power of 

LIWC, machine learning and human evaluations in predicting relationship intentions in online 

dating profiles. The results showed that machine learning models surpassed LIWC in terms of 

accuracy and performed comparably to human evaluations. Similarly, Cutler et al. (2021) 

indicated that machine learning algorithms outperformed LIWC in predicting personality traits, 

age and gender from text. These results clearly demonstrate the benefits of using machine 

learning for prediction tasks. In addition, compared to lexicon-based techniques like LIWC, 

machine learning models offer more flexibility and adaptability. Lexicon-based techniques 

have drawn criticism for their inflexibility (Wang et al., 2022). However, machine learning 

algorithms are more flexible for making future predictions since they are able to acquire data 
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and adapt to various settings (Biggiogera et al., 2021). A further advantage of machine learning 

models over other deep learning methods is their ability to cope with nonlinear issues and 

reduce overfitting (Wang et al., 2022). A more complex understanding of complicated 

phenomena is also made possible by the union of LIWC with machine learning. For instance, 

Sundararajan et al. (2022) explored variations in cognition and emotion across two groups with 

different religious beliefs by using machine-assisted analysis, including LIWC. Their findings 

have practically replicated the findings of manual coding and provided a more thorough picture 

of the diversity of emotion and cognition. This highlights the benefit of using machine learning 

to increase the scope and depth of investigation. In sum, the combination of LIWC and machine 

learning has various benefits for future forecasts, including the ability to make decisions based 

on evidence, increased accuracy in comparison to conventional approaches, flexibility to 

various circumstances, and the capacity to comprehend complicated phenomena. Researchers 

and practitioners can improve their prediction abilities and gain insightful data by combining 

the qualities of LIWC with machine learning. 
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