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Abstract

Experiment 910, performed at the Brookhaven National Laboratory Alternat

ing Gradient Synchrotron (BNL-AGS), is a fixed target proton-nucleus experi

ment. We analyze data for nominal beam momenta 12 GeV/c and 18 GeV/c

and targets Au, Cu, and Be. We characterize events with the number of projec

tile collisions. A new model is presented to relate the number of "grey tracks"

to the number of projectile collisions and compared to a previously established

model. The results of the models are similar, but the new model is shown to

better describe the data. We investigate antiproton production. In an attempt

to disentangle the production mechanisms and reabsorption of antiprotons within

the nucleus, yields of antiproton production are compared for different targets

and beam momenta. For the first time, antiproton multiplicities are investigated

as a function of the number of projectile collisions. Results show that the mean

antiproton multiplicities tend to decrease with increasing number of projectile

collisions. We compare results with cascade model predictions.
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Chapter 1

Introduction

1.1 Relativistic Heavy Ion Physics

A primary goal of relativistic heavy ion physics is to study the nuclear equation of

state. To achieve this, nuclear matter is probed under extreme conditions. It has

been predicted that at high temperature and high baryon density, nuclear matter

will undergo a phase transition to a phase in which quarks will be deconfined,

called the Quark Gluon Plasma (QGP) [1]. Even earlier, such phase transitions of

nuclear matter had been predicted to occur at high densities [2, 3]. Lattice QCD

calculations predict a temperature of 150-200 MeV for this phase transition to

occur [4, 5]. At a similar temperature, lattice QCD calculation have also predicted

chiral symmetry restoration resulting in very small light quark masses [6].

At the Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Lab-



oratory, beams of Au nuclei at 100 GeV/nucleon will soon be collided to find

evidence for the existence of the QGP. There are many proposed signatures of the

QGP, including enhanced antimatter production. In order to recognize a signature

of the QGP, we must first gain understanding of the physics processes that occur

in A + A collisions in the absence of the QGP. With multiple processes occuring

simultaneously, A + A collisions are not the simplest testing ground. Many of

the physics processes present in A + A collisions are also present in p + A col

lisions. This thesis explores the specific processes of antiproton production and

reabsorption in p -I- A collisions.

1.2 The Physics in p + A Collisions

The physics processes themselves can be studied in great detail in the p -I- A

environment, which is much less complicated than the A-I-A environment. When

dealing with only one projectile nucleon, one can study what happens to the

projectile and its energy as it traverses the nucleus. We are particulary interested

in the number of collisions that the projectile undergoes within the nucleus. The

mean number of projectile collisions, F, for a given impact parameter b can be

estimated with the Glauber geometry [7],

roo

V = CTaTAT
/oo

p{z,b)dz, (1.1)
■00



where p is the nuclear density and crjvat is the inelastic free nucleon-nucleon cross

section. The number of projectile collisions, i^, in a p + A collision is the best

characterization of the "centrality" of the event. Since this quantity cannot be

directly measured, we relate the number of grey particles, Ng, in an event to u.

"Grey tracks" is a term that stems from emulsion experiments and, for E910,

includes slow protons and slow deuterons. The definition of a grey track is more

specifically stated in Section 3.2. Grey tracks are emitted as a result of projectile

collisions, and therefore the number of grey tracks is correlated to the number of

projectile collisions. In an analysis presented in Chapter 4, we attempt to extract

u on an event by event basis. We can then use u to characterize events and present

other observables as a function of event "centrality." This definition of centrality,

as well as the relation between Ng and v, is further discussed in Chapter 4.

1.3 Antiprotons in Heavy Ion Physics

Antiproton production is currently a topic of great interest in relativistic heavy

ion physics. Enhanced antimatter production has been proposed as a signature of

the Quark Gluon Plasma [8]. When chiral symmetry is restored, the light quark

masses are expected to approach zero. The part of the quark mass present due to

QCD interactions is expected to vanish, leaving only the mass of the "free"-quark

(which is present due only to non-QCD interactions). This "free"-quark mass is



small for u, d, and s quarks and their antiquarks (~5, 10, 150 MeV respectively)

making it energetically more favorable for quark-antiquark creation. Thus, the

restoration of chiral symmetry would result in an abundance of antiquarks. Three

antiquarks can coalesce to form an antibaryon. In such a scenario, antiproton

production would be enhanced.

1.3.1 Antiproton Production

The production of antiprotons has been of interest for over 40 years. Antiproton

production was observed in proton-nucleus collisions at bombarding energies below

the production threshold of antiprotons [9, 10, 11]. Assuming the antiproton is

created in the first nucleon-nucleon collision (as in a "first collision model"), the

simplest reaction is

p + N—> p + N +p + p. (1.2)

To produce an antiproton in a collision between nucleons, the energy necessary

in the center of mass frame is or 3.75 GeV. This corresponds to a beam

momentum of approximately 6.5 GeV/c in the lab frame. One explanation for

production below the energy threshold given by Dorfan et. al. was that the Fermi

motion of the nucleons contributed to the energy necessary for production [11].

This mechanism could not, however, account for the increased production rates

observed in nucleus-nucleus collisions [12]. Subthreshold antiproton production in



A + A collisions was first measured at the Bevelac by Carroll et al [13] in 1989.

Shor, Perez-Mendez, and Ganezer [12] were able to fit subthreshold p production in

p+A collisions using a first collisions model which included the internal momentum

of nucleons. However, when extending this model %o AA collisions, they were

not able to fit experimental data. This suggests that there are collective effects

contributing to antiproton production in heavy ion collisions.

In the nuclear medium, the equation of motion for a particle is altered due to

the interaction with surrounding matter. This interaction is taken into account

by the particle self-energy [14]. The self-energy of a nucleon or an antinucleon

causes its mass to be reduced, thus lowering the production threshold. This effect

has been studied as a possible mechanism for subthreshold kaon production [15],

as well as subthreshold antiproton production [16, 17]. The nucleon self-energy

has a scalar part and a vector part. The vector part of the self-energy for the

antiproton changes its sign relative to the proton self-energy under G-parity trans

formation [18, 16, 17, 19]. This leads to an attractive potential for the antiproton,

thus lowering the energy of the proton-antiproton pair. This has also been studied

as a mechanism for subthreshold p production in the references noted above.

Another possible mechanism for antiproton production in heavy ion collisions

is a multi-step process. Since p + A and, especially, A +A collisions have multiple

individual hadron-hadron collisions, they provide more opportunity for antiproton

creation. This idea challenges the so-called "first collision models" which assume



that only first collisions (between projectile nucleons and target nucleons) can

provide enough energy for antiproton production near threshold. The validity

of this assumption can be disputed if one considers a mechanism for storing the

energy from a first collision to be used in a subsequent collision for creating an

antiproton. Transport models have proposed that at energies near the production

threshold, the dominant mechanism is an intermediate nucleon resonance state.

This large, heavy resonance serves as an energy reservoir making it kinematically

more favorable to produce a, p — p pair in a subsequent collision [20]. In a similar

argument, Koch and Dover study the importance of A resonances in p produc

tion using a hadrochemical model [21] which contains mostly nucleons, A (1232)

resonances, and pions.

1.3.2 Antiproton Reabsorption

Opposing antiproton production is the process of reabsorption. The overall yield

depends not only on the production mechanism but on the reabsorption as well.

The antiproton has a large annihilation cross section, making it difficult for an

antiproton to escape the baryon rich nucleus [22, 20]. Figure 1.1 shows the

parametrization of the pp cross section suggested by Koch and Dover [21]. The

parametrization is given by.

„pp — —
"ann — "O

S
+B

{s - S(,)2 + A^sn
(1.3)
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Figure 1.1: Paxametrization of pp annihilation cross section by Koch and Dover.



where Oq = 120 mb, so = 4m^, 4 = 50 MeV, and B = 0.6. These large annihila

tion cross sections could lead one to believe that the survival rate for antiprotons

in the nuclear medium is close to zero. Transport models, which contain these

cross sections, have also included a formation time for all particles coming out

of a string fragmentation. String fragmentation, which is a high mass flux tube

(or high mass baryon resonance state) that decays, is the dominant mechanism

for particle production at AGS energies in RQMD [23] and UrQMD [24]. These

models are described in detail in Chapter 6. Included in that chapter is a discus

sion of the formation time which reduces the rate of reabsorption, as well as an

additional time delay for annihilation that is implemented in only RQMD.

1.3.3 Antiproton Studies in Thesis

Neither production nor reabsorption occuring in the nuclear medium are fully

understood. Proton-nucleus collisions are, again, a clean environment for studying

and attempting to untangle these opposing processes. It is particularly interesting

to investigate antiproton yields as a function of the number of projectile collisions.

The goal of this thesis and a major goal for E910 is to study the production and

reabsorption of antiprotons by examining yields as a function of target size, beam

momentum, and centrality.

Chapter 2 describes the experimental apparatus. Data reduction is described in

detail in Chapter 3. Chapter 4 introduces our measure of centrality and outlines

8



our method of extracting this quantity. Chapter 5 presents antiproton results,

including yields as a function of target size, beam momentum, and centrality (as

defined in Chapter 4). A brief discussion of recent results from other experiments

is also included in Chapter 5. Chapter 6 describes the models which are used

to compare to the data. Chapter 7 make comparisons to these models. Finally,

Chapter 8 presents conclusions.



Chapter 2

The Experiment 910

2.1 General Experimental Apparatus

A schematic illustration of the experiment is shown in Fig. 2.1. The individual

detectors are described in the sections that follow.

2.2 Beamline

Experiment 910 was performed in the Al beam line at the AGS during the spring

and summer of 1996. There were six proportional wire chambers along the beam

line. These are discussed in greater detail in the next section. The beamline

also included three Cerenkov counters for rejecting pions in the beam. In addi

tion, there were two scintillating beam counters, Si and ST, used to define beam

triggers and two veto counters used to tune the beam and reject upstream interac-

10
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tions. There were two different interaction triggers used. For some of the data, an

interaction was determined by the number of hits in the scintillating fiber detector

placed directly downstream of the target. An event with 4 or more hits in the

fibers satisfied the minimum bias trigger, and an event with 20 or more hits in

the fibers satisfied the central interaction trigger. For other data, we used a bulls-

eye scintillator, placed downstream of the Cerenkov detector with an aperture of

11 X 12 mrad, for a minimum bias interaction trigger only. For these data, the

interaction trigger was defined as

Si A ST A Vi A V2 A Ci A C2 A C3 A PRE A BE. (2-1)

2.3 Beam Chambers

There are six beamline chambers, Al to A6. The four most upstream chambers,

A1 to A4, are used to determine the momentum of the beam. They consist of two

half-cell staggered wire planes, with a pitch of 1/16 in, that give information about

the horizontal position of the beam. Al and A2 are located upstream of a series

of six dipole magnets and a bend in the beamline. The bend is 7.02428°, and the

integrated / Bdl is approximately 7.3 T-m for our nominal beam momentum of

18 GeV/c. A3 and A4 are located downstream of the six dipole magnets. Together,

Al through A4, give a bend-plane measurement necessary for the momentum

12



reconstruction. The reconstructed momentum is used for diagnostic comparisons

to the beam momentum measured in the TPC.

The other two chambers, A5 and A6, which are located just upstream of the

target, are used to project the beam to the target plane. A5 and A6 have four

planes each. Two planes measure the horizontal position of the beam and two

measure the vertical position. The projected beam position at the target plane is

used as an initial value in the algorithm for finding the primary vertex.

Table 2.1 lists the characteristics of the beamline chambers. The efficiency for

A1 to A4 is defined as the percentage of events for which there was a hit in at least

one of the two planes. For A5 and A6, the efficiency is the percentage of events

for which there was a hit in at least one of the two planes in a pair (horizontal or

vertical).

2.3.1 Calculating Beam Momentum Using A1-A4

The beam momentum is reconstructed using the measured beam defiection and

the integrated effective dipole field strength. Since all four positions are required

for the calculation, the momentum reconstruction efficiency is typically only 10%.

The momentum resolution is approximately 2%. Figure 2.2 shows the distribution

of the reconstructed momentum compared to the beam momentum recontructed

in the time projection chamber (TPC). The reconstructed beam momentum is

used as an initial seed for tracking beam tracks in the TPC. Since the momentum

13
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Figure 2.2: Reconstructed momentum using beamline chambers vs. TPC.
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Table 2.1: Chaxacteristics of the chambers along the beamline.

Chamber No. of wires Position Typical
per plane along beamline [m] efficiency [%]

A1 128 7.13 a 50

A2 128 1.25 a 85

A3 96 1.19 b 55

A4 96 24.35 b 45

A5 (horizontal) 64 10.36 c 90

A5 (vertical) 128 10.36 c 93

A6 (horizontal) 64 4.34 c 93

A6 (vertical) 96 4.34 c 96

a) position is relative to and upstream of the middle of first of the six dipole magnets.
b) position is relative to and downstream of the middle of the last the six dipole magnets.
c) position is relative to and upstream of the target plane.

reconstruction in the chambers is only 10% efficient, the reconstructed beam mo

mentum is averaged over each run and stored. If the momentum is not available

for a particular event, the run-averaged momentum is used.

2.3.2 Projecting Beam to Target Plane

The horizontal and vertical positions of the beam at A5 and A6 are used to

project the beam to the target. Both vertical and horizontal positions at both

chambers are required for vertex pointing, leading to an efiiciency of 90% for this

calculation. The horizontal width of the beamspot is approximately 2 cm, and the

vertical width is 1.5 cm. Figure 2.3 shows a distribution of the projected vertex

position at the target vs. the position reconstructed in the TPC. Similar to the
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reconstructed beam momentum, the projected vertex position is used as an initial

seed for tracking beam tracks in the TPC. Again, if the projected vertex position

is not available for a particular event, the run-averaged position is used.

2.4 TPC

The time projection chamber (EOS TPC [25]) has an active drift volume of

96 X 75 X 154 cm^ with a total of 15360 cathode pads (120 x 128). The TPC

is situated in the center of the MPS magnet allowing for 3-dimensional tracking.

The MPS magnet is a large C-shaped dipole magnet with a nominal central field of

0.5 T. The momentum resolution in the TPC for the "Minipass" (see Section 3.1)

analysis was calculated to be 6p/p = 0.002 -I- 0.005p (GeV/c). The TPC operated

at atmospheric pressure with PIO gas (90% Ar and 10% CH4). The vertical elec

tric field was 120 V/cm resulting in a drift velocity of approximately 5 cm//xs. A

typical event in the TPC is shown in Fig. 2.4.

2.5 TOF

The Time-of-Flight wall is located approximately 8 m downstream of the target.

It has 32 slats with photomultiplier readout at the top and bottom of the slats, for

a total of 64 channels. Each slat has a scintillator that is 70 1/8" long, 6" wide,

and 1 7/8" thick and two light guides (one on each end). There is photomultiplier
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readout at the top and bottom of each slat. The active area of the TOP wall is

approximately 5 x 2 m^.

2.5.1 TOP calibration

The TOP wall is the primary detector used for antiproton identification. Thus,

the calibration of this detector has particular relevance to this analysis. There are

five calibration constants to be determined for each slat: three gain factors, a time

offset, and a slew constant. The gain factor for Si, the scintillator immediately

upstream of the target, is assumed to be constant throughout the E910 run and

has a value of 25 ps/ch. The remaining four constants are fit simultaneously for

protons and pions using a least-square minimization. This method is employed

on approximately five full-sized runs at a time (which is approximately equivalent

to 50-100K events). This much data is necessary to have enough hits on each

slat in order to obtain a reliable fit. After one pass through the data using this

method, the total E910 data set is divided into three run periods. The end of

a run period reflects a point in the E910 run where conditions affecting TOP

calibrations changed significantly. Each of the two gain factors (top and bottom

readout) for each TOP slat is averaged over a run period. These gain factors are

then fixed for a second pass on the data using the least-squared minimization,

this time fitting only the time offset and slew constant. These two remaining

calibration constants are allowed to vary simultaneously in the fit and determined
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for each pair of 8 mm data tapes (approximately 5 full-sized runs).

2.5.2 TOF resolution

The resulting TOF resolution varies with momentum. Since the resolution is most

critical in a region of momentum where the flight times of different particle species

start to overlap, Fig. 2.5 shows the resolution for pions with 1.5 < p < 2.0 GeV/c.

The x-axis is the measured time-of-fiight minus the expected time-of-flight assum

ing a pion mass. The small bump on the positive side of the peak represents the

kaons and the large bump farther on the positive side represents the protons. The

TOF resolution for pions in this momentum region is 160 ps. Figure 2.6 demon

strates the proton time-of-flight resolution for 3.0 < p < 3.5 GeV/c is 164 ps. The

peak on the negative side of the proton peak represents both pions and kaons.

2.6 CKOV

The E910 CKOV is a highly segmented gas threshold Cerenkov counter. It is

located 4.8 m downstream of the target. It has 96 primary mirrors, half of which

are in the upper panel and half in the lower panel. The 2 panels are ±60° from

the x-z plane. Each primary mirror focuses light on a phototube in the opposite

panel. The CKOV ran with Freon-114 gas. The approximate threshold momenta

for different particle species is shown in Table 2.2.
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Table 2.2: Momentum thresholds for CKOV.

Particle e TT K P

Threshold (GeV/c) 0.009 1.9 2.5 9.0 17.1

2.7 Drift Chambers

There are five drift chambers, DCOl to DC05. DCOl, DC02, and DC03 are within

the MPS magnet directly downstream of the TPC. The remaining two chambers,

DC04 and DC05 are on a stand located downstream of the TOP wall.

Each chamber contains 7 anode planes and 8 cathode planes (alternating).

There are two X planes and one X' plane for measuring the horizontal coordinate

of a track and one Y and one Y' plane for measuring the vertical coordinate. The

X' and Y' planes are staggered with respect to X and Y by half of a cell. The

cell width, the distance between anode wires, is 6.35 mm or 1/4 in. There is a

field wire between each pair of anode wires operating at about 1.8 kV. There is a

U plane, oriented at 30° to Y, and a V plane, oriented at —30° to Y. The active

area is 173 x 100 cm^. Each chamber has a total of 1677 anode wires. The anode

wires are 25 /xm diameter Au-plated W. The cathode wires and field wires are

75 fim stainless steel. The cathode planes are operated at about 2.3 kV. The gas

in the chambers is a mixture of 75% Ar, 12% Isobutane, and 13% Methylal.
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Chapter 3

Data Reduction

3.1 Analysis Passes

An initial pass, the "Minipass," was performed on a fraction of the data. This

pass included full tracking and particle identification in the TPC, as well as some

preliminary (uncalibrated) particle identification information from the TOF and

CKOV. Since slow protons and deuterons can be identified solely by their ion-

ization energy loss in the TPC, the grey particle analysis was done entirely on

the output of the Minipass. The next pass on the entire data set was the cal

ibration pass, "PassO." To minimize CPU time spent on this pass, only beam

particles were tracked. Calibration constants for most detectors were obtained

from PassO. The TOF and CKOV detectors required tracking of all particles for

full calibration. "Passl" is an analysis pass in which full tracking and particle
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identification was performed on all of the data. Calibration constants for CKOV

and TOF were obtained from the output of Passl. The modules producing TOP

and CKOV information were then run on the data again with all of the calibra

tion constants. The antiproton analysis was done using Passl output. One last

analysis pass, "Pass2," will be performed on the data. The primary goals of this

pass are to compile all of the particle identification information to obtain a global

particle identification and to produce data summary tables of the data for future

analyses.

The two beam momenta used for this thesis analysis are nominally 18 GeV/c

and 12 GeV/c. The actual average reconstructed beam momenta are 17.5 GeV/c

and 12.3 GeV/c respectively. Although the data in this thesis will be presented

referring to the nominal beam momenta, 18 and 12, for simplicity, the reader

should be aware that the actual beam momenta are 17.5 and 12.3 GeV/c.

The remainder of the data reduction chapter is divided into two sections. The

first describes the data reduction resulting in the final Ng multiplicity distribu

tions. These distributions are used in Chapter 4 in an analysis to determine a

relationship between the number of grey particles in an event and the mean num

ber of projectile collisions for such an event. The second section describes the

data reduction resulting in the final antiproton yields.
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3.2 Grey Particle Distributions

The grey particle analysis was performed on the 18 GeV/c data taken with our

most minimum bias trigger, the bullseye trigger. Since the scintillating fiber had

to be placed between the target and the front of the TPC, the scintillating fiber

trigger data has a slightly smaller geometric acceptance than the data taken with

the bullseye trigger. The minimum bias, especially on the Ng = 0 events, from

the bullseye trigger combined with the larger acceptance was the reason for using

this data set to do the grey particle analysis. This is a small fraction of our total

data set, but sufficient for this analysis due to the large number of grey particles.

To remove elastic events and events with only a beam particle from our data

sample, we accept only events which contain two or more charged particles origi

nating from the event vertex or a single charged particle with transverse momen

tum greater than 0.06 GeV/c and longitudinal momentum less than 12 GeV/c.

We further require that the reconstructed vertex be within the target's x-y bound

ary, and have a z-position within 2.6 cm of the centroid for the Au and Cu targets,

and 1.75 cm for the Be target. The number of events that remain after applying

these cuts are given in Table 3.1.

Protons and deuterons are identified by their measured ionization energy loss in

the TPC. Protons are required to be within 2.25 standard deviations of the mean

proton dE/dx and farther than 1.5 cr from the mean pion dE/dx. The proton band
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Table 3.1: Event statistics and forward angle cuts for all targets. Cuts for deuterons
are in parentheses.

Target Events Forward cuts protons deuterons

Au 35520 0.98 (0.97) 56881 10622

Gu 49331 0.98 (0.96) 45784 6224

Be 100609 0.94 (0.94) 30622 3366

is separated from the pion band up to a momentum of 1.2 GeV/c. Deuterons are

required to be within 2.25 a of the deuteron dE/dx band and farther than 2.25 cr

from the proton and pion bands. The electron/positron band intersects both the

proton band and the deuteron band. Figure 3.1 shows the dE/dx distribution as

a function of momentum with the lines showing the particle identification cuts for

protons and deuterons.

To reject positrons which come from photon conversions in the target, we form

a pair for each positive track that is within the positron dE/dx band using the neg

ative track in the electron band which makes the smallest relative transverse mo

mentum. If the relative transverse momentum, q-r = ̂  2.0(pi x p^)/ \p{+P2 \ P),

is less than 0.037 GeV/c, the positive track is removed from the analysis. Apply

ing this pairing algorithm to tracks within a momentum region where the elec

tron/positron band does not intersect with any band of another particle species

gave an efficiency of identifying positrons of 30% for Gu and Au and 10% for

Be. The contamination can be clearly seen in the p — cos 6 distribution in the
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momentum region where the bands cross. For protons, the bands start to cross

at approximately 0.7 GeV/c, and for deuterons, 1.3 GeV/c. In cos0, the con

tamination is predominantly confined to the most forward angles. The majority

of positrons are from 7r° decays. These are more forward peaked than the grey

particle distribution. Therefore, we further apply cuts in the most forward re

gion to reject positrons. The maximum allowed values of cos(0) are shown in

Table 3.1. After these cuts, the remaining positron contamination was estimated

to be approximately 5% in the Ng sample for Au and Cu and 12% for Be.

The acceptance is calculated for both protons and deuterons by analyzing sim

ulated single tracks using the E910 analysis program. The momentum and angle

are generated according to a sampling from raw data distributions. In the E910

analysis program, tracks and momenta are reconstructed. With the calculated ac

ceptance (and tracking efficiency), the p — cos 0 distributions for both protons and

deuterons are corrected. With the corrected distributions as input to the E910

analysis program, a second iteration of the acceptance calculation is performed.

Acceptance corrected distributions for protons in momentum and angle are given

in Fig. 3.2, shown only where the acceptance is greater than 10%. The angular

distributions for all targets are nearly isotropic in the lowest bin, becoming pro

gressively more forward peaked at higher momenta. The momentum distributions

peak near 0.4 GeV/c for Au, and higher for the lighter targets. The projections

in momentum for protons are shown in Fig. 3.3, and the projections in angle are
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Figure 3.3: Acceptance corrected, event-normalized momentum distributions for pro
tons. Solid circles for Au, open squares for Cu, and open triangles for Be target.
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shown in Fig. 3.4. The momentum distributions for protons peak between 400

and 500 MeV/c. The peak is more pronounced for larger target size. The peak

naturally falls at the limit of our particle identification capability. The angular

distributions show the natural forward peaking of slow protons. For deuterons,

the projections in momentum and angle are shown in Fig. 3.5 and 3.6. The mo

mentum distributions for deuterons are peaked at a slightly lower momentum

(between 300 and 400 MeV/c) than the proton momentum distributions. The

deuteron momentum corresponds to an even lower proton momentum because a

deuteron is formed by the coalescence of a proton and a neutron, each contributing

to the deuteron momentum. The fraction of deuterons that are from the evapo

ration of the nucleus is larger than the fraction of protons that are evaporative

protons. This can also be seen in the angular distributions. The deuterons are

less forward peaked than the proton angular distributions.

Based on these distributions, we use a range of 0.25 <p < 1.2 GeV/c for pro

tons, and 0.5 < p < 2.4 GeV/c for deuterons to define grey particles. The upper

cuts are the limits of particle identification, 1.2 Gev/c for protons and 2.4 GeV/c

for deuterons (see Fig. 3.1). The purpose of the lower momentum cut is to reject

the evaporative protons/fragments. The value of the cut is consistent with the

lower momentum cut for grey particles in the literature. It was chosen based on

previous measurements of proton fragmentation spectra by the EOS collaboration

for 1.2 GeV-A Au + C collisions [26] and by a KEK group for 4 GeV/c p + Pb
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collisions [27], and of spectra of fragments with Z > 3 for 1-19 GeV/c p Xe

collisions [28].

With this definition of a grey particle, Figs. 3.7 and 3.8 show the corrected

momentum and angular distributions for different values of Ng for the Au target.

The distributions do not shift toward larger angles and thus out of the TPC

acceptance for large Ng. Such an effect would bias our determination of u.

The distributions are corrected for target out contribution by subtracting

the beam-normalized Ng distributions obtained from runs with an empty target

holder. The normalization is done with the ratio of number of livebeam events

with target in to the number of livebeam events with target out. The corrected

distribution, dn/dNg, is calculated with

^ dn \ _ 1 /dWN

corrected XtargetJN / target IN
{Nlivebearr^targetlN 1 | dN \
{Xiiyebeam)target OUT ̂target IN \ ̂̂ g ) target OUT

where NtargetiN is the number of events passing the event cuts with the target in

place.

Finally, we correct for the contribution from secondary interactions in the

target (interactions of the projectile with a second nucleus). The correction is
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performed iteratively, according to Eq. 3.2,

Pn+l{Ng) = e-0 Pn{Ng) Y. Pn{i)Pmeasured{Ng - i), (3.2)
^0 i=o

where Xq is the p-A interaction length and x is the interaction thickness of the

target. Convergence is rapid and only a few iterations are required. Corrections

for tertiary interactions have been calculated and found to be negligible. The final

distributions of slow protons and slow deuterons for all three targets are shown in

Fig. 3.9.

3.3 Antiproton Analysis

3.3.1 Reduction of Scintillating Fiber Trigger Data

The antiproton analysis includes all suflBciently large data sets for which the scintil

lating fiber was used as the trigger. Large statistics are needed to do the analysis,

and the majority of the data was taken with this trigger. The particular data sets

that are sufficiently large for this analysis are the 18 GeV/c p + Au data and the

12 GeVfc p + Au, p + Cu, and p + Be data.

The scintillating fiber detector was placed directly downstream of the target.

To reject interactions with the fibers rather than the target, there is a cut on

the z-position of the primary vertex. Figure 3.10 shows the distribution of the

z-position of the primary vertex. The large peak to the left of the line, which
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indicates the position of the cut for the 18 GeV/c beam momentum data, is

at the z-position of the target. The peak to the right of the line is at the z-

position of the scintillating fiber. To reject events with only the beam particle

and elastic events, an event must have at least 2 charged particles or 1 charged

particle with momentum less than 14.5 GeV/c (10.0 GeV/c for the 12 GeV/c

beam momentum data) and transverse momentum greater than 90 MeV/c. For

track quality, we require at least 10 hits in the time projection chamber (TPC)

and that the track originated from the event vertex. To reduce background, we

further require that the ionization energy loss is within 3 standard deviations of

the proton dE/dx. In the relativistic rise region, the measured dE/dx must be

greater than 1.5 standard deviations from the pion dE/dx. We also require that

the CKOV did not fire. Quality cuts on the hits in the time-of-fiight wall (TOF)

include a cut on the difference in horizontal position between a swum track and

the center of a hit TOF slat and a cut on the energy deposited in the TOF slat.

A hit must be within 10 cm of the swum position of a track at the TOF wall. The

energy deposited in the TOF slat must be greater than 0.7 times the gain peak

and less than 1.7 times the gain peak.

All tracks are matched to the TOF wall with an 80% efficiency. To improve

this efficiency, we imposed a cut on the number of hits in the drift chambers.

Tracks with at least 5 hits in the drift chambers are accepted in the analysis. This

cut increases the matching efficiency to 90±5%. The resulting matching efficiency
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calculated for all negative tracks originating from the primary vertex is shown in

Fig. 3.11.

3.3.2 Identifying Antiprotons Using TOF

Antiprotons are identified using their time of flight. Figure 3.12 shows the mo

mentum dependence of the difference between a track's measured time of flight

and its expected time of flight assuming the particle is a proton. The particle

bands are well separated up to 3.5 GeV/c. Momentum dependent cuts on the

number of standard deviations of the measured time of flight from the expected

time of flight of a proton are applied. Figure 3.13 shows the measured time of

flight minus the expected time of flight for 0.5 GeV/c slices of momentum. The

particle identification cuts are indicated with solid lines. Based on fits to these

distributions, the background is estimated to be approximately 3-4%. The back

ground counts versus signal counts within TOF particle identification cuts are

given in Table 3.2 for each momentum slice.

3.3.3 Corrections to Data

The first correction applied to the data is the trigger efficiency correction. There

were two trigger conditions for the scintillating fiber trigger, one for interactions

and one for central interactions. These are described in Section 2.2. Each trigger

condition has an efficiency dependent on the number of charged particles, Ncharged,
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Table 3.2: Estimated background and p signal for each momentum slice based on fits
shown in Fig. 3.13 (for 18 GeV/c p + Au data set).

Momentum slice Signal counts Background counts
0.5 < p < 1.0 GeV/c 9 0

1.0 < p < 1.5 GeV/c 22 0

1.5 < p < 2.0 GeV/c 74 5.4

2.0 < p < 2.5 GeV/c 91 5.8

2.5 < p < 3.0 GeV/c 81 0

3.0 < p < 3.5 GeV/c 55 1

and the number of grey particles, in an event. The efficiency is calculated as

a function of these two quantities using beam triggers. The data is corrected

with the calculated eflSciency based on the number of grey particles and the total

number of charged particles in each event. The correction is most significant for

events with A'p = 0,1,2 for interaction triggers and up to somewhat larger values

of Ng for central triggers. For central triggers, the efficiency is so low for Ng = Q

events, that we do not include such events. Furthermore, central trigger events

with Ng = 1,2 m bins of Ncharged where the efficiency is less than 30% are also

not included. The trigger eflSciency is simply set to zero in these bins. After

correction, the data must be weighted according to the scaledown of interaction

triggers relative to central triggers. The scaledown factor was two, therefore the

interaction trigger events are added to the central trigger events with a weight of

two.

The acceptance for antiprotons is calculated with single track antiproton events
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generated through the E910 analysis program. The antiproton rapidity and trans

verse momentum are initialized by sampling from the uncorrected antiproton

y — Pt data distribution. Hits are simulated and tracks and momenta are recon

structed. Times of flight are simulated as well. The data are acceptance corrected

within our y — pr coverage, which is shown in Fig. 3.14. In the y = 1.0 — 1.2 bin,

the acceptance is slightly less than 10%, but there is still sufficient acceptance.

Figure 3.15 shows the acceptance only in the region ofy—pr where the acceptance

is at least 8%, with the exception of the bin 1.8 < y < 2.0, 0.7 < pr < 0.8 GeV/c.

This bin has no acceptance because of the momentum cut, p < 3.5 GeV/c.

The data have also been corrected for the efficiencies of the following analysis

cuts described above: the cut on the track's ionization energy loss in the TPC,

the cut requiring that the CKOV did not fire, the cut on the diflference between

a TOF hit and the position of the swum track, the cut on the energy deposited

in the TOF slat, and the cut on the number of hits in the drift chambers. The

efficiency of these cuts is calculated with TOF-identified protons having times of

flight within 400 ps of their expected times of flight, which is approximately 2.5

standard deviations. These measured times of flight are still well separated from

the pion times of flight (see Fig. 2.6). Figure 3.16 shows the efficiency of the cuts

in the 18 GeV/c p + Au data set. It varies from 60% to 80% as a function of the

transverse momentum. It is not dependent on rapidity.

The acceptance and efficiency corrected distributions are shown in Figs. 3.17

48



■!

i
I



0.9^.

0.8--

0.7^.

0.6^.

0.5

0.4^.

0.3

0.2

0.1

1.8

1.6

1.4

1.2
V/c)pT (Oe'

Figure 3.15: TOP acceptance for 10 MeV/c < pr < 0.8 GeVjc and l<y<2{y — pr
region where acceptance is greater than 8%).

50



0.8

0.75-

0.7-

0.65-

\

0.6-

1.8

1.6

^  1.4

0.4

pf (G^V/c)

Figure 3.16; Efficiency of analysis cuts for 10 MtYjc <pT <0.8 GeV/c and 1 < y < 2.

51



xlO

0.1 -

0.08-

0.06-

0.04-

0.02 -

1.8

1.6
0.6

V/c)1.4 0.4 f (G^
0.2

D

Figure 3.17: Acceptance and efficiency corrected, event-normalized y —pr distribution
for 18 GeV/c p + Au data.

52



and 3.18.

3.3.4 Antihyperon Contamination

A possible source of contamination to our sample of primordial antiprotons is

antiprotons that are daughters of antihyperon decays. The main contribution to

such contamination would be A (1116) decays. The most effective cut to reject

antiprotons from decays is the requirement that a track is associated with the

primary vertex. However, approximately 30% of the antiprotons in the 18 GeV/c

p + Au data set are also associated with a secondary vertex. The E910 cuts that

associate secondary vertices are too loose to reject tracks associated with them.

To investigate the A contamination, the invariant mass has been calculated for

all pairs from possible secondary vertices for which an identified antiproton has

been associated. Figure 3.19 shows this invariant mass distribution with the solid

lines showing a window of 2 FWHMs centered on the mean mass of the A and

the dashed lines showing a FWHM wide region outside of this window on each

side. There are 16 counts within the window and 16 counts outside of the window,

indicating no enhancement in the A mass region. The FWHM is calculated from

the parameters resulting from the fits to the lambda invariant mass distribution

shown in Fig. 3.20, using an analysis done by Xihong Yang [29].
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3.3.5 Systematic Errors

The largest source of systematic error is estimated to be the correction for the

TOP matching inefficiency. The efficiency to match tracks swum through the

magnetic field to the TOP wall with hits in the TOP is calculated for all negative

tracks. Antiprotons may have a different matching efficiency than the negative pi-

ons. However, the negative tracks have a more similar hit distribution in x to the

antiprotons than the positive tracks. Thus, it makes more sense to estimate the

matching efficiency for antiprotons using negative tracks. They—pr distributions

for antiprotons are corrected uniformly for the calculated matching efficiency of

90%. The uncertainty in this correction is estimated to be 5%. The error asso

ciated with this correction is still small compared to the statistical errors. The

uncertainty in our measurements is dominated by statistical errors.
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Chapter 4

Using Slow Protons to

Characterize Events

4.1 Centrality oi p-\- A Collisions

In studying the physics processes that occur in proton-nucleus collisions, we are

interested in characterizing the "violence," or centrality, of a collision. In nucleus-

nucleus collisions, the centrality of a collision is defined by the impact parameter

which is deduced from the transverse energy or charged particle multiplicity mea

sured in the event. The impact parameter is a measure of the violence of a A +A

collision because it is strongly correlated to the amount of participant versus spec

tator nuclear matter. In proton-nucleus collisions, the impact parameter is not so

strongly correlated to the amount of participant matter; the number of collisions
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that the projectile undergoes within the nucleus is a better indication of the num

ber of participants. Thus, the more appropriate definition of centrality in p -I- ̂

collisions is the number of projectile collisions, u. This quantity is quite impor

tant because it can be used to characterize physical processes that occur within

the nucleus with each collision that the projectile undergoes. It also provides a

convenient method of relating measurements made with different target sizes to

each other.

4.2 Using Slow Protons to Determine u

As a result of the projectile collisions within the nucleus, nucleons are knocked

out. Historically, from emulsion experiments, these knocked out particles were

called "grey tracks." They are made up of mostly protons and deuterons and are

emitted as a result of primary collisions, collisions between the projectile and tar

get nucleons, secondary collisions, which are collisions between nucleons struck by

the projectile and other target nucleons, and even tertiary or subsequent collisions

in the cascade. The grey tracks are to be distinguished from the "black tracks,"

which are the evaporative fragments. They are called "black tracks" because they

have a higher grain density than the grey tracks in an emulsion experiment. They

are made up of protons, deuterons, and larger fission fragments and are more

isotropically emitted than the grey tracks. In our experiment, we distinguish
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the "grey" particles from the evaporative fragments via the lower momentum cut

discussed in Section 3.2.

The first emulsion experiment to relate the number of grey tracks, Ng, to

the number of projectile collisions, u, is described in reference [30]. The grey

tracks were made up of mostly protons and deuterons with momenta between

0.3 and 1.0 GeV/c. Subsequently, this type of analysis was also done by counter

exeriments [31, 32] and streamer/bubble chamber experiments [33, 34, 35, 36].

4.3 Analysis to Determine u

E910 measures both slow protons and slow deuterons. Slow protons have momenta

within 0.25 < p < 1.2 GeV/c, and slow deuterons have momenta within 0.5 <

p < 2.4 GeVjc. Figures 4.1, 4.2, and 4.3 show the event-normalized number

distributions of slow protons, slow deuterons, and both slow protons and deuterons

for different targets.

To relate the number of grey particles, Ng, to the number of projectile collisions

v for a target with mass number A, we can write

=  (4.1)
V

The probability distribution of v, can be calculated for a nucleus with mass

number A using the Glauber Model [7]. The mean number of collisions is obtained

60



'  ' 1 ' ' ' I ' ' ' I I  I I I I I I I I j I I I

1

10 ^

<  10

i

10 V

10

-0-#-

O-

p+Au ̂

o

-w-

p4 -

P

T d

i.
-5

10 r-
X

I  . . . I . . . I . . . I '  ' . ' ' ' I I I I I  I I I 1

0  2 4 6 8 10 12 14 16 18

N
srey

Figure 4.1: Event-normalized grey particle multiplicity distribution, P{Ng), for Au
nucleus.

61



—I—I—1—I—r T—I—I—1—I—I—I—1—I—[—!—I—I—I—I—I—I—I—I—I—I—I—I—1—rI  ' ' ' I

1 ^

1  _=#=
10 p+Cu ,

l< 10

i

p4 -

o p

t d

-o-

10 -

-4

10 ^

-5

10 -

-o

V

-6-

I . . . I . . 1 1 J  I I I I \ I I . . I I J I I \ I I I I L.

0  2 4 6 8 10 12 14 16 18

N
srey

Figure 4.2: Event-normalized grey particle multiplicity distribution, P{Ng), for Cu
nucleus.

62



I  ' ' ' I ' ' ' I ' ' ' I

1 ^

'  ' I ' ' ' I ' '

I

10 -

10

:?3

10 -

10

o-

-o

p+Be ,p,d

O p

T d

-5

10 -
4

I  n n * i ' ' n ' n I n I  ' n ' I n n n 1 « n ' I n I n I

0  2 4 6 8 10 12 14 16 18

N
srey

Figure 4.3: Event-normalized grey particle multiplicity distribution, P{Ng), for Be nu
cleus.

63



from the following equation,

roo

v = aNN
/OO

p{z, b)dz, (4.2)
-00

by sampling over impact parameters within the range of the radius of the nucleus.

The probability distribution is calculated with a binomial distribution with av

erage value, v. In this calculation, we assume a Woods-Saxon potential and an

inelastic cross section of 30 mb. The calculation is done within the framework

of the Hijing Model [37], an event generator based on the LUND geometry. The

results of the calculation are shown in Fig. 4.4. As a comparison, the Glauber

calculation was also done outside of the Hijing framework which is shown in Aj)-

pendix A. There is very little difference.

The distribution, P^{Ng), is also model dependent. We have used two different

models with somewhat different assumptions. The first is the Geometric Cascade

Model (GCM) [38]. The GCM assumes that the number of grey particles "knocked

out" as a result of the first projectile collision follows a geometric distribution.

=  X = (4.3)

The other assumption is that every collision knocks out the same number of grey

particles. Thus, the distribution of grey particles for u independent interactions
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becomes

Ng + V — 1
PuiN,) =

V  /

(4.4)

This is a negative binomial distribution.

The full distribution of P'^{Ng) is given by a weighted sum over 7r(i/), (Eq. 4.1).

The fits to P{Ng) for all three targets are shown in Fig. 4.5 with the dashed lines.

The results of the fits are given Table 4.1. The mean number of collisions for a

given number of grey particles is then given by,

TvP.iNM")

T.P.(NMv)P(N,) = n (4.5)

The right panels of Fig. 4.6 show these values of i^iNg) as well as the dispersions

as a function of Ng for all three targets. The GCM has been used by several

experiments successfully to characterize data [38, 30, 33, 34, 39, 31].

Historically, an alternate model related the number of collisions to the number

of grey tracks with a quadratic relationship proposed by Hegab and Hiifner [40,41],

Ng{u) DC 1/^. (4.6)

The assumptions leading to this relationship are that each nucleon struck by the

projectile follows the same trajectory as the projectile and that each secondary

collision, as well as a fraction of the primary collisions, contributes to Ng. This
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Table 4.1: Mean values for Ng, v and GCM fit parameters.

Target <Ng> <v> xVdof
Au 1.98 3.63 0.353 0.351 ± 0.001 3.04 • 10715
Cu 1.06 2.40 0.306 0.306 ± 0.001 910/12
Be 0.342 1.36 0.201 0.201 ± 0.001 4007/6

contradicts the linear relationship assumed in the GCM. It has also been success

fully used to describe the data in some experiments [41, 35]. This model is applied

differently than the GCM. The mean number of collisions for a given number of

grey particles is given by,

= VsjNJTT,, (4.7)

where V is the overall mean number of projectile collisions for a given target (the

mean of 7r^(i')) and Ng is the measured mean number of grey particles for a given

target.

Motivated by the difference in these two models used in the literature, we

proposed another model which allows for both a linear and quadratic dependence

of Ng on V in the form of a second degree polynomial [42]:

< Ng >I/= Co + ClV + C2V . (4.8)

Contrary to the GCM, this "Polynomial Model" allows one collision to be unique

and includes a dependence. The other assumption of the Polynomial Model
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is that the distribution of "knocked out" grey particles is governed by binomial

statistics. In a nucleus of Z target protons, each can be emitted and detected with

probability < Ng> jZ,

P^(N,) =

\
Z  <iV> / <c N

(l - • (■l-S)
\N,)

The fits to PA{Ng) using the Polynomial Model are shown in Fig. 4.5 with the

solid lines. This figure shows that the Polynomial Model fits the data better than

the GCM. The fit results are given in Table 4.2. The quadratic coefficients of the

fits for the Au and Cu targets were determined to be nearly zero. The distribution

for the Be target does not have large enough values of Ng to allow both a linear

and quadratic coefficient. Therefore, the quadratic component was constrained to

be zero for the Be data.

The left panels of Fig. 4.6 show the mean number of collisions and the disper

sions as a function of Ng for all targets calculated using the Polynomial Model.

The extracted v{Ng) for the two different models agree within their calculated

dispersions. The dispersions for both models are relatively large and reflect the

width of the correlation. The calculated numbers of projectile collisions as a func

tion of the number of grey particles using both models are shown for the Au target

in Fig. 4.7. This figure shows that the relation between Ng and u extracted from

the data is not a tight correlation.
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Table 4.2: Coefficients for polynomial fit to Ng.

Target Co Cl C2 X^/dof
Au -0.27 ± 0.02 0.63 ± 0.01 -0.0008 ± 0.0012 1639/13
Cu -0.17 ± 0.02 0.51 ± 0.02 -0.00005 ± 0.00242 15/10
Be -0.075 ± 0.008 0.306 ± 0.006 — 95/5

4.4 Model Comparisons

Of course, the number of collisions that the projectile undergoes in an event cannot

be determined in the experiment. In a transport model, however, the number of

projectile collisions is known. This makes it interesting to apply our simple models

(the GCM and the Polynomial Model) to the P{Ng) distribution produced by a

transport model, such as RQMD, and compare our resulting V{Ng) to the actual

ViNg) inherent in RQMD. In this section, this analysis is performed on the output

of RQMD.

First, the P{Ng) distribution produced by RQMD is examined to determine

whether RQMD is a reasonable model resembling the data. Figure 4.8 compares

our measured PiNg) distribution to that obtained by imposing our experimental

acceptance on the output of RQMD. In RQMD, there are no deuterons, so P{Ng)

is only the number of slow protons. Figure 4.8 shows that the distribution of slow

protons in RQMD, with our experimental acceptance imposed, agrees well with

the distribution of grey particles in our data.
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The RQMD P{Ng) distributions both within our acceptance and for 47r accep

tance (no acceptance cuts) are fit with the GCM and the Polynomial Model. The

fits are done with the Hijing 7r{i') distribution just as was done with the data.

The results of the extracted l^{Ng) are shown in Fig. 4.9. The left panels are

those extracted for P{Ng) within our acceptance and the right panels are for 47r

acceptance. The extracted u{Ng) from the GCM and the Polynomial Model are

compared to the intrinsic i'iNg), where the intrinsic u is the number of projectile

collisions that are counted in the RQMD history file (as described in Appendix A).

For small values of Ng, the Polynomial Model agrees better with the RQMD in

herent relation between Ng and u. For larger values of Ng, the GCM has better

agreement. Both models agree within the uncertainty given by the dispersion in

i'(Ng), cr{Ng), shown in the bottom panels.
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Chapter 5

Antibaryon Production and

Reab sorption

In this chapter, the antiproton yields are presented. The opposing processes con

tributing to these yields are addressed with the different target sizes and beam

momenta available in the E910 data. Particularly important to untangling these

processes is the dependence of antiproton yields on the number of projectile col

lisions, V. First, results from past experiments will be reviewed.

5.1 Past Antiproton Measurements

Antiprotons were first measured in proton-nucleus collisions at subthreshold en

ergies [9, 10, 11]. The threshold beam momentum is approximately 6.5 GeV/c in
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the lab frame. At the BNL-AGS, at energies above but near threshold, there

are several experiments that measured antiproton production in A + A colli

sions [43, 44, 45], but more relevant to this thesis are the p + A antiproton

measurements. Specifically, E802 [46] found no significant target dependence of

antiproton yields at proton beam momentum of 14.6 GeV/c. At CERN energies

(250-450 GeV/c), on the other hand, NA44 found the antiproton yields to in

crease with increasing target size in p-\- A collisions [47], although by less than

50% from p + Betop + Ph. NA35 also found a weak increase in antiproton yields

with increasing target size (less than 50% increase from p + S to p -f Au) [48].

It is interesting to note that at energies high enough, increased production due

to a larger system wins over increased reabsorption. Presently, BNL Experiment

941 is making antiproton measurements comparable to E910. It is also np-\- A

experiment at AGS energies.

5.2 Antiproton Yields as a Function of Beam Momentum

Antiproton production increases as the beam momentum gets farther above pro

duction threshold, and reabsorption is expected to become a less dominant effect

as energy increases and the pp annihilation cross section decreases (see Fig. 1.1).

Although, within the momentum range that we measure antiproton production,

we do not expect a significant difference in the reabsorption of the antiprotons,
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we nevertheless expect the beam momentum dependence to be significant sim

ply because of the increased available energy for production. Antiproton yields

(corrected for acceptance and efficiency) are shown in Figs. 5.1 and 5.2 for beam

momenta of 12 GeV/c and 18 GeV/c. As expected, there is a strong dependence

of yields on the beam energy. Figure 5.1 shows the rapidity density of antiprotons

for 10 MeV/c< pr <800 MeV/c andp < 3.5 GeV/c. Overall, the yields are almost

4 times as large for the 18 GeV/c beam momentum than for the 12 GeV/c beam

momentum within this y — pr range. Mid-rapidity is approximately 1.8 for the

18 GeV/c beam momentum and 1.6 for the 12 GeV/c beam momentum. Figure 5.2

shows the event-normalized transverse momentum distributions for 1.0 < y < 2.0

and p < 3.5 GeV/c. Both tend to peak between 200 and 400 MeV/c, although

the peak is only statistically significant for the 18 GeV/c data set.

The production of antiprotons in p + p collisions was shown to depend on the

available kinetic energy squared [49], (KE)^, where the available kinetic energy is

defined as,

KE = y/s — ArUp. (5.1)

It is interesting to test whether the antiproton multiplicities in p Au can be

described in the same manner. Assuming that antiproton production occurs in

the first proton-nucleon collision, the available kinetic energy can be calculated

for each beam momentum, 12.3 and 17.5 GeV/c. The produced and detected
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Figure 5.1: Beam energy dependence of antiproton rapidity density in p + Au data for
10 MeV/c < pT < 800 MeV/c.
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antiprotons have momenta larger than 50 MeV/c and a mean momentum, <p>,

of 2.55 GeV/c. At these momenta, the annihilation cross section has already

fallen somewhat and is not as sensitive to the momentum as at lower momenta

(see Fig. 1.1). Thus, it is further assumed that the relative amount of reabsorption

is the same at both beam energies. The integrated yields for both beam energies

are shown in Fig. 5.3 with a curve proportional to {KEY- Within errors, the

dependence on {KEY is able to describe the p + Au data. If either assumption

were bad, then the point at p = 18 GeV/c would lie above the {KEY curve. If

the reabsorption were significantly different for the two beam momenta (making

our second assumption false), then the 12 GeV/c yield would be more affected

by reabsorption and thus lie below a {KEY curve passing through the 18 GeV/c

point. If, however, the first assumption were false, that the production were not

dominated by first collision production, then the 18 GeV/c yield would lie above

a {KEY curve passing through the 12 GeV/c point. Within this statement is also

included the assumption that production in the first p-'t N collision is at least as

great as the free p + p cross section, which is currently believed to be true in the

theoretical community [61]. With this last assumption, the {KEY dependence of

our p + Au antiproton yields does not allow for much additional production in

second collisions. This supports dominant antiproton production occuring in the

first p-\- N collision.

Figure 5.4 shows the transverse momentum density distributions again for
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both beam energies fit to an exponential function. The transverse momentum

distributions over the rapidity interval y = [1.0,2.0] are written as exponential

functions of pr,

1  dn _ -Pr= CoeT , (5.2)
27rpr dpr

where Co and T are fit parameters. The fit parameters with errors are shown in

Table 5.1. Although antiprotons are not expected to be thermally produced, it

is interesting to note that the slopes for the different beam momenta on the Au

target are similar.

5.3 Antiproton Yields as a Function of Target

Although the likelihood of producing antiprotons may be greater in a larger nu

cleus, [20, 21] the likelihood of reabsorption is also greater in the presence of more

baryons. These two countervailing contributions to the overall yields can be stud

ied by investigating the target dependence of antiproton yields. We show results

for Be, Cu, and Au at beam momentum 12 GeV/c in Figs. 5.5 and 5.6 after

correcting for acceptance and efficiency.

The transverse momentum densities (or invariant multiplicities over the ra

pidity interval y = [1.0,2.0]) are shown for all 3 targets in Fig. 5.7. Again, the

transverse momentum densities are fit with exponential functions according to

Equation 5.2. The fit values are shown in Table 5.1. Although the errors on the
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Figure 5.5: Target dependence of antiproton rapidity density in 12 GeV/c p +A data
for 10 MeV/c <PT < 800 MeV/c, p < 3.5 GeVlc.
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Table 5.1: Fit parameters of exponential fits to rapidity densities.

Target Beam momentum (GeV/c) Co (GeV-'^c^) T (MeV/c)
Au 18 8.0 X 10"^ ± 1.3 X 10-^ 383 ± 63

Au 12 2.7 X 10"^ ± 1.6 X 10-" 320 ± 150

Cu 12 5.3 X 10"" ± 2.3 X 10"" 259 ± 77

Be 12 6.8 X 10"" ± 1.9 X 10"" 227 ± 40

fit parameters are large, it is noteworthy that the rapidity distributions for the

different targets have different shapes with different inverse slopes. The increasing

inverse slopes, T, indicate the increasing amount of reabsorption as the target size

increases.

The integrated rapidity densities are shown in Fig. 5.8. This figure shows that

within our y-pr range, the target dependence of the overall yields is statistically

significant, particularly between the Be target and the Au target. Table 5.2 shows

the integrated yields over rapidity interval, y = [1.0,2.0] for each target and beam

momentum. The yields over our y — pr coverage decrease by approximately 40%

from the Be target to the Au target for beam momentum of 12 GeV/c.

5.4 Antibaryon Production as a Function of u

An additional handle to disentangle the mechanisms of production and reabsorp

tion is provided by the number of grey particles in an event. The acceptance and

efficiency-corrected mean antiproton multiplicities as a function of the number of
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Table 5.2; Integrated antiproton dn/dy for y = [1.0,2.0] and 10 MeV/c < pr <
800 MeVfc.

Target Beam momentum (GeV/c) dn/dy over y = [1.0,2.0
Au 18 5.37 xlO"^ ± 0.45 X 10""

An 12 1.38 xlO"^ ± 0.31 X lO"''
Cu 12 2.03 xlO"'' ± 0.37 X 10"^

Be 12 2.33 xlO-^ ± 0.38 X 10"^

grey particles are shown in Figs. 5.9 and 5.10. Figure 5.9 shows the dependence

on beam momentum of this distribution, while Fig. 5.10 shows the distribution for

different target sizes at the same beam momentum, 12 GeV/c. Particularly in the

18 GqV/cp+Au data, there seems to be an initial increase in the mean antiproton

yield from Ng — Q to Ng = \. This may be a bias due to antiprotons often being

produced with a proton. If this proton passes the grey particle cuts, then Ng is

at least one. After the initial increase, the yields decrease with increasing Ng.

We calculate the mean number of projectile collisions, i/, in the nucleus for

a class of events with a given number of grey particles, and then translate the

number of grey particles for this class of events to v. This analysis is described in

detail in Chapter 4, and the values oiV{Ng) for these particular data sets are shown

in Appendix B. Figures 5.11 and 5.12 show the mean antiproton multiplicity as a

function of the number of projectile collisions v. Unfortunately, the statistics for

the 12 GeV/c data are low in the individual bins of u. However, a definite trend

can be seen in the 18 GeV/cp+Au data in Fig. 5.11, and the 12 GeV/c p-t-Au data
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and p+Cu data in Fig 5.12 can accomodate a similar trend. If we assume that the

mean antiproton multiplicity depends only on the number of projectile collisions,

we can combine the data in bins of u for different targets. Additionally, we can

scale the 18 GeV/c p+Au data down by an overall factor, the ratio of the available

kinetic energy squared, (KE)^, for 18 GeV/c beam momentum to the (KE)^ for

12 GeV/c beam momentum, if we assume that the shapes of the distributions for

these two beam momenta are the same. With these assumptions, the combined

data can reveal a trend in the u dependence that is more statistically significant.

Figure 5.13 shows that the mean antiproton multiplicity decreases as the number

of projectile collisions increase. Events with only one projectile collision may

represent the more peripheral p+A collisions, thus there is less opportunity for an

antiproton to be reabsorbed. Since the antiprotons are very forwardly produced,

it is reasonable to assume that the produced antiproton follows the path of the

projectile. Furthermore, since z/ is a measure of the number of mean free paths

that the projectile undergoes and since we have concluded that the dominant

production occurs within the first proton-nucleon collision, we can also assume

that 1/ — 1 is a measure of the amount of nuclear material in which the antiproton

can be reabsorbed. We can write the surviving antiproton yields as,

a{p + A-^p) = a(p + p —> p)e~'^'''"''°^

= a{p + p (5.3)
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Here, L is the amount of nuclear material the antiproton must traverse, which is

equal to A(i/ — 1), where A is the proton mean free path. The inelastic p + N

cross section, is equal to l/(poA), where p is the nuclear density. The more

steeply falling curve in Fig. 5.13 is Eq. 5.3 with Oabs = fanni > the pp annihilation

cross section (for antiproton momentum p = 2.55 GeV/c). The curve which can

accomodate the data is Eq. 5.3 with Oabs = 0.2aanni- Without the assumptions

neccessary to combine all data sets, this curve (scaled up to {KEY GeV/c

beam momentum) is shown to accomodate the 18 GeV/c p-\- Au data set alone

in Fig. 5.11. This seems to indicate that either the free annihilation cross sec

tion is altered within the nuclear medium or the amount of nuclear material the

antiproton traverses is reduced possibly due to a formation time.

5.5 Comparison With Other Experiments

First we compare our p -f- Be rapidity density to Allaby's measurement of p -1- p

collisions at 19.2 GeV/c [50]. Since this nucleus is very small and the mean

number of projectile collisions from a Glauber calculation is only 1.36, we do

not expect much reabsorption. We scale our yields at 12 GeV/c beam momen

tum to those measured at 19.2 GeV/c according to the available kinetic en

ergy squared (described in Section 5.2). At 12 GeV/c, {KEY — 1-53 GeV^,

while at 19 GeV/c, {KEY — 3-75 GeV^, thus we scale our yields up by a fac-
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tor of 3.76. The rapidity axis of the Allaby data is scaled to our rapidity axis

(y6eam(19.2 GeV/c) ->• y6eam(12.3 GeV/c)), and the Allaby data is reflected about

mid-rapidity. Figure 5.14 shows that our p-\- Be data agrees reasonably with the

Allaby p + p data. Please, note that this supports the assumption made in Sec

tion 5.2 that the production cross section in the first p-\- N collision within the

nucleus is comparable to the free p-\-p production cross section.

We also compare our 12 GeV/c p-\-A yields with those measured by E802 [46].

The beam momentum for E802 is 14.6 GeV/c. Again, we scale our yields accord

ing to the available kinetic energy squared. We also constrain our measurement to

a rapidity interval from y = 1.0 to y = 1.6 to directly compare to the measurement

by E802. Figure 5.15 shows the comparison. Our measured antiproton yield for

the Be target agrees with E802's measurement. The measurements for the Cu and

An target do not agree very well, and the discrepancy between the E802 measure

ment and the E910 measurement gets larger from Cu to Au. Since the conclusion

regarding target dependence of antiproton yields is different for E910 than for

E802, it is important to understand this discrepanacy. A possible explanation is

that E802 has overestimated in a region where they have no measurement. The

antiproton acceptance for E802 is 1.0 < y < 1.6 and 300 < pr < 800 MeV/c. Be

cause they do not measure in the low pr region, they assume the pr distribution

is exponential, fit the distribution, and extrapolate to estimate what they do not

measure. Because of very low statistics, they combine all of their data sets (Be,
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Al, Cu, and Au targets) to determine the inverse slope of the pr distribution. We

have shown that the inverse slope becomes larger as the target size increases, and

since the largest data set for E802 is the p + Al data set (a smaller target), it

is reasonable to conclude that the yields have been overestimated in the low px

region for larger targets.
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Chapter 6

Theoretical Background

6.1 Theoreticcil Foundation of Transport Models

Both Relativistic Quantum Molecular Dynamics and Ultra-relativistic Quantum

Molecular Dynamics are microscopic transport models that simulate nuclear colli

sions in the (incident beam) energy range from 200 MeV/nucleon up to 200 GeV/nucleon.

They are microscopic because the transport equations are solved for microscopic

degrees of freedom, i.e. hadrons. In macroscopic models, the transport equations

are solved for macroscopic degrees of freedom, which are energy, momentum, and

baryon number decribing the entire system. RQMD and UrQMD are both moti

vated by transport models of the VUU type [51, 52, 53, 54]. VUU type models are

based on the solution of a transport equation for the one-body distribution func

tion fi {q, p, t). The function fi contains information of all positions and momenta
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of all hadrons in the system. The following equation,

states that the collisions alone cause the distribution function fi to change over

time. The left-hand side of equation 6.1 can be written as [55],

^ _ dh dh^.dfi
dt dt ^ dq ^ dp

= ̂  + V,/i n V,/i = 0, (6.2)

where V, is the gradient in coordinate space, Vp is the gradient in momentum

space and the force p is rewritten as the negative gradient of a potential U. This

is the Vlasov equation.

The right-hand side of equation 6.1 can be rewritten as a Boltzmann collision

integral with modifications given by Nordheim, ̂filing, and Uhlenbeck [56, 57, 58].

x[hhci - /;)(! - Si) - - /i)(i - /2)i

x53(pi +P2- p\ - p'2), (6.3)

where a is the reaction cross section for the collision, V12 is the relative incoming

velocity, pi and p2 are the momenta of the incoming particles and p\ and p'2 are the
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momenta of the outgoing particles. The terms such as (1 - fi) are the Nordheim,

Uhling, Uhlenbeck modifications taking care of Fermi statistics (these lead to

Pauli blocking), and S^{pi +P2 — P1 — P2) momentum conservation. Setting the

left-hand side of equation 6.1, which is given by equation 6.2, equal to the right-

hand side of 6.1, given by 6.3, yields the VUU equation. The VUU equation is the

time evolution of the distribution function through binary collisions (governed by

the cross section a) and an interaction potential U. The simplest ansatz for the

potential f/ is a Skyrme type potential [59],

U = a-^+l3(-^y, (6.4)
Po \PoJ

where po is the nuclear density and a, /3, and 7 are parameters used to model

the nuclear equation of state. The VUU equation is commonly solved with a test

particle method. As mentioned previously, fi contains coordinate and momentum

information of all hadrons in the system. Each hadron is represented by N point

like test particles which are given by delta functions in coordinate and momentum

space,

1  iV(v4p+AT)

= N{Ap +At) ^ (6-5)
where Ap and Ap are the mass numbers of the projectile and target respectively.

Inserting /j into the Vlasov equation (6.2) yields Hamilton's equations of motion

for Qi and Pi, which are solved numerically. The density p needed for the potential
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U in Eq. 6.4 can be obtained from fi (Eq. 6.5) by integrating over momentum,

p(^) = j dpfi. (6.6)

To generate initial conditions and to solve the Boltzmann collision integral,

Monte Carlo methods are used. Although the VUU equation is the progenitor

of most transport models for heavy ion collisions, it is limited by describing the

physics accessible by one-body distribution functions only (e.g., production of

deuterons, tritons, and larger fragments cannot be described in the VUU ap

proach). RQMD and UrQMD go beyond the VUU model by treating all higher

order correlations, using the full N-body distribution function rather than

fi- In addition, the discretized representation of a hadron by N point-like test

particles is replaced by a gaussian.

6.2 Implementation and Features of Transport Models

6.2.1 Initialization

The nucleons are initialized randomly in coordinate space within the radius of the

nucleus and in momentum space giving them a Fermi momentum.
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6.2.2 Propagation

Hadrons are propagated either in curved trajectories, if the real part of the nucleon

self-energy is included, or on straight lines, if this potential interaction is neglected.

In the calculations shown in this thesis to compare with E910 data, straight line

trajectories are used (i.e., the potential interaction is neglected).

6.2.3 Scattering

Two hadrons collide if their distance of closest approach is less than or equal to

-sjoji:. The cross sections a are species and energy dependent. The particles may

scatter elastically or can be excited into resonance states or strings.

6.2.4 Particle Production

At AGS energies, the dominant mechanism for particle production is through

string fragmentations of high mass resonance states or decays of A, N* baryon

resonances. In the case of antiproton production, it is always through high mass

resonance states.

6.2.5 Antiproton Reabsorption

When a particle is produced in such a string fragmentation, there is a formation

time associated with it. The formation time is the time in which the quarks

coalesce into hadrons. It is generally around 1 — 2 fm/c depending on the energy
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and momentum of the formed hadron in its rest frame. For larger formation times,

the produced hadron finds itself farther outside of baryon rich matter. Therefore,

the formation time can reduce the reabsorption of antiprotons.

Some of the specifics/differences between the two models are outlined in the

following sections.

6.3 RQMD

Inspecting the RQMD history file (only for p + ̂ collisions at AGS energies),

antiproton production can be found both in first collisions and in the "multi-

step" process (see Section 1.3.1). However, the dominant production is from first

collisions. For both cases, the production mechanism is the string fragmentation

of high mass baryonic resonances (or excited states of baryons). Denoting high

mass baryonic resonances with X*,Y*, and Z* and a doubly excited baryonic state

with X**, I will show a few examples. The first two are examples of production

in a first collision:

p + n —> X* -1- n,

X* ̂  A+++n + p.

p + p^X* + Y*
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Y* —> P + P +p.

The last is an example of the "multi-step" process.

p + n-^X* + Y*,

X*+p—^X** + Z*,

X** -^p + A-^'+p.

Baryon-antibaryon annihilation occurs through a diquark-antidiquark anni

hilation. In addition to the formation time that reduces antiproton reabsorp-

tion, RQMD has another mechanism that allows one of the proton/antiproton to

reinteract before annihilation would occur. This additional mechanism is quasi-

nuclear p — p state with a lifetime of approximately 1 fm/c [60].

6.4 UrQMD

Antiproton production in UrQMD is similar to that in RQMD. However, UrQMD

also has full particle-antiparticle symmetry. For example, if one were to use

UrQMD to collide antinuclei Au + Au, the resulting particles would be the same

as Au + Au with all antiparticles.

Annihilation occurs through a quark-antiquark annihilation. The remaining

quarks can produce other hadrons. This is a slightly different annihilation mech-
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anism than in RQMD (which annihilates diquark-antidiquark). There is also a

diflFerence in the definition of the hadron formation time between the two models

resulting in a larger formation time in UrQMD (by perhaps 30%) [61]. However,

the largest difference is perhaps that UrQMD does not contain the p —p molecule

that RQMD has.
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Chapter 7

Theoretical Comparisons

7.1 Comparisons of Antiproton Yields with RQMD and

UrQMD

In this section, we compare our results to those predicted by the Monte Carlo

transport models RQMD [23] and UrQMD [24], In these cascade models, the

production of antiprotons occurs through high mass resonance states, efficiently

allowing antiproton production at energies otherwise suppressed by phase-space

constraints. It is, therefore, of interest to test this hypothesis by comparing data

to the predicted yields of these cascade models. Comparisons of data with Monte

Carlo can also help give information about the formation time of antiprotons.
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7.1.1 Antiproton Distributions in Models {y and pr)

The following figures compare our yields to those predicted by transport models.

Yields from the models have been confined to our y —pr coverage and have a cut

in momentum of 3.5 GeVjc. Figure 7.1 shows reasonable agreement between the

rapidity density of the data and both models. RQMD seems to have somewhat

larger yields than both the data and UrQMD. The data at mid-rapidity (~1.8)

is lower than both model predictions (even though the 3.5 GeV/c momentum cut

has been applied to the models as well as the data). Figure 7.2 also shows that

the shape in the event-normalized pr distribution is especially well reproduced by

UrQMD. Comparisons between models and data are shown for all targets and

energies. Figures 7.3 and 7.4 show comparisons for the 12 GeV/c p + Au data,

which show a similar discrepancy between the two models as do the 18 GeV/c

comparisons. The data lies between the predictions of RQMD and UrQMD, al

though closer to the UrQMD prediction. Figures 7.5 and 7.6 show comparisons

for the 12 GeV/c p+Cu data to UrQMD only. Again, the agreement is reasonably

good. Figures 7.7 and 7.8 (12 GeY/cp+Be data) show that even in the smallest

target, there is still a discrepancy in the yields predicted by the two models. This

suggests that the differences in the models do not reveal themselves only in the

amount reabsorption of antiprotons, but in the amount of production as well.
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7.1.2 Antiproton Multiplicities as a Function of Centrality

We compare our mean antiproton multiplicities both as a function of Ng and as

a function of u to the model predictions. Figure 7.9 shows good agreement in the

mean antiproton yield for any given bin in Ng. Figure 7.10 shows the dependence

of the mean antiproton yields on the number of projectile collisions u. For the

data, u is the extracted V for a class of events with a given Ng (see Appendix B).

For the models, v is the counted number of projectile collisions (as described

in Appendix A). The dependence of the mean antiproton multiplicities on the

number of projectile collisions that we see in the data is also well reproduced by

the models. The antiproton yields decrease with increasing u.
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Chapter 8

Summary and Conclusions

E910 has measured antiproton yields in the phase space region of 10 < pr <

800 MeV/c, 1.0 < y < 2.0, and p < 3.5 GeV/c. Measurements were made for

different targets and beam momenta to determine the dependence of antiproton

yields on target size and available energy. E910 has also established a relationship

to extract the number of projectile collisions based on the measured number of

grey particles. Using a new model, we have explored the dependence of Ng on the

number of projectile collisions v. We found that the mean number of grey particles

can be described by a constant plus a linear dependence on u] the quadratic

dependence on i/ was found to be negligible. With this relation, for the first

time, mean antiproton multiplicities as a function of the number of projectile

collisions have been presented. Based on the analysis presented in this thesis, the

following observations and conclusions are made about antiproton production in
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p + A collisions.

• The more energy available above production threshold, the greater the yields.

Yields for 18 GeV/c p+Au data are almost 4 times as large as for 12 GeV/c

p + Au data.

• The beam energy dependence of the p+Au antiproton yields can be described

with a function proportional to the available kinetic energy squared, which

can also describe p + p antiproton yields.

• Antiprotons seem to be predominantly produced in the first p-\-N collisions.

There is no evidence for significant contribution due to second collisions.

• Yields decrease with increasing target size, specifically a 40 ± 17% decrease

from p-\r Be to p + Au data is observed. This suggests that reabsorption

of antiprotons is significant at these energies and naturally is greater in a

larger nucleus.

• The different shapes of the transverse momentum densities for different tar

get sizes indicate the effects of reabsorption. The larger target size has a

larger inverse slope. The reabsorption is more significant in the low pr re

gion.

• Yields decrease with the number of projectile collisions.
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• In order to accomodate the dependence of the yields on the number of pro

jectile collisions, the effective absorption cross section within the nucleus

must be a fraction of the free pp annihilation cross section.

• The transport models (UrQMD and RQMD) which include a formation time

for antiprotons effectively reducing the free annihilation cross section can

reproduce the data reasonably well.
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Appendix A

Determination of u in RQMD and

UrQMD

Since these transport models are not just simple billiard ball models, counting the

number of projectile collisions is not straightforward [61, 62]. At AGS energies,

the dominant mechanism for particle production is through high mass resonances

which decay through string fragmentation. When the projectile undergoes such

a string fragmentation, its cross section is divided among the constituent quarks

according to the "additive quark model." Therefore, all collisions undergone by

particles carrying the constituent quarks of the projectile must be counted. The

resulting 7r(i/) distributions for both RQMD and UrQMD for 18 GeV/c p-\- Au

are shown in Fig. A.l compared to the distribution obtained from the Glauber
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model and Glauber within the framework of Hijing (semi-log scale). The 7r(u)

distribution differs from the other models at large values of i/, but all are in

reasonable agreement for smaller values of i/.
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Appendix B

Extraction of viNg) for

Scintillating Fiber Trigger Data

The scintillating fiber trigger data sets have slightly different grey particles mul

tiplicity distributions than the bullseye trigger data sets. Therefore, the analysis

to calculate V{Ng) using the Polynomial Model is performed on the scintillating

fiber data sets relevant to the antiprotons analysis, the 18 GeVfc p + Au and the

12 GeV/c p -I- Au, p-\-Cu, and pA Be data. The results of the fits to P{Ng) are

shown in Fig. B.l and the extracted values oiV{Ng) are shown in Fig. B.2.
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