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Abstract

During the past few decades, the development of chromatography and

electrophoresis has been an essential factor for the significant advancements

achieved in biotechnology. Today, efforts continue to improve upon the

accuracy, speed, and precision of these methods. DNA analysis by capillary

electrophoresis (CE) is a good example of how the best attributes of different

methods can be brought together to develop analytical methodology that offers

significant improvements over existing technology. Despite the many attributes

of CE, method validation continues to be problematic. In order to reproducibly

achieve high efficiency and good resolution of DNA fragments, deactivating the

surface of the separation column is essential. There exist many variations to the

original method first suggested in 1985 by Stellan Hjerten. In this work, scanning

electron microscopy (SEM) was utilized to examine various columns coated with

non cross-linked polyacrylamide. At very low concentrations of acrylamide (-•

2.5%), no noticeable polymer layer is present. However, as the concentration of

acrylamide exceeds 2.5%, a noticeable thickness and non-uniformity is

observed. The use of coated columns can then be employed for the size-,

selective capillary electrophoresis (SSCE) separations of DNA fragments. Since

the development of this method in the early 1990’s, several papers have

discussed the theoretical aspects of utilizing aqueous solutions of soluble

polymers for the separation of DNA fragments. However, the instrumentation

required to directly evaluate fundamental processes such as variance in SSCE
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has been limited by the lack of novel instrumentation necessary to perform these

experiments. In this work, experimental measurements of variance under static

and dynamic conditions are reported. The determination of static diffusion

coefficients and their contribution to total band variance is reported. The fact that

diffusion accounts for less than half of the total variance observed led to the

conclusion that other processes occurring during DNA fragments separations

(i.e., DNA - polymer entanglement/disentanglement interactions) contribute

significantly to band variance. Upon optimizing conditions for DNA analyses by

SSCE, a novel class of cyanine intercalation dyes reported to offer superior

fluorescence sensitivity relative to ethidium bromide was also evaluated in this

work. Despite an improvement in sensitivity of DNA/dye complexes when

employing the cyanine intercalation dyes, the labeling mechanisms and kinetics

proved to be problematic in achieving appreciably lower detection limits by CE.

In another area of research, the potential of utilizing modestly selective

stationary phases on microsensors was evaluated. Phases commonly employed

in gas chromatography (GC) and liquid chromatography (LC) were bonded onto

prepared silicon substrates. The relative affinity and selectivity of these phases

for semivolatile organic compounds was determined by exposing these “sensors”

to solutions followed by analysis by gas chromatography/mass spectrometry

(GC/MS). It was found that improving wettability of the substrate prior to phase

deposition was essential to achieve uniform films. Although the relative affinity

and selectivity of these films are modest, these phases may be suitable for part

of a higher-order, generalized approach to sensing.

Vl



Organization

In Part I of this dissertation, research describing the evaluation and

application of CE for DNA analysis is detailed in Chapter 1 -5.

Chapter 1 is intended to introduce the reader to the fundamentals of free-

solution CE. Though significant modifications to this method are necessary for

DNA analysis, it would be quite confusing to introduce the reader directly to this

information without a cursory background. Along this same line, this chapter is

also intended to introduce the reader to the fundamentals of DNA analysis by

CE; a more exhaustive discussion of this topic will follow in Chapters 3 and 4.

Chapter 2 discusses the preparation of modified columns necessary for

SSCE separations for DNA analysis. The major focus of this chapter is the

evaluation of coated columns by scanning electron microscopy.

Chapter 3 details an evaluation of the fundamental processes occurring

during SSCE of DNA fragments. Various experimental conditions are examined

though it is the actual separation process during this technique which is most

carefully evaluated; the contribution of this process to variance is discussed.

Chapter 4 details an evaluation of a novel class of DNA intercalation dyes.

These dyes are reported to offer superior fluorescence sensitivity relative to such

However, the dynamics of a CE

experiment may not always,make this technique suitable for dyes of unique

binding modes. Results from the evaluation of these dyes are presented.

traditional dyes as ethidium bromide.
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Chapter 5 summarizes key points from the work presented in chapter 2-4

and offers some insight into the future direction and application of CE in

biotechnology.

In Part II of this dissertation, the evaluation of modestly selective

stationary phases on microsensors for the determination of semivolatile organic

compounds is described. Chapter 6 is an inclusiW chapter which covers an

introduction, experimental procedures, results and discussion, and conclusions

from this research project.
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-Chapter 1-
Introduction to CE and DNA Analysis

As the demands to solve more complex biotechnological problems

increase, the need to develop novel analytical techniques becomes more

essential. Today, the demands upon an analytical chemist are to develop

techniques that offer improvements in speed, precision, and sensitivity.

Pharmaceutical production, forensic analysis, medical research, and

environmental assessment labs benefit from the advancement of technology that

facilitates higher sample through-put, a high degree of reproducibility, and the

ability to explore proteins, enzymes, and nucleic acids at the molecular level.

An excellent example of this complementary relationship between

analytical chemistry and associated disciplines of science is the impact that the

development and advancement of separation sciences have had on the

biological sciences. Chromatography and electrophoresis have been essential

factors to the biotechnology boom evidenced in the past few decades; One

particular area of research that has especially benefited from the development of

separation techniques is the analysis of DNA. The significance of being able to

characterize and identify DNA fragments in such areas as disease research and

For over 25 years, slab gelcriminal investigations cannot be overstated,

electrophoresis has been used to separate and aid in the identification of DNA

digest fragments. Recently, a significantly modified technique has shown great

potential in offering significant advancements in this area of analytical research;

this technique is termed capillary electrophoresis (CE).
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History and development of CE

The development of electrophoresis may be traced back to 1930 to the

work of the Swedish chemist Arne Tiselius who demonstrated that proteins could

be separated from mixtures based on the electrical charges on their surfaces (1).

The potential of this emerging technology may have first been demonstrated in

1947 when Linus Pauling used electrophoresis to elucidate the cause of sickle-

cell anemia, a contribution that many argue should have resulted in Pauling

winning a Noble prize in medicine (2). However, in 1948, it was Arne Tiselius

who was awarded the Nobel Prize in Chemistry for his electrophoresis technique

that was beginning to show great promise as a research tool.

During the early years of electrophoresis, the technique was applied to

samples to identify one or possibly two major components (Figure 1.1). In 1958,

the theory of applying a potential to a small sample of a solution to separate

analytes into distinct zones was introduced by Stellan Hjerten (3). Hjerten

reported that under an applied electric field, analytes in solution migrate at

different rates and will eventually form distinct zones (Figure 1.2).

Hjerten’s method to obtain distinct analyte zones was dependent upon the

ability to achieve resolution between different compounds. However, for the

electrophoretic separation to occur, one must apply an electrical field to the

system to induce a separation between analytes based on a property of the

analytes, i.e., their electrical charge to size ratio. In doing so, the system is

heated and, as a result, thermal gradients occur within the system and resolution

is degraded. For several years, efforts were focused on methods to reduce the

3
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Figure 1.1: Moving boundary electrophoresis. A field is applied to a simple

mixture and the components are fractionated based upon the difference in their

migration rates.
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Figure 1.2; Zone electrophoresis, (top) a plug of sample is introduced into the

column; (bottom) at some time after applying a field,, the analytes form distinct

zones based upon their migration rates.
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deleterious effects of Joule heating. In 1967, it was Hjerten who again made a

major' development to this emerging technology. Hjerten proposed the use of

columns of smaller inner-diameter (i.d.) so that the increased surface area of the

column would permit the efficient dissipation of heat from solution (4). However,

column size reduction was limited by detector technology, thus, Hjerten was only

able to reduce column size to 3 mm. In the following years, improvements were

made such that 200-500 pm diameter glass tubes with potentiometric detection

was demonstrated (5) and later UV and conductometric detection was reported

(6). Despite the significant improvements in this technology, efficiency and

resolution was still greatly limited by the relatively large injection volumes

required for detection. In 1981, Jorgenson and Lukacs reported what is often

considered the hallmark publication for modern capillary electrophoresis (7). In

this work, they reported sensitive fluorescence detection of dansylated amino

acids separated in capillary columns with a 75 pm i.d. The excellent heat

dissipation of such narrow-bore columns coupled with the very small injection

volume required for fluorescence detection resulted in separation efficiencies of

400,000 theoretical plates, more than ten times better than previous attempts.

Since that time, the development and improvement of CE techniques,

applications, and detection methods has been remarkable. Today, almost any

type of analyte, even compounds without a charge, can be separated by CE.

Nearly any optical or electrochemical detection method can be coupled to CE,

microchips are employed for CE separations which require only low seconds to

6



milliseconds for analysis, and single-molecule detection limits have been

demonstrated (8-12).

Fundamentals of CE

intrinsic electrophoretic mobility

As discussed in the previous section, electrophoretic separations are

generally achieved by exploiting the differences in the charge to size ratio of the

ion. The direction and magnitude of an ion’s migration rate is dependent upon

the magnitude and charge of the ion and the magnitude and direction of the

applied electrical field. The directionality of the ion’s migration is, of course, to

the oppositely charged electrode. The magnitude of the ion’s migration rate is

dependent upon the force exerted upon the ion by the applied field; this force (F")

is described as:

F=qE (1.1)

where q is the charge on the ion and E is the applied electric field to the system

(13):

V
E = -

L
(1.2)

where V is the applied voltage (volts) and L is column length (cm). Opposing this

directional force is a counteracting force (F”) given by Stokes law:

F"=6mjav (1.3)

where 77 is the solution viscosity, a is the radius of the ion, and v is the velocity of

the ion (13). Eq. 1.3 can be simplified by replacing dTcrja with the frictional

7



coefficient f to give;

F'=fv

The total force (F) experienced by the ion can then simply be derived from Eqs.

1.land 1.4: -

(1.4)

F = F-F" (1.5)

Assuming a steady-state between the two forces is quickly attained, Eq. 1.6 is

derived from Newton’s second law of motion (14):

F = ̂ = qE-fv (1.6)
dt

As dv/dt becomes zero under steady-state conditions, this term drops out and

Eq. 1.6 can be rewritten as:

i\E
fj

(1.7)V =

The frictional coefficient ratio {q/f) which is proportional to the charge to size ratio

and which determines the intrinsic electrophoretic mobility (jiint) of an ion is

defined as the velocity per unit field strength and can be derived from Eq. 1.7:

=  (1.8)

It is this intrinsic property that is exploited that enables electrophoresis to be

utilized for the separation of ions.

electroosmotic flow

Within a fused silica capillary, solvated cations in solution will accumulate

near the negative charges on the surface of the walls. Upon applying an

8



electrical field, the cations will migrate towards the cathode and, in doing so, will

drag along solution within the column; this process is termed electroosmotic flow
I  * ' -

(EOF) and. is depicted in Figure 1.3(A). The velocity of EOF depends on physical

parameters of the solution and the capillary and is defined as:

ECe
^EOF - (1.9)

where is the zeta potential of the capillary wall and e is the permittivity constant

of the solution (13). Recalling the relationship derived in Eq. 1.8, the mobility of

EOF can be defined as:

(1.10)Meof ~
V

The intrinsity of this parameter is noted because, again, the mobility of EOF is

independent of the applied field. However, even more significant is the fact that

EOF has no radial dependence; i.e. EOF results in  a flat flow profile as opposed

to a parabolic flow profile observed for pressure-driven flow techniques such as

liquid chromatography (LC) methods that utilize pumps or gravity to attain flow.

Whereas the flat flow profile depicted in Figure 1.3(A) indicates a uniform velocity

distribution of analytes in the moving band, the parabolic flow profile depicted in

Figure 1.3(B) indicates that the velocity distribution of analyte is not uniform

throughout the band and, as a consequence, efficiency is diminished.

observed electrophoretic mobility

It is the combination of the intrinsic electrophoretic mobility and the

presence of EOF that determines the rate at which solutes will migrate in free

9



(A) +■+" + +■+■+■ + +■+ +'+“+■+■+V-P

+  EOF

+-+-+-+■ t -+-± +■+ +■+■+■+ + +.+/

(B)
pressure

Figure 1.3: Flow profiles in CE and LC methods. (A) plug-like flow profile

observed in electrophoretic separations; (B) parabolic flow profile observed in

pressure-driven techniques.
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solution during electrophoresis. Therefore, the observed electrophoretic mobility

ijuobs) is a combination of these two mobilities as shown in Eq. 1.11: .

(1.11)Mobs ~ Mint Meof

It is important to note that if the pint and peof have the same sign (i.e., are in the

same direction), then |j<3bsis the sum of the two mobilities; conversely, if pint and

|j,eof have opposite signs (i.e., are in opposing directions), then iiobs is the

difference of the two mobilities.

Separation figures of merit

efficiency

In a well-optimized separation system, the chromatographic band should

remain in a narrow Gaussian distribution as it travels through the column. The

dispersion, or broadening, of the band is measured by a factor termed variance

which is measure of how broad the band becomes distributed from its

concentration maximum. A factor called plate height (H) is often calculated to

correlate the amount of variance per unit length of separation:

(1.12)
L

where is the calculated or measured variance and  L is the column length (15).

Efficiency (A/) is defined as the number of theoretical plates obtained for a

separation (15):

(1.13)
H
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In LC methods, the parabolic flow profile and the use of stationary and

liquid phases and the associated slow mass transfer between phases are

generally the major sources of variance during separations. In CE, the lack of

stationary phases and the radial flow profile eliminate these sources of variance

and, thus, usually result in much higher efficiencies relative to LC separations.

However, there are several other sources of variance present in CE systems and

each of these sources contributes in an additive manner to the total variance

observed;

2  2 2 2 2 2 '
G total = O’ diff + <7 InJ + G det + <7 thermal + <7 other (1.14)

where these sources of variance are diffusion, finite injection and detection

volumes, thermal gradients, and other sources, respectively (16). Other sources

of variance may include solute-wall interactions, differences in conductivity

between sample plug and buffer, and, in some cases, resistance to mass transfer

in techniques which contain complex buffer additives (e.g., micelles). For many

of these sources, the variance may be minimized by carefully optimizing

conditions of the CE experiment. For example, using lower field strengths so that

heat is efficiently dissipated from the column will minimize variance due to

thermal gradients. When experimental conditions are optimized, it is then

assumed that the major source Of band dispersion is due to molecular diffusion of

the analyte. Variance from diffusion can be determined from the Einstein

equation:

G^=2Dt (1.15)
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where D is the molecular diffusion coefficient (cm^/s) and f is the time allowed for

diffusion to occur (17). Therefore, it becomes apparent that the longer an analyte

remains in the column during the separation, more time is permitted for diffusion

to occur. Rearrangement of Eq. 1.8 gives:

v = juE = ju -
V ̂

(1.16)

where v is velocity, n is apparent mobility, and  E is the applied field (V/L). We

can then determine that the amount of time (f) required for an analyte to migrate

along the distance of the column (L):

t = (1.17)

Substituting Eq. 1.17 into the Einstein equation yields:

.  = 2D (1.18)
mV

Recall from Eqs. 1.12 and 1.13 that the number of theoretical plates (A/) can be

given by:

N = (1.19)

By combining Eqs. 1.16 and 1.17, we derive that the efficiency of separation may

be stated as follows:

mV
N = (1.20)

2D

From this equation, one concludes that i) the use of higher voltage results in

better efficiency berause it causes the migration to proceed more rapidly, thus.

13



allowing less time for diffusion, ii) ions of greater mobility- result in improved

efficiency because, again, the ions will proceed more rapidly through the column,

thus, allowing less time for diffusion, and iii) ions with a larger diffusion coefficient

will result in diminished efficiency. However, in the first conclusion stated above.

one must careful that the applied voltage is not increased to a point at which

significant Joule heating occurs; in this case, the improvement in efficiency due

to less time for diffusion will be offset by a loss in efficiency due to thermal

gradients.

Once data from a separation is recorded, efficiency may be reported by

calculating the number of theoretical plates based on peak shape of the

electropherogram. The standard equation for this calculation is:

\2
t

N = 5.54 (1.21)
wM2J

where t is retention time of the analyte and W1/2 is the width of the peak at half

height (15).

resolution

Resolution is a figure of merit that is strongly dependent upon efficiency.

In simple terms, resolution is a measure of the quality of separation between two

adjacent peaks. The term “baseline resolution” is often used to state that

adjacent peaks do not overlap: i.e. the first peak fully returns to the baseline

before the second peak rises. Theoretically, the resolution (Rs) between analytes

14



can be determined based upon their respective mobilities and the efficiency of

•  separation;

^ ^Mavg

where Aju is the difference in rnobilities of the two analytes and ^avg is the

average of the two mobilities (15). Resolution may also be calculated from

experimental data by a simpler equation:

Rs = (1.22)

Afp (1.23)
+W2

2

where AIr is the difference in retention times and wi and W2 are the base widths

of the two peaks (15).

Basic CE Experiment

One of the attractive features of CE is that instrumentation can be

relatively simple. A fused silica column is placed between two buffer reservoirs

and a voltage is applied to the buffer system leading to EOF and migration of

ions through the column. Typically, a small detection window is prepared near

one end of the column for on-column detection. A typical CE apparatus is

depicted in Figure 1.4.

A typical fused silica column is 200-400 pm in total diameter with an i.d.

between 25-150 pm. The column is externally coated with polyimide to allow

flexibility without breaking the fragile column. For detection purposes, a small
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Figure 1.4: Instrumental set-up for basic CE experiment. (A) high voltage power

supply; (B) inlet buffer reservoir; (C) lead electrode; (D) column; (E) detection

window; (F) ground electrode; (G) outlet buffer reservoir.

16



portion of polyimide may be removed with warm sulfuric acid in order to obtain a

small window for on-column detection.

A sample plug is usually introduced by one of two methods. First, a

hydrodynamic injection involves simply placing the injection end of the column

into the sample vial and raising the vial 8-10 cm for 10-30 seconds. The

hydrodynamic, presisure created within the column will siphon a small sample

plug into the column. The volume injected {V, nL/s) can then determined by the

Poiseuille equation:

AP{i.d.)\
V = (1.24)

128;7L

where AP is the pressure drop, given as;

AP = pgAh (1.25)

where p is density of sample solution, g is the gravitational constant, and Ah is

the height difference between the sample vial and outlet vial (18).

A second method of sample introduction commonly used is the

electrokinetic injection. In this method, the inlet side of the capillary Is placed into

the sample vial and an electric field is applied for a brief period of time. The

quantity of solute injected (Q) can be determined as:

Q = ^ (1.26)
K

where r is the inner-radius of the capillary, E is the field strength during

electrokinetic injection, C is the sample concentration, t is the time of injection
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and Kb and ks are the conductivities of the running buffer and sample,

respectively (19).

Following injection, a strong field is applied (typically 100-1000 V/cm) and

the injected solutes migrate through the column. The ends of the columns are

immersed in buffer reservoirs and the column is filled with buffer as well. Buffers

are typically of high buffer strength (10-100 mj^) because it is imperative to

maintain precise pH in the system. Electrophoretic mobilities of solute ions and

EOF are strongly dependent on pH; thus, any change in the background pH of

the running buffer could have deleterious effects on the separation. In some

types of CE experiments, the buffer may be modified with additives to aid in the

separation. For example, zwitterionic buffers may be used to adsorb onto the

column walls to eliminate EOF or buffers may contain micelles to aid in the

separation of neutral compounds (20, 21). In other cases, chelating agents may

be added to the buffer to assist in the separation of metals or fluorophores may

be added to the buffer so that the displacement of these fluorophores results in

an indirect method of detection (22). A full discussion on the role of the buffer

and modifications to aid in separations can be found in the literature (23).

Most detection schemes employ on-column detection methods and the

two most common methods of detection are absorbance and fluorescence.

Absorbance detection is not very sensitive in CE because of the short

pathlengths at the detection window. Recall Beer’s law;

A = ebc (1.27)
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where absorbance is directly proportional to the molar aborbtivity (f), the

pathlength (b), and the concentration of analyte (c) (24). Given the diminutive

size of the i.d. of capillaries used in CE, absorbance detection is simply not very

Despite this disadvantage, absorbance is still commonly utilized

because a large number of analytes intrinsically absorb light.

CE truly became a notable technique when Jorgenson and Lukacs

sensitive.

employed fluorescence detection and reported very good efficiency and

sensitivity (7). In this method of detection, the fluorescence signal intensity {If) is

given by:

If — Ofl^sbck^ (1.28)

where 6f is the fluorescence quantum yield, lo is the excitation source intensity.

and Re is the detection efficiency (25). The significant relationship to note in this

equation is the direct proportionality between If and lo. This relationship is often

referred to as the “fluorescence advantage”; i.e., the stronger the excitation

source, the more intense the resulting fluorescence signal will be. The attributes

of lasers make them ideally suited for fluorescence-based CE techniques.

Lasers can deliver monochromatic, collimated, high-power light. These attributes

result in selective excitation of desired species, a tightly focused beam through

the capillary, and a strong fluorescence signal which may lower limits of detection

(LCDs), respectively.

Despite the several advantages of laser-based fluorescence detection,

this is not an universal technique. The number of analytes which exhibit natural

Therefore, derivatization of the sample may befluorescence is limited.
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necessary. However, one must be careful that deriviatizing sample constituents

with fluorescent reagents does not then make the mixture unamenable to CE

separation. For example, if a fluorescent chelating agent is added to a mixture of

metals prior to analysis, it’s possible that the chelated complexes will now all

have approximately the same charge to size ratio and, thus, the same

electrophoretic mobility, and will not be separated by CE. Several possible

strategies have been employed to avoid such problems. In addition to

derivatizing samples prior to injection (termed "pre-column derivatization”),

samples may also be derivatized on-column by adding complexing reagents into

the running buffer (26, 27). In addition, post-column derivatization is often

utilized so that labeling of the analyte occurs after the separation is complete (28,

29).

Electrophoretic separation of DNA fragments

theory of migration

It may appear that the structure and properties of DNA would make it

impossible to separate fragments by electrophoresis. Recall from Eqs. 1.3 and

1.8 that the intrinsic mobility of an ion is dependent upon its charge and its

frictional force; in turn, these factors are dependent upon the size of the ion so

that the following relationship is derived;

q N
(1.29)W 1Mdna ~— «

/ N
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where N represents the length of DNA in number of base pairs. Therefore, in

free solution, all DNA fragments would be predicted to have the same

electrophoretic mobility and, thus, no resolution of fragments would occur.

In 1967, the combination of electrophoresis with  a sieving media was

introduced for the separation of polypeptides; this technique was termed

polyacrylamide gel electrophoresis (PAGE) (30). Electrophoresis provided the

driving force for the fragments to migrate into the gel media but the porosity of

the gels is what imparted selectivity based upon the size of the fragments.

Whereas small fragments could easily migrate through the porous network,

larger fragments can only traverse a limited number of pores, thus, these

fragments must weave a more torturous path through the gel.

Capillary Gel Electrophoresis

To perform PAGE, a slab gel must be prepared (also known as slab gel

electrophoresis, or SGE). These gels are typically flat, about 20 x 20 cm or

larger, and may be several millimeters in thickness. Detection is usually limited to

exposing the gel to UV light; sample recovery out of the gel is necessary for other

analyses. Another problem with SGE is that gels do not efficiently dissipate heat,

thus, very low applied fields (about 10 V/cm) must be utilized in order to avoid the

deleterious effects of Joule heating. As a consequence of using such low fields,

analysis time may be very slow (hours).

In 1983, Stellan Hjerten first attempted to perform a modified version of

this technique in capillaries in a method to become known as capillary gel
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electrophoresis, or CGE (31). However, a major impedance to this method was

very poor efficiency. Hjerten suggested that the source of the problem was a

static attraction between the large biopolymers and the charged walls of the

fused silica capillaries. In 1985, Hjerten published what many CE practitioners

consider another hallmark publication for CE (32). In this work, Hjerten describes

a column-coating regime which effectively coats the walls and, thus, eliminates

electrostatic interactions between ions and the fused silica capillary. Another

significant effect of this coating procedure is that EOF is also eliminated.

In the following years, the use of CGE resulted in remarkable

improvements in the CE separation of biopolymers. Typical results were reports

of a 50-fold reduction in analysis time coupled with a 14-fold improvement in

efficiencies with low detection limits (33).

Size-Seleetive Capillary Electrophoresis

Despite the improvements realized with CGE, it was not without faults.

Gel-filled capillaries were cumbersome to prepare. The gel must be bonded very

strongly to the capillary wall or it may become expelled during electrophoresis.

Slight changes in temperature and pH were found to influence the gel’s integrity.

Also, for all the trouble involved with preparing gel-filled columns, they would last

for only a few analyses.

In the early 1990’s, a method was introduced that replaced the affixed gels

and utilized a solution of soluble polymers as the sieving matrix; this new

technique was terrried size-selective capillary electrophoresis,  or SSCE (34).
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This method retained all the positive attributes of CGE (fast analysis time,

sensitive detection, excellent heat dissipation, and small sample requirements)

but also alleviated many of the problems associated with CGE. Changing the

buffer or sieving matrix is as easy as flushing and refilling the column. By being

able to flush and store the columns in dilute acid solutions when not in use,

column lifetime is greatly extended. Also, there are many types and sizes of

polymers available for this technique.

Statement of problem

Despite the many advantages of CE discussed in the introductory chapter,

it has been humorously noted that, “There are only three problems with capillary

electrophoresis: injection, separation and detection.” (35). though CE has come

a long way since this statement was made, there still remain a number of

problems which hinder it from gaining wider acceptance. Part of the inability to

solve these problems is simply the novelty of this method - much is yet not

understood about the underlying fundamental processes of many of these CE

applications.

There has been much speculation about the dynamics of DNA separations

A significant portion of research involving SSCE of DNA

fragments is to simply understand the fundamental processes which are

occurring so that experimental conditions may be fully optimized in order to

achieve the best results possible. It has been suggested that if reproducibility,

sensitivity, and predictability through computer-generated simplex programs

during SSCE.
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could be demonstrated for the SSCE separation of DNA fragments, this

technique could be a major contribution to the bold endeavor to sequence the

human genome by the year 2005 (36).

The purpose of the research presented in Part I of this dissertation is to

study the fundamental processes occurring during the SSCE of DNA fragments.

Once these processes are better understood, the sources of variance become

better understood and prospects for developing experimental strategies to

minimize these sources of variance during real applications are enhanced.
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-Chapter 2-

Examination of Non Cross-Linked Polyacrylamide Coated
Columns by Scanning Electron Microscopy

Introduction

In order to achieve efficient separations of DNA by CE, the negative

surface charge of fused silica capillaries must be eliminated. One reason for this

is to eliminate electrostatic attractions between charged biomolecules and the

surface silanols. Even in the case of DNA fragments, static attractions may exist

between the negatively-charged fragments and cations adsorbed to the

negatively charged surface of the capillary wall. Furthermore, the intercalation of

positively-charged dyes may further increase the attraction between intercalated

DNA fragments and surface silanols. Such sorption processes would have

deleterious effects on retention time, efficiency, and resolution of DNA fragments.

Furthermore, as discussed in Chapter 1, the presence of a negative surface

charge on the capillary wall results in electroosmotic flow. EOF would oppose

the electrophoretic migration of DNA fragments, again resulting in extended

retention times and diminished efficiency and resolution.

The combination of sorption processes and the presence of EOF would

virtually eliminate the possibility of using CE for DNA analysis. Even if EOF was

not completely eliminated from these experiments, the adsorption of DNA

fragments would change the zeta potential of the column wall, thus, variations in

the magnitude of EOF would result (Eq. 1.10). Such variations in EOF would
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result in highly irreproducible retention times of DNA fragments, thus, the use of

CE for sequencing applications would not be possible.

In 1985, Hjerten presented a key publication describing the covalent

bonding of polymers onto the capillary wall which would alleviate solute-wall

adsorption and would also eliminate electroosmotic flow (32). Hjerten’s

procedure is depicted in Figure 2.1. Briefly, the column is washed with base to

remove any impurities adsorbed onto the silica surface. The column is briefly
\

rinsed with water and followed by a wash with acid in order to fully protonate the

SiO" surface of the wall, thus, making it reactive for the silanation step. Next, a

bireactive silane is rinsed through the Column where one side covalently anchors

to the SiO’ surface. In the final step, acrylamide is introduced into the column

and, in the presence of an initiator, the acrylamide reacts with the unanchored

side of the bonded silane to yield a non cross-linked polyacrylamide coating.

After sufficient time has elapsed for in-situ polymerization, unreacted reagents

are flushed from the columns and the columns are stored in a dilute acid solution.

Columns prepared in this manner are typically stable for dozens of separations

over 2-4 weeks before performance degradation is observed.

One should not confuse the aforementioned procedure of using non cross-

linked polyacrylamide with the CGE method previously described (pg. 19-20). In

the former, only the walls of the columns are coated with a thin layer of

polyacrylamide. The polyacrylamide is not part of the separation matrix. In the

latter, the entire diameter of the column is filled with a solid gel which is used as

the separation matrix.
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Figure 2.1: Reaction scheme for coating columns with non cross-linked

polyacrylamide. Details of the reaction steps are found within the text. Although

bis-attachment to adjacent silanols on the surface is depicted, this may not

always ocpur; further cross-linking reactions at these methoxy grpups may occur.
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Since 1985, . numerous publications have appeared suggesting

modifications and alternative polymerization regimes. Among these various

polymers are poly(vinyl alcohol) (37), epoxy (38), polyether (39), cellulose

acetate (40), and polyethylene glycol (41). As alternatives to bonding polymers

onto the surface of the capillary wall, some researchers have reported dynamic

coatings such as the use of surfactants in the running buffer (42) or the use of

highly viscous polymers such as poly(ethylene oxide) (43). However, dynamic

regimes may not always reproducibly control EOF as well as bonded polymers.

In many of these reports, careful optimization and control of the

polymerization step is reported to be essential to avoid errors such as incomplete

polymerization and, thus, insufficient coating. In other cases, clogging of the

capillary has been reported when excessive polymerization has occured (44).

Several papers have appeared in which the efficacy of different capillary

coating techniques is evaluated by using the prepared columns to separate

complex samples and determining the separation figures of merit (e.g. efficiency

and resolution) (45-47). A few studies have actually evaluated the

polymerization process occurring during the column coating procedure (48, 49).

The examination of capillary columns by scanning electron microscopy

(SEM) was reported by Kaupp et. al. (50). In this work, SEM was utilized to

examine surface defects of capillary columns from various batches in order to

evaluate batch to batch quality. Etching effects following treatments with HF and

HCI were examined. In addition, adsorption phenomena were exarhined. A

correlation of etching (treatment) time with the zeta potential of the column was
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made by observing the behavior of protein solutions in the column. It was

concluded that incomplete etching treatments resulted in non-uniform zeta

potentials as evidenced by the lack of a uniform layer of adsorbed proteins.

Rigorous flushing procedures were not effective in, removing the adsorbed

proteins.

In the work presented in this chapter, columns coated with non cross-

linked polyacrylamide were examined by SEM. The effect of polyacrylamide

concentration on the thickness of coating was evaluated. If a soluble polymer

solution is to be employed as the separation matrix, a thick gel on the column

surface is undesirable for several reasons. One of the major advantages of

using aqueous solutions of soluble polymers is that these solutions dissipate heat

much more efficiently than do gels (51). A thick gel on the column wall could

retain heat and lead to increased Joule heating within the capillary. Also, if

soluble polymers are to be employed as the sieving agent in the separation

technique, a thick gel on the column wall may contribute undesirable sieving

effects on the separation. For DNA separations, if the gel protrudes into the

separation channel, it’s possible that DNA-polymer entanglement interactions

could occur which could lead to increased band dispersion and, consequently, a

loss in efficiency and resolution. Ideally, a non cross-linked polyacrylamide

coating on the capillary wall would be thick enough so that it effectively covers

the active sites on the silica surface but so thin (perhaps a monolayer) that it

does not affect the separation in any direct manner.
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Experimental

Materials

Fused silica capillaries (75 |im I.D. x 365 urn O.D.) were purchased from

Polymicro Technologies (Phoenix, AZ). Acrylamide, ammonium persulfate (AP)

N,N,N’,N’-tetramethylethylenediamine (TEMED), and y-methacryloxypropyl-

trimethoxysilane (y-MTMS) were purchased from Sigma (St. Louis, MO).

Column Preparation

Capillaries were cut to a total length of 20 cm and the walls were

deactivated with linear polyacrylamide using a procedure modified from Hjerten’s

procedure (32). The columns were washed with 0.1  N NaOH for 1 hour, rinsed

with deionized water for 10 minutes, washed with 0.1 N HCI for 1 hour and rinsed

again with water for 10 minutes. Next, an acidic solution of y-MTMS (20 ml water

+ 50 pL 6 M acetic acid + 80 [.iL y-MTMS) was flushed through the column for 18

hours followed by a rinse with water for 10 minutes. Solutions of acrylamide

(0.25 g for 2.5% acrylamide, 0.40 g for 4.0% acrylamide, and 0.80 g for 8.0%

acrylamide) in 9 mL phosphate buffer (9 mL water  + 0.087 g K2HPO4: adjusted to

pH 6.8 with HCI) along with a solution of 0.15 g AP in 10 ml water were degassed

by bubbling helium through for 30 minutes. Polymerization was initiated by

adding 1 mL of the AP solution along with 7.5 }j,L TEMED to the acrylamide

solution; this solution was then quickly introduced into the column to allow in-situ

polymerization for at least 12 hours. The excess polyacrylamide was removed

30



by flushing the column with 10 mM H3PO4. When not in use, columns were

stored in 10 mM H3PO4.

To prepare the specimens for SEM, 1 cm sections of capillaries were

removed from the central portion of the column and coated with a 15 nm layer of

gold in order to alleviate charging effects. The specimens were positioned

perpendicular to the face of the specimen stage with the use of carbon paste to

hold the specimens in place.

In addition to the aforementioned prepared specimens, an untreated bare

fused silica column was analyzed as a blank. Also, a column that had been

coated with 2.5% polyacrylamide and had successfully been used for several

DNA separations before significant performance degradation was observed was

included in this study.

Instrumentation

A Hitachi S-3200N Scanning Electron Microscope (Hitachi Scientific

Instruments, San Jose, CA, USA) was utilized for all experiments. Operating

conditions included a pressure of 20 Pa and a beam voltage of 20 kV. The

micrographs presented are backscattered electron images.

SEM Micrographs

The micrographs depicted were obtained with a Polaroid camera attached

to the SEM. To aid in preservation, the micrographs were wiped with a dilute

acetic acid solution imniediately following development. The figures in this

31



chapter are computer-scanned images using an UMAX Astral 200S scanner

(UMAX data Systems, Freemont, CA.) and Presto! Pagemaker software

(NewSoft Technology Corp., Seattle. WA.); images were scanned at a resolution

of 300 dpi. It is important to note that the software was not used to enhance any

features of the images presented in the figures.

Results and Discussion

The specimen obtained from the blank column is pictured in Figure 2.2(A).

The bright portion of the image is the fused silica capillary and the dark portion of

the image is the inner diameter of the column. This micrograph is included to

facilitate comparison with images of coated columns.

Figure 2.2(B) shows a highly magnified view of a column that was coated

with a 2.5% polyacrylamide solution. It is not possible to conclude if a very thin

coating is present in this specimen. A faint image is evident between the fused

silica and the inner diameter of the column but this may be the result of the

inability to achieve a better focus. Although a coating cannot be conclusively

identified, successful deactivation of the column surface is indicated by the fact

that these columns are routinely used for very efficient separations of DNA

fragments (52, 53). This indicates that this column is probably coated with a very

thin layer of polyacrylamide, perhaps less than 0.1 ̂ im in thickness.

Procedures describing the use of a 4.0% polyacrylamide solution for

coating columns have been reported (54). A micrograph of a column prepared at

this concentration is depicted in Figure 2.2(C). In this figure, one can clearly see
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Computer-scanned images of scanning electron microscopyFigure 2.2;

(A) bare silica column (blank); workingmicrographs of capillary columns,

distance (WD) = 12 mm; (B) column coated with 2.5% polyacrylamide; WD = 13

mm; (C) column coated with 4.0% polyacrylamide; WD = 12 mm; (D) column

coated with 8.0% polyacrylamide; WD = 13 mm.
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a layer of polyacrylamide inside the column. It appears that the thickness of this

coating is approximately 1.5 pm although it is apparent that this coating is not

uniform in thickness.

Examination of the specimen from the column coated with 8.0%

Although poor in contrast, apolyacrylamide is shown in Figure 2.2(D).

significantly thicker coating on the surface of the column is observed. Further

Theseevaluation of this specimen is shown in Figures 2.3(A) and (B).

micrographs clearly show a lack in uniformity of polymer thickness. In Figure

2.3(A), one observes where the coating appears to begin and gradually becomes

thicker; in Figure 2.3(B), this gradual increase in coating thickness is even more

evident. These micrographs were obtained by examining adjacent regions of the

specimen. One possible explanation for the observation depicted in these

figures is that while these columns lie parallel on the lab bench during the lengthy

polymerization time (12-16 hours), gravity causes the polyacrylamide solution to

pool in the bottom of the column, resulting in a thicker layer of coating in this

region. It’s possible that the orientation of these micrographs depict the position

of this column as it sat on the lab bench during polymerization.  Possible

solutions to this problem include using a syringe pump to continuously force the

polymer solution through the column at a constant rate or to rotate the column

during the polymerization step.

When a column “dies”, this is evidenced by the loss of quality of the

separations. For DNA separations, bands become broad and resolution

becomes much poorer, indicating fragment-wall adsorption may be occurring.
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Figure 2.3: Additional SEM micrographs of capillary columns. (A, B) adjacent

regions of column coated with 8.0% polyacrylamide; WD = 13 mm; (C) column

coated with 2.5% polyacrylamide and used for several successful separations of

DNA digests before performance degradation was observed; WD = 14 mm.
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Also, retention times increase, indicating the presence of electroosmosis which

Figure 2.3(C) is aopposes the migration direction of the fragment bands,

micrograph of a column following “column death”; i.e., this .specimen is from a

column that was coated with 2.5% polyacrylamide and successfully used for

several DNA separations before significant performance degradation was

observed. Ideally, one would perhaps like to see  a micrograph of a dead column

which shows patches of the coating removed. However, as was observed in

Figure 2.2(B), deactivation with 2.5% polyacrylamide does not result in a clearly

visible coating. Unfortunately, Figure 2.3(C) was not as revealing as had been

expected during the preparation of specimens for this study. However, this figure

does reveal that a, loss in. the integrity of the coating may have been the source of

performance degradation; no obvious visual damage to the column is evident

which might have otherwise been used to explain the loss in performance of this

column.

Conclusions

Several papers report the successful use of non cross-linked

polyacrylamide coated columns to achieve separations that would not be

possible in uncoated columns. This demonstrates that this coating is indeed

effective. However, the micro^'phs presented herein illustrate some possible

problems that could lead to poor reproducibility that is often problematic in CE

experiments.
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Columns coated with 2.5% polyacrylamide yield excellent results for DNA

separations which would not be possible in poorly coated columns. The fact that

this effective coating is so thin that it cannot be seen by SEM at such a large

magnification as used for Figure 2.3(B) indicates that this coating is probably less

than 0.1 pm in thickness. When using polyacrylamide at concentrations > 2.5%

polyacrylamide, the possibility arises of achieving a non-uniform coating in

columns that lie flat on lab benches during the polymerization step. Procedural

modifications to ensure a more uniform coating may enhance the performance of

coated columns.

37



-Chapter 3-
Examination of Band Dispersion During Size-Selective

Capillary Electrophoresis of DNA Fragments

In Chapter 1, the development of SSCE was described. This technique is

now perhaps the most common method employed for DNA analysis by CE.

Despite its widespread use, questions remain about the fundamental processes

occurring during SSCE of DNA fragments. Several papers offering theories and

discussion on this topic have been published yet controversy still remains as

many of these manuscripts offer differing fundamental theories on this topic (34,

55, 56).

In this chapter, an exhaustive examination of the electrophoretic process

is described. In particular, DNA migration and separation dynamics in SSCE are

evaluated. Once these fundamental processes that influence band dispersion

are better understood, we can then evaluate the sources of band dispersion in

these experiments and optimize experimental conditions so that the full potential

of CE may be realized.

Theory of DNA migration

Ogston migration model

A single strand of DNA consists of deoxyribonucleotide bases linked

together by phosphodiester bonds. DNA typically exists as a double strand

coiled in a helical manner with bases oriented towards the center and the
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phosphate backbone oriented towards the exterior of the helix (Figure 3.1).

Unperturbed in free solution, DNA fragments tend to “relax” into spheres (57).

The Ogston model of DNA nriigration assumes that the fragment remains

in a spherical shape as it migrates during electrophoresis. The radius of the

sphere (Rdna) is related to the fragment length by the following empirical

relationship:

=(5.66/V)'':= (3.1)

where N is the number of base pairs (bp) (56). The assumption that DNA

migrates as a spherical , entity has been evaluated by gel electrophoresis

experiments using charged, solid, non-deformable spherical beads of

comparable size to various DNA fragments as determined by Eq. 3.1 (58). In

these experiments, the migration rates of the beads and the DNA fragments were

compared and, if the DNA fragments indeed behave as spheres during

electrophoresis, they vyould be predicted to have similar retention times as the

solid beads. Although the data showed excellent agreement between the

migration rates of the beads and the small DNA fragments, this trend rapidly

worsened as the size of the DNA fragments exceeded approximately 200 bp.

These results suggest a second migration mechanism predominates as the size

of DNA fragments becomes larger;

biased reptation migration model :

Equation 3.1 predicts that if DNA fragments indeed maintain a spherical

shape during migration, the radii of the spheres fo r fragments of increasing
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Figure 3.1: Structure of DNA. The four bases depicted (in order from top left)

are adenine and thymine (linked by two hydrogen bonds) and cytosine and

guanine (linked by three hydrogen bonds).
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length become prohibitively large and would be nearly impossible to traverse

through a mesh network of reasonable pore size. However, this is not what is

observed experimentally as several laboratories report the successful

electrophoretic separation of very, large DMA fragments in gel and polymer

matrices (59, 60). It was postulated, that although large DMA fragments may

exist as spheres in an unperturbed solution, once an electric field is applied and

migration begins, the large fragments elongate and are able to reptate through

the pores of a mesh network (56). : This is, the basis of the bias reptation

migratipn model. Experiments show that the mobility of fragments migrating by

this mechanism can be quantitatively described as:

1,Po.A = jj:+bE'' : (3.2)

where b and h are constants dependent on experimental conditions.

Despite good agreement of experimental data with these proposed

models, there still exist some controversy and uncertainty of the processes of

DMA fragments ih a complex, dynamic ̂matrix. In reality, an electrophoretic

system involves more than just a single DMA fragment migrating unperturbed

through a solid, uniform mesh network. Aqueous polymer solutions utilized in

:  SSCE are not rigid but, rather, are dynarhic; thus, another model termed

“constraint release” has been described (56). In this model, it is suggested that

during separations of DMA fragrnents, the flexible polymers are “pushed away”

by the more rigid fragments as they migrate through the polymer solution.

Therefore, the pore size of entangled polymers is actually transient during SSCE
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of DNA fragments. This proposed model further complicates the effort to provide

a definitive description of SSCE.

Several other factors may also influence migration behavior. Such factors

include inter- and intra-fragment interactions, change in fragment shape upon

insertion of intercalation dye, and effect of pH and other buffer influences. It

becomes apparent that understanding the electrophoretic process requires more

than simply discussing the proposed models describing the migration dynamics

of DNA fragments..

Theory of polymers employed in SSCE

effect of concentration ,

The preceding section suggests that DNA migration through a mesh

network is strongly dependent upon pore size of the gel or polymer matrix. If

fragments are too large to easily traverse a pore in the mesh, their migration rate

is reduced as the fragment must migrate by a more torturous route. In the

preparation of gels, the amount of cross-linking initiated during the polymerization

of the gel determines the pore size of the separation matrix. When employing

aqueous solutions of soluble polymers, it is the concentration of the polymer that

will influence the effective pore size encountered by the DNA fragments (Figure

3.2).

At very low concentrations, dissolved polymers are spatially isolated from

other polymer strands. As the coricentration increases, the likelihood that

polymer strands will become entangled with other polymer strands increases.
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c<c*

c = c*

c>c*

Figure 3.2: Effect of concentration on polymer entanglement. When the polymer

concentration is below the entanglement threshold (C < C*), polymer strands are

spatially isolated; at the entanglement threshold (C = C*), polymers begin to

overlap: as the entanglement threshold is exceeded (C > C*), a mesh network

develops.
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The concentration at which polymers statistically will be likely to entangle with

neighboring polymers is termed the entanglement threshold and can be

approximated by:

3M, 0.6
(3.3)C*

4nR.
p̂

[V.
 J

where C* is the entanglement threshold concentration, Mn is the monomer

molecular weight, Rp is the radius of the polymer “blob”, and [tj] in the intrinsic

viscosity of the polymer solution. The latter two terms can be defined by

established equations (56); these terms are also proportional to the monomer

Whereas Eq. 3.3 is a fairly simple

mathematical approximation, the equation becomes quite complex as the

polydispersity of the polymer increases. In this case, given the relationship

between C* and r\ approximated in Eq. 3.3, the entanglement threshold can be

experimentally approximated by plotting viscosity versus concentration and

extrapolating the concentration at which point the slope of the line changes.

Once the polymer concentration exceeds the entanglement threshold, a

well-defined polymer mesh develops into an effective sieving matrix for DNA

fragment separations (Figure 3.2). As the concentration of polymer increases,

the effective diameter of the pores will deaease. Therefore, for the separation of

large fragments, polymer concentrations just exceeding the entanglement

threshold may be desirable; conversely, the separation of relatively small

fragments may require a polymer concentration well above the entanglement

threshold in order to obtain pores small enough for effective size discrimination of

molecular, weight of the polymer.
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fragments. However, one must realize that this is only a qualitative description;

the constraint release model previously described introduces uncertainty about

the correlation between polymer cohcentratibn and definitive mesh size.

Band dispersion during SSCE of DNA fragments

In order to achieve good resolution and efficiency in CE, several sources

of band dispersion must be controlled, as previously described in Eq. 1.14.

Several of these sources may be reduced or eliminated by careful design of

experimental conditions. For example, Chapter 2 discusses the use of coated

columns to eliminate band dispersion caused by solute-wall interactions and

electroosmotic flow. When experimental conditions are fully optimized, the major

contribution to band variance is generally considered to be axial diffusion. Recall

from Eq. 1.15 that diffusion is. directly proportional to time; J.e., the longer an

analyte band remains in the column during electrophoresis, the larger the peak

variance becomes due to diffusion. Given the direct relationship between solute

velocity and field str'ength (Eq. 1.7), it may seem that a simple solution to this

problem is to increase the field strength, thus, increasing the band velocity and

reducing the amount of time the solute band rernains in the column. However,

the higher field strength also generates more heat which must be dissipated by

the column in order to alleviate the deleterious effect of thermal gradients.

Therefore, the highest possible field strength that permits rapid velocity of

analytes yet does not excessively heat the column must be determined. This

optimal field strength can be determined by plotting variance versus field strength
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and noting the field strength that corresponds to the minimum of the plot. The

increasing variance observed on this plot at field strengths below this minimum is

due to diffusion while the increasing variance observed at field strengths above

this minimum is due to Joule heating. A plot to determine the optimal field

strength for the experiments described later in this chapter is shown in Figure

3.3.

A method for the direct measurement of diffusion coefficients of proteins

was reported by Walbroehl and Jorgenson (61). Briefly, they inject a solute band

into a column and perform electrophoresis without pause. A seicond injection is

performed and the solute band is allowed to migrate only a short distance into

the column before the applied field, is discontinued. After a length of time, the

field is reapplied and the solute band migrates past the detector. The difference

is peak width from these two injections is attributed solely to diffusion during the

period of time the field was discontinued. However, the “stopped migration”

method employed requires more than one injection in order to obtain sufficient

data. The necessity of performing multiple injections for sufficient data may

affect reproducibility. For example, variance due to electrokinetic injections,

residual EOF, or changes in the buffer may . all increasingly contribute to band

dispersion during subsequent injections and analyses.

Clark and Sepaniak describe a novel CE apparatus that permits the rapid
I

and precise translation of the detection zone along a capillary wall (62). This

instrumentation facilitates the scanning of a zone under static conditions; thus a

static diffusion coefficient may be determined under truly static conditions.
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Figure 3.3: Effect of field strength on peak efficiency. A series of separations of

<j>x-174 Hae III digest were performed with increasing field strengths for

subsequent trials. Peak widths at half , height were measured and the field

> strength which resulted in the mpst efficient peaks was determined to be 250

V/cm. The error bars represent the: variation of the efficiencies of the four

selected fragments used for this study (603, 872, 1078, and 1353 bp).
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Furthermore, this determination of a static diffusion coefficient requires a single

injection, thus, eliminating the other possible contributing sources, of variance

present in the aforementioned procedure of Walbroehl and Jorgenson.

Luckey et al. proposed an equation in which the static diffusion coefficient

could be utilized to determine a kinetic diffusion coefficient (63). The use of the

kinetic diffusion coefficient could then be used to predict the total band dispersion

observed during separations of DNA fragments by CE. The Stokes-Einstein

equation relates diffusion to the size of molecule as:

kT
D = (3.4)

f

where k is the Boltzmann constant, T is the absolute temperature, and f is the

frictional coefficient defined earlier in Eq. 1.4 which includes a, the radius of the

ion. Recall from Eq. 1.8 the relationship between mobility (p) and the frictional ,

coefficient:

(1.8)

Cornbining and rearranging of these two equations indicate the following

relationship between mobility and diffusion:

kT^
D = (3.5)

q

Given the conformational dynamics of DNA during electrophoresis in a sieving

matrix, the electrophoretic mobility of DNA fragments varies with field strength.

Therefore, the assumption is made that diffusion must also be dependent upon
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field strength. Therefore, when solving Eq. 3.5, it is necessary to specify field

strength conditions; for example, at zero-field the equation becomes:

/fT//®
D° = (3.6)

Q

where D° and ju° are the static diffusion coefficient and the “zero-field” mobility,

respectively. Under an applied field (for instance, 50 V/cm), the equation

becomes:

50£,50 _ kTju (3.7)
q

where and ju^° are the kinetic diffusion coefficient and the fragment mobility,

respectively, at a field strength of 50 V/cm. Assuming that, at relatively low

fields, the temperature does not appreciably change, the following relationship is

derived:

/• 50 A

= D° ̂50
D (3.8)

In this chapter, static diffusion coefficients of DNA fragments are

determined under truly static conditions by use of spatial scanning CE

Static diffusion coefficients in various methyl cellulose

concentrations are determined and surprising results relating molecular diffusion

in polymer solutions are presented. Furthermore, with this novel instrumentation,

total band dispersion under kinetic conditions when performing electrophoretic

separations of DNA fragments in entangled polymer solutions is also examined.

These experimental results are compared with results predicted by calculation of

instrumentation.
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the proposed kinetic diffusion coefficient in Eq. 3.8. The predicted results from

these calculations do not appreciably account for the total band dispersion

measured in these experiments. Theories and experimental data for this

disagreement are presented.

Experimental

materials

Tris(hydroxymethyl)aminomethane, boric acid, and ethylenediamine-

tetraacetic acid (EDTA) were purchased from Sigma (St. Louis, MO, USA) and

used to prepare a 45 mM (pH 8.5) Tris-boric acid-EDTA (TBE) buffer. (|)X-174

Hae III DMA digest, methyl cellulose (MC; Mn = 100,000 and Mn = 20,000)

ethidium bromide (EB), acrylamide, AP, TEMED, and y-MTMS were also

purchased from Sigma. Fused silica capillaries (75 pm I.D. X 365 pm O.D.) were

purchased from Polymicro Technologies (Phoenix, AZ, USA).

column and solution preparation

Capillaries were cut to give a total length of 40 cm. A large detection

window extending from 9-31 cm was prepared by removing the polyimide coating

with warm sulfuric acid. The capillary walls were deactivated by the procedure

previously described in Chapter 2.

DMA samples were prepared by diluting an aliquot from the stock with 45

mM TBE to give a final concentration of 5 pg/ml. Methyl cellulose (MC) stock
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solutions were prepared by heating 100 ml TBE buffer to 90 °C while degassing

with helium. Solid MC was then added with stirring until dissolved. Once

dissolved, the solution was placed in an ice bath and stirring continued until the

solution became clear. Prior to use, EB was added to diluted MC solutions to

give a dye concentration of 2.5 pM and then vacuum degassed. Solution

viscosities were measured with an Ostwald viscometer.

apparatus

The spatial-scanning capillary electrophoresis instrumentation is depicted

in Figure 3.4 and has previously been described in detail (62). Briefly, the

capillary column is secured onto a plexiglass stage which is mounted onto an

optical sled. The sled is fitted into a dovetail rail table and is equipped with a

plastic chain which is connected to a stepping motor. (Boston Gear, Quincy, MA,

USA). Motion control of the stepping motor and data acquisition were performed

by use of a PS/2 Model 50 IBM computer equipped with a uCDAS-16G data

acquisition board (Kiethley Metrabyte, Taunton, MA, USA).

A 1.5 mW helium-neon (He-Ne) laser (Edmund Scientific, Barrington, NJ,

USA) at 543.5 nm was used as the excitation source. The laser beam was

passed through f/1 focusing lens to tightly focus the beam into the inner-diameter

of the column. Fluorescence emission was collected by a quartz fiber optic, 200

pm core diameter with a numerical aperture of 0.24 (General Fiber Optic, Cedar
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Figure 3.4: Spatial scanning CE instrument. (A) mirror; (B) focusing lends; (C)

needle electrode; (D) high voltage lead; (E) column plexiglass mounting stage;

(F) column; (G) alignment stage; (H) grooved aluminum stage, mounted on a

chain driver; (I) fiber optic; (J) cut-on filter.
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Grove, NJ, USA), arranged 90° to the column, perpendicular to the dir^ection of

the incoming laser beam. The fiber optic is directed to a photomultiplier tube

(PMT) (Model 282, Hamamatsu, Bridgewater, NJ, USA) which has a 570 nm cut-

on filter at the face for optical rejection of scattered light. The photocurrent from

the PMT is monitored with a photometer (Pacific Precision Instruments, Concord,

CA, USA): the photometer response is directed to  a chart recorder (Yokogawa,

Atlanta, GA, USA) and computer. Applied fields for electrokinetic injections and

electrophoretic separations were performed with a Hipotronics Model 840 high

voltage power supply (Brewster, NY, USA).

methods

Before use, air was flushed through the column to remove the H3PO4

storage solution. Next, a low viscosity MC solution (10 pM without EB) was

flushed through the columns to coat the walls; this was done to prevent air

pockets becoming trapped within the column when filling the column with more

viscous MC solutions. Next, the Column was filled with the MC solution of the

desired concentration for studies (e.g., 50 pM MC with EB) and the column was

equilibrated at -iO kV for 15 minutes prior to sample injection. All injections were

performed electrokinetically (-500V/10s).

For the .determination of p°, a sample plug was injected and an electric

field was applied to allow solute migration past the detector. Once the desired

bands passed the detector, voltage waS: discontinued. The bands were then

scanned by the precise translation of the column past the detector at a velocity pf



1.0 cm/min. The column was repositioned at its initial detection point and

subsequent scans were performed, in the same manner at selected time

intervals. Variances used to calculate D° were determined from measuring peak

widths at half height with the aid of LabCalc software (Galactic Industries, Salem,

NH, USA).

For the determination of kinetic dispersion coefficients, a sample plug was

injected and an electric field was applied to allow solute migration past the

detector. Once the bands passed the detector, the voltage was discontinued, the

time required for band migration was noted, and the bands were scanned under

static conditions. Generally, this required about  a three minute pause in kinetic

conditions. The field was reapplied and solute migration resumed for a

determined period of time. Before the time required for analyte elution, the

polarity of the applied field was reversed and the bands continued to migrate in

the column now towards the injection side. Once the bands migrated past the

detector, the voltage was discontinued, the total time of band migration was

noted, and the bands were scanned. This procedure was repeated several more

times until a sufficient set of data was obtained.

Results and discussion

Figure 3.5 depicts an electropherogram obtained from the separation of

(j)X-174 Hae III digest fragments. The excellent resolution (2.1 for the 271/281 bp

fragments) and efficiency (4.5 x 10® plates/m for the 1353 bp fragment) is typical

for a carefully optimized CE experiment.
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Figure 3.5: SSCE separation of <|)X-174 Hae III digest. Fragments (in order of

elution); 72, 118, 194, 234, 271, 281, 310, 603, 872, 1078, 1353 bp. Conditions:

[DNA] = 10 ng/ml; injection = -500V/10s: E = -lOkVMOcm (-250 V/cm); length to

detector (Ld) = 20 cm; buffer = 0.5% MC (Mn = 100,000) in 45 mM TBE and 2.5

pM EB.
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Figure 3.6 shows scans of a selected peak from the DNA digest at

selected time intervals. The peak depicted was isolated and held under static

conditions for the duration of the experiment; i.e., this peak was utilized to

determine a static diffusion coefficient. Peak width is measured in centimeters by

converting the time axis into a distance axis using the scan rate of 1.0 cm/min.

For a Gaussian peak, the peak width at half height is related to variance by Eq.

3.5 which is derived from the formula for a Gaussian peak:

=2[2ln2f" (3.9)a
total

After variance is determined, the slope of a. plot of variance versus time yields the

diffusion coefficient as shown by Eq. 1.15. The static diffusion coefficients for the

last four eluting fragments of the DNA digest (603, 872, 1078, and 1353 bp) are

listed later on page 64; the relative standard deviation (R.S.D.) values for these

determinations were <10%.

Figure 3.7 depicts scans of a selected peak that was subjected to kinetic

conditions as described in the experimental section; i.e., this peak was utilized to

determine a kinetic dispersion coefficient. Note that the manipulations required

for these measurements do not appreciably alter the Gaussian peak shape and,

thus, Eq. 3.5 may also be used to calculate peak variance for these studies as

well.

Another paper described a method for determining diffusion coefficients by

pumping bands of solutes in water through thin capillaries with the use of a

precise syringe pump and then utilizing the Taylor-Aris dispersion equation to

determine the diffusion coefficient based on the extent of the laminar flow profile
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Figure 3.6; Scans performed for the determination of static diffusion coefficients.

Scans depicted are of a selected peak (1353 bp); scan rate = 1.0 cm/min. Scans

were performed following (A) 0; (B) 27; and (C) 94 minutes of diffusion under

static conditions.
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Figure 3.7: Scans performed for the determination of dispersion coefficients.'

Scans depicted are of a selected peak (1353 bp); scan rate = 1.0 cm/min.

Electrophoresis is briefly paused (> 2 minutes) during the scan. Scans were

performed following (A) 6; (B) 13; and (C) 20 minutes of electrophoresis.
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observed (as depicted .in Figure 1.3) (64). This method relies on Pick’s law to

approximate the diffusion coefficient (D), as stated by:

dC
Q = UC^+D m (3.9)

dx

where Q is the mass flux along the capillary column, U is the mean velocity, Cm is

the mean analyte concentration over the tube cross section, and x is the distance

along the axis. Though the equation suggests a simple relationship, the

determination of the analyte concentration at various points in the capillary is not

a trivial calculation (64). Furthermore, it vyas suggested that results from these

experiments could be extrapolated to conditions of other solutions by simply

using the Stokes-Einstein relationship and correcting for solution viscosity as “it

was assumed that the coefficient of molecular diffusion obeys Einstein’s relation

and thus is proportional to the absolute temperature and inversely proportional to

the solution viscosity.’’ (64).

Based on this assumption that free-solution conditions may be

extrapolated to conditions when using entangled polymer solutions, the

relationship between the measured diffusion coefficient of DNA fragments and

entangled polymer solution viscosities was directly examined and is depicted in

Figure 3.8. One can clearly see that this plot indicates that the Stokes-Einstein

equation is indeed not valid for oligonucleotides in entangled polymer solutions..

In fact, the point at which the slope of the line changes sharply occurs at the

entanglement threshold for this polymer. From this plot, one can see the

difficulty in predicting the diffusion coefficient based on established equations.
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Figure 3.8: Relationship between diffusion of DNA fragments and viscosity of

The static diffusion coefficient for the DNAentangled polymer solutions.

fragments were measured in the following MC (Mn = 100,000) solutions

(respective viscosities indicated in parentheses); 20 nM (3.29 cp), 35 |iM (9.13

cp), 50 ̂iM (29.2 cp), 70 [M (73.1 cp).
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Furthermore, the aforementioned procedure of measuring diffusion in free

solution would not be a valid method for determining static diffusion coefficients

in polymer solutions typically utilized in SSCE. Therefore, the most reliable

method to determine static diffusion coefficients when using polymer solutions

appears to be experimental measurements as described in this chapter.

Because of the various migration models of DNA fragments in entangled

polymers during CE, one would indeed predict that the diffusion coefficients are

not the same under kinetic conditions as when under static conditions. The ,

equation derived by Luckey et al. (Ec|. 3.8) attempts to correlate the two diffusion

coefficients based on a mobility correction factor. Using a 50 jiM MC solution

(Mn = 100,000), the fragment rnobllities yvefe measured under various fields and

are compiled in Table 3.1 and plotted in Figure 3.9 (A). In this plot, one observes

an apparent change in the slope of the line at field strengths' between 200-250

V/cm. Therefore, the zero-field mobility used in subsequent calculations is

extrapolated from the portion of the. graph corresponding to low applied fields (<

200 V/cm). At each field, the expected kinetic diffusion coefficients were

calculated and are listed in Table 3,2. The peak variances of these fragments

were. determined from experimental measurements and one finds that a

significant discrepancy between the calculated kinetic diffusion coefficient and

the total observed band variance is observed. Therefore, “dispersion”

coefficients were determined in the same manner as the diffusion coefficients

and are listed in Table 3.2. Two significant trends in this data are observed.

First, as the fragment size becomes larger, the percent dispersion accounted for
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Table 3.1: Mobility of DNA Fragments in Methyl Cellulose Solutions

(data reported at 10"^ cm^A/ s)

Field (V/cm) 603 bp . 872 bp 1353 bp1078 bp

50 [xM MC (Mn = 100,000)

415 2.25 2.20 2.16 2.13

350 2.11 2.06 2.02 1.99

285 2.05 - 2.00 1.96 1.93

235 2.03 1.97 1.93 1.90

170 1.85 1.77 1.74 1.70

1.58105 1.77 1.54 1.51

50 1.68 1.51 1.44 1.40

1.61 1.45 1.35 1.30

840 pM MC (Mn = 20,000)

415 1.84 ,  1.81 1.78 1.75

350 1.69 1.65 1.62 1.61

285 1.66 1.62 1.59 1.58

235 1.58 1.52 1.50 1.49

170 1.54 1.48 1.45 1.44

105 1.47 1.39 1.36 1.34

50 1.41 1.31 1.26 1.23

1.35 1.25 1.21 1.19
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Table 3.2: Diffusion/Dispersion Coefficients (xIO"^ cm^/s)

1353 bp1078 bp872 bp603 bp

W 0.8681.311.622.20

0.9071.382.30 1.71-  (c)

P^lQl 5.405.635.85 4.67

16.824.547.9 36.6% acc

(c)

% acc

0.9781.472.43 1.79

13.014.66.88 14.2

7.510.112.620.6

(c)

(o)

1.101.662.53 2.00

17.518.5 14.48.85

6.311.515.4 10.8% acc

(c)

D^(o)

% acc

D^^ic)

% acc

D"“(c)

D^(o)

% acc

D^^®(c)

1.231.842.78 2.23

19.119.619.512.3

6.49.415.3 11.4

1.251.872.81 2.26

24.823.921.8 27.4

5.07.812.9 8.2

1.291.932.89 2.33

24.624.423.4 28.6

5.28.1 7.912.3,

1.383.07 2.49 2.06

415 33.236.0 34.6 34.1D lo)

4.18.5 7.1 6.0% acc

”D^(cj = calculated dispersion coefficient at a field of-50 V/cm,
D®° (o) = observed dispersion coefficient at a field of -50 V/cm

% acc = % dispersion accounted for by calculated dispersion coefficient
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by the calculated kinetic diffusion becomes less. Also, as the applied field is

increased, the percent dispersion accounted for by diffusion becomes less, even

at low fields.

The concentration of low molecular weight MC (Mn  = 20,000) that will give

a comparable pore size as a 50 jiM MC (Mn = 100,000) solution was determined

to be 840 pM based on polymer mesh size equations (56). The same

experiment was repeated, again comparing expected diffusion coefficients with

observed dispersion coefficients, using the lower molecular weight polymer.

Again, the same general trends were observed; i.e., the percent dispersion

accounted for by the calculated kinetic diffusion coefficient became less as the

fragment size became larger and as the applied field was increased. However,

when comparing the data from the two polymer studies, the high molecular

weight polymer showed significantly more non-diffusional dispersion than what

was observed in solutions of the low molecular weight polymer; data for the 603

bp fragment is included in Table 3.3.

Conclusions

The rapid band dispersion observed during CE is most complex and

cannot be attributed solely to longitudinal diffusion. Furthermore, the equation

proposed by Luckey, et al. (Eq. 3.8) for kinetic diffusion coefficient determinations

in CGE does not appear to account for a significant portion of band dispersion

observed when utilizing entangled polymer solutions in SSCE. This is shown

graphically in Figures 3.10 and 3.11: Slater et al. further discussed theories of
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Table 3.3: Diffusipn/Dispersion Coefficient (x 10"® cm^/s) of 603 bp Fragment in

Different Methyl Cellulose Solutions

840 pM MC (Mn = 20,000) 50 nM MC (Mn= 100,000)

W 3.52 2.20

D“(c) 3.68 2.30

% acc

5.85 4.80

62.9 47.9

(c)

(o)

% acc .

(c)

% acc

D^iO

3.83 2.43

6.88 11.8

55.7 20.6

4.02 2.53

8.85 16.4

45.4 15.4

4.12 2.78

D M 12.3 18.1

% acc

D^iO

(o)

% acc

D^iO

D^(o)

% acc

33.5 15.3

4.33 2.81

14.0 21.8

30.9 12.9

4.41 2.89

18.4 23.4

24.0 12.3

(c)

(o)

4.80 3.07

27.1 36.0

% acc 17.7 8.5
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band dispersion in CGE and addressed the validity of the kinetic diffusion

expression shown in Eq. 3.8 (65). Their contention is that the Einstein

relationship used in the derivation by Luckey et al. is not appropriate for the non

equilibrium events occurring in these CGE separations of DNA fragments. They

derive an expression that predicts that the longitudinal diffusion coefficient (Dx)

initially increases as the applied field increases; however, as the field becomes

stronger, the effect on molecular orientation of the DNA fragments is such that

they become more rigidly elongated. This orientation effect begins to cause a

decrease in Dx as the orientation becomes saturated. These researchers also

present calculations that indicate there is a maximum in Dx when plotted versus

base pair number. Slater et al. utilized scaled field and base pair parameters and

CGE conditions that cannot easily be extrapolated to SSCE conditions.

Nevertheless, the plots of dispersion coefficient versus base pair number for the

larger fragments in the test sample appear to exhibit a weak maximum (Figure

3.10; A, B). The plot of dispersion coefficient versus field for the 1353 bp

fragment shown in Figure 3.11 A does not exhibit  a clear maximum. However, it

appears that the slope of that plot decreases for mid-range fields, then increases

dramatically for the highest field, presumably due to the onset of severe thermal

dispersion.

Luckey et al. contend that as a fragment elongates in an applied field, the

transverse diffusion coefficient (Dy, perpendicular to the capillary axis and the

applied field) decreases (63). This should exacerbate problems with the thermal

gradients that occur at high fields since rapid transverse diffusion reduces the
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dispersive effects of thermal gradients. Again, Slater et al. come to a different

conclusion concerning the magnitude and trends in Dy (65). Their derivation

indicates that Dy can be relatively large and hence thermal gradients are less

problematic than predicted by Luckey et al. The experimental results presented

in this chapter do not shed much light on this controversy. However, the

dispersion coefficient observed at very high fields shown in Table 3.1 and Figure

3.11 clearly indicate the onset of thermal dispersion.

The DMA fragment-entangled polymer interactions which lead to

separation in SSCE were discussed by Barron et al. (58). They state that the

retardation of mobility caused by these interactions is what actually permits the

separation of fragments; thus, the larger the fragments, the more sites for it to

become entangled and, consequently, the lesser the observed mobility. They

further state that the larger the entangled polymer chain, the more of a frictional

drag it exerts on the fragment and, again, the more retarded the mobility will be.

Considering the arguments presented in these references and the

experimental data presented in this chapter, it may be concluded that these non

equilibrium interactions involving entanglement-disentanglement are indeed a

significant contribution to band dispersion during CE. These fragment-polymer

interactions may be considered to be similar to resistance to mass transfer in

other chromatography methods. Fragments become entangled and “drag”

polymers in various discrete steps during CE. This conclusion is consistent with

the trends observed in Table 3.1 and with the hypotheses stated by Barron et al.;
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the larger, fragments and solutioris of higher molecular weight entangled

polymers showed the greatest dispersion.

In conclusion, certain assumptions made for CGE may not be valid for

polymer solutions. The sources of dispersion that are significant in CGE are also

significant in polymer solutions but the dynamics of the separation process in the

two systems differ and this causes the extent of dispersion by these sources to

not be equal. The trends jn the data presented herein show some agreement

with, derivations offered by Slater et al. However, the trends we observe might

also be qualitatively described by a traditional chromatographic  resistance to

mass transfer argument. Clearly, the issue pf band dispersion is scientifically

intriguing: however, some CE practitioners such as Pierre Righetti take a lighter

view on this topic, “As luck goes, most authors have ignored these issues so far

and lived happily with their CZE results.” (66).
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-Chapter 4-
The Use of Cyanine Intercalation Dyes for
Laser Induced Fluorescence Detection of

DNA Fragments by Capillary Electrophoresis

Introduction

A significant problem that is inherent to CE is that the diminutive diameter

of capillary columns is not amenable to sensitive detection. Absorbance

detection is a common mode of detection because a large number of analytes

readily absorb a characteristic wavelength of light. However, given the direct

proportionality between absorbance and detection pathlength (Eq. 1.27), the

short pathlengths of detection zones of capillary columns limit sensitivity when

employing absorbance detection in CE analyses. When Jorgenson and Lukacs

first demonstrated fluorescence detection with CE, excellent efficiency and

sensitivity were reported (7).

The analysis of DNA fragments by CE may be accomplished by employing

absorption detection; however, a significant improvement is sensitivity is realized

when DNA fragments are labeled with intercalation dyes and fluorescence

detection is employed (67). Furthermore, in some cases, the separation is

improved with the intercalation of dyes. For example, when comparing

absorbance detection of unintercalated DNA relative to fluorescence detection of

DNA fragments intercalated with ethidium bromide (EB), the intercalated

fragments exhibit improved efficiency and resolution (Figure 4.1). The most likely

reason for this observation is that each positively charged intercalation dye

72



LlMLji
iL 1I

16148 10 12

time (min)

lU. uu
1I 1

: 5;

time (min)
74 6
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reduces the overall negative charge of the DNA fragments which retards the

mobility of the fragment (as observed in Figure 4.1). This size-dependent

modification of charge on the DNA fragment imparts a small degree of selectivity:

i.e., a larger DNA fragment is intercalated with more dye molecules and, as a

consequence, It’s mobility is more strongly affected than a smaller DNA fragment

intercalated with fewer dye molecules.

There are three strategies which may be employed for labeling DNA

fragments with intercalation dyes. First, pre-column labeling is accomplished by

mixing the DNA digest with the desired intercalation dyes. However, there are

several disadvantages to this approach. If the dye employed is a multi-site

intercalation dye (e.g., a bis-intercalator), there is a probability of achieving

intrafragment labeling. Also, if the binding affinity is not strong, decomposition of

the complex during electrophoresis may occur. In addition, once a DNA digest is

labeled in this manner, one cannot “unlabel” the fragment and use a different

dye.

Another labeling strategy that may be employed is post-column labeling.

In this scheme, DNA fragments are separated by electrophoresis and are labeled

with the intercalation dye as it exits the separation column into a post-column

reaction chamber (e.g., a sheath flow cell). The most significant problem when

employing this strategy is controlling band dispersion which readily occurs from

the dead volume and turbulence of the sheathing fluid in the flow cell.

Furthermore, a sheath flow cell can be cumbersome to align and to match the

flow rates between the separation column and the sheathing fluid. Also, the only
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point at which detection may be performed is post-column; this technique is not

amenable to multi-point or scanning detection.

The third approach which offers the most simplicity of the three

approaches is to employ on-column labeling. This is done by simply adding the

intercalation dye to the running buffer and allowing the DNA fragments to

become intercalated during electrophoresis. Using this approach, detection may

be done at any point along the column and it is very easy to change dyes by

simply replacing the buffer with a buffer containing the dye of choice. Also, there

is an equilibrium between the dye concentration intercalated into the fragments

and in the surrounding running buffer which prevents decomposition of the

DNA/dye complex.

Since intercalation alters DNA mobility, the inherent high efficiency of DNA

separations by SSCE (as observed in Figure 3.4) can only be maintained if

certain conditions are met. First, given the direct proportionality between

fragment mobility and charge (Eq. 1.8), the intercalation of charged dye

molecules affects the overall charge and, thus, the mobility of the DNA fragment.

Therefore, in order to maintain a single migration rate for all fragments of each

fragment size, a single labeling ratio must be obtained. Second, if multiple

labeling ratios do exist, there must be a rapid on-column equilibrium between the

various labeling ratios of DNA/dye complexes in order to achieve an “average”

mobility for all fragments of each fragment size. Third, if unequar labeling ratios

do exist for fragments of each fragment size, non-specific interactions with
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running buffer components must eliminate the differences in migration rates for

these DNA/dye complexes.

In choosing an intercalation dye, several factors which influence sensitivity

must first be considered. Low levels of detectability benefit from full intercalation

(up to the exclusion limit of the dye) with low levels of dye, large dye

absorptivities and intercalation-related spectral shift, small free dye fluorescence

yields, and large intercalation fluorescence enhancements. Large Stokes’ shifts

and compatibility with available laser sources and optics are additional desirable

characteristics that influence detectability.

Recently, a new series of cyanine intercalation dyes have been developed

which are reported to offer superior fluorescence enhancement relative to EB

(68). These dyes are offered in either monomeric (e.g., PO-PRO-3 iodide) or

dimeric forms (e.g., POPO-3 iodide), as shown in Figure 4.2. The spectral

properties of these dyes and the resulting DNA/dye complexes are listed in Table

4.1.

Initially, the use of these dyes for SGE was reported (69-71). Later,

attempts to use these dyes for rapid and sensitive DNA detection by CE have

been reported but with marginal success (27, 72-74). In these reports, it is

typically the dimeric dyes that prove to be the most problematic; Kim and Morris

evaluated dimeric dyes in a wide range of polymer and dye concentrations but

Severalwere unable to achieve efficient, well-resolved separations (74).

explanations have been presented, including the possibility that intramolecular

DNA linkage between different fragments occur, resulting in a distribution of
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Figure 4.2: Structures of DNA intercalation dyes. Depicted are the monomeric

dyes (ethidium bromide and POrPRO-S) and the dimeric dyes (POPO-3 and

TOTO-1) examined in this study.
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Table 4.1: Spectral Properties of Intercalation Dyes and DNA/dye Complexes

s (M‘^^ex (nm)® a^em (nm)

EB 468 615

DNA/EB n 522 .  605 5,200 0.50

PO-PRO-3 533 556

DNA/PO-PRO-3 539 567 87,900 0.39

POPO-1 531 561

DNA/POPO-1 535 572 146,400 0.46

rOTO-1 515 529

DNA/TOTO-1 520 535 117,000 0.34

a

measured on fluorometer

molar extinction coefficient (s) and quantum yield (QY) values listed as reported

by Molecular Probes
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DNA/dye ratios for a single band of fragments; thus, a distribution of mobilities

exists for that band of fragments, resulting in broad, inefficient peaks. Another

possibility is that partial intercalation of these large dye molecules occurs and the

unintercalated portion of the dye molecule may exhibit strong interactions with

any exposed area of the capillary wall.

Figeys et al. evaluated the separation of DNA fragments intercalated with

dimeric dyes (73). In this report, use of dimeric dyes did not yield the high

efficiency and good resolution typically reported for EB. Na'*’ was added to the

running buffer with the idea that increasing the ionic strength of the buffer would

result in the intercalation dye being more tightly held in the complex and that the

partition ratio of the dye from the buffer into the DNA fragments would increase.

Although an improvement in separation was reported, the data presented does

Furthermore,not suggest that an appreciable improvement was realized,

increasing the Na" concentration to 200 mM as reported by Figeys et al. greatly

increases the current during electrophoresis; in order to maintain a desired power

density (1W/m), very low fields must be utilized, resulting in longer analyses and

increased band dispersion (presumably due to diffusion) (75).

Zhu et al. suggested that adding the monointercalator 9-aminoacridine (9-

AA) would improve the separation of these DNA/dye complexes for two reasons

First, it is well-reported that cationic monointercalators improve the(72).

resolution of DNA fragments (76, 77). Also, it was suggested that 9-AA might fill

sites not intercalated by the dimeric dyes, thus, resulting in a more uniform

mobility. Although a modest improvement was realized, efficiency was still quite
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poor and several fragments (e.g., 271/281 and 1078/1353 bp) remained

unresolved.

In 1997, Clark and Mathies published results which finally showed a real

improvement in the separation of DNA fragments complexed with dimeric dyes

(78). Whereas previous attempts to use these dyes were done with buffers

containing Na", tris", and other cations, Clark and Mathies developed a buffer

which uses [CH3(CH2)4]4N'^ (referred to hereafter as NPe4*) as the sole cation.

Although Clark and Mathies report a significant improvement when using these

dimeric intercalation dyes in a carefully optimized buffer regime, the goals of their

research was to form stable DNA/dye complexes for multiplex sizing of DNA

fragments (78). However, separation performance was still poor for fragments >

600 bp and the significant fluorescence enhancement reported for these dyes

was not fully realized. Also, given the goals of their research, the DNA fragments

were labeled pre-column; thus, no successful use of these dyes for rapid, on-

column labeling was demonstrated.

In this chapter, the feasibility of using these cyanine dyes for sensitive on-

column intercalation using the buffer regime first reported by Clark and Mathies is

investigated. Spectroscopic considerations for achieving better detectability are

discussed. Since EB is the most commonly used dye for these types of

analyses, a comparison of EB and these cyanine dyes is presented and relative

limits of detection (LCDs) for a selected fragment are reported. As CE for

biotechnology develops, a major goal is to develop applications with ultra

sensitive detection that enable the study of DNA interactions. With this in mind,
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the use of a sheath flow cell to label fragments post-separation  was evaluated.

Furthermore^ because of the many difficulties encountered when employing

these dyes for on-column intercalation, the use of a sheath flow cell for the post

separation labeling of DNA fragments may prove advantageous if intrafragment

V  " interactions or wall adsorption are the limiting factors for effectively using these

n  dyes for GE analyses.

Experimental

materials

Tris(hydroxymethyl)aminomethane, boric acid, and ethylenediaminetetra-

acetic acid (di-sodium form, Na2EDTA) were purchased from Sigma Chemical

Co. (St. Louis, MO, USA) and used to prepare a 90 mM tris-boric acid-EDTA

(TBE) buffer. N-tris(hydroxymethyl)methyl-3-aminopropylsulfonic acid (TAPS)

and EDTA (protonated form, H2EDTA) were also purchased from Sigma.

Tetrapentylammonium hydroxide (NPe40H) solution was purchased from Fluka

(Buchs, Switzerland) and used to make a 160 mM TAPS/1 mM EDTA buffer that

was then titrated to pH 8.4 with NPe40H. Upon dilution, additional NPe40H was

added to maintain pH 8.4. Hae III digest, methyl cellulose (MC, Mn =

100,000), and ethidium bromide were also purchased from Sigma. POPO-3

iodide and TOTO-1 iodide were purchased from Molecular Probes (Eugene, OR,

USA). P0-PR6-3 iodide was a gift provided by Molecular Probes. Fused silica

capillaries (76 |j,m i.d. x 365 |im o.d.) were purchased from Polymicro

Technologies (Phoenix, AZ, USA).
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column preparation

Capillaries were cut to a total length of 40 cm;  a small detection window at

20 cm was prepared by removing the polyimide coating with warm sulfuric acid.

The capillary walls were deactivated with linear polyacrylamide by the method

previously described in Chapter 2.

solution preparation

DNA samples were prepared by diluting an aliquot from a stock sample

with either 45 mM TBE or 80 mM TAPS. MC stock solutions were prepared by

heating water to 90 °C while degassing with helium and then adding sufficient

solid MC to prepare a 1 % (w/w) stock. Once dissolved, the solution was placed

into an ice bath and stirring continued until the solution became clear. Prior to

use, stpck solution was diluted to 0.5% MC (w/w) with the appropriate 2X buffer,

spiked with intercalation dye (when appropriate), and vacuum degassed.

instrumentation

A He-Ne laser (Edmund Scientific, Barrington. NJ, USA), 1.5 mW at 543.5

nm, and an Ar* laser (Coherent Laser Products. Palo Alto, CA, USA), 10.0 mW at

514.5 nm, were used as excitation sources. An f/1 lens was used to focus the

laser through the capillary, and a quartz fiber optic (General Fiber Optic, Cedar

Grove, NJ, USA) with a 200-|j,m core diameter and  a numerical aperture of 0.24

was used to collect fluorescence emission. The fluorescence was passed

through either a 570 nm cut-on filter (when using the He-Ne laser) or a 550 nm
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cut-on filter (when using the Ar"^ laser) and into a R282 PMT (Hamamatsu,

Bridgewater, NJ, USA). The photomultiplier tube (PMT) photocurrent was ,

monitored with a model 126 photometer (Pacific Precision Instruments, Concord,

CA, USA) and computer-aided data acquisition was performed with a program

written in-house with LabVIEW (National Instruments, Austin, TX, USA). Applied

fields of -250 V/cm were used throughout this study.

The sheath flow cell arrangement used for post-column derivatization

studies is depicted in Figure 4.3 and has previously been described in detail (79).

Briefly, a He-Ne laser (543.5 nm) was used for excitation and emission was

directed by an f/2 lens into a PMT. A 1 mm slit and a 570 nm cut-on filter were

used for spatial and optical rejection of scattered light.

Fluorometry experiments were conducted with an AMINCO-Bowman

Series 2 spectrometer (SLM-Aminco, Urbana, IL, USA). In these experiments,

1.0 |j.g/ml DNA was combined with buffer/dye in a cuvette and the fluorescence

intensity was measured at timed intervals. For DNA/EB, [EB] = 2.5 pM in 45 mM

TBE buffer. For DNA/PO-PRO-3, DNA/POPO-3, and DNATTOTO-I, [dye] = 0.10

}xM in 80 mM TAPS/NPe/. The first data point, at approximately 1 minute

following the mixing of DNA and dye, corresponds to the amount of time required

to mix the solution and measure the fluorescence spectrum at an acceptable

scan rate. In order to duplicate conditions used in the laser-based setup, the

excitation source was set at 543 nm and the emission monochromator was set at

570 nm.
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Figure 4.3: Sheath flow cell for postcolumn derivatization. (A) sheath flow cell

holder; (B) sheath flow cell cuvette; (C) sheathing fluid flow; (D) separation

capillary column; (E) effluent from separation column; (F) detection zone where

band exiting the column is labeled; note that efficiency rapidly degrades beyond

this point. The field is maintained by submerging the lower portion of the sheath

flow cell in buffer solution.
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Results and Discussion

effect of buffer on separation performance

One of the many advantages of using EB is that it is compatible with

various buffer regimes and separation matrices. Perhaps the most commonly

used buffer in DNA analysis by SSCE is TBE. In this work, very good

separations with EB in this buffer were achieved (Figure 4.4 (A)). Conversely,

on-column intercalation of POPO-3 in TBE resulted in very poor efficiency and

resolution (Figure 4.4 (B)). After changing to a TAPS buffer containing NPe4^, a

significant improvement in the separation using POPO-3 was achieved (Figure

4.5 (A)): results with on-column intercalation were comparable to separations of

prelabeled fragments (Figure 4.5 (B)).

Table 4.2 summarizes data obtained from these separations. Note that

even though the separation using POPO-3 was significantly improved when TBE

was replaced with TAPS, the separation figures of merit (efficiency and

resolution) are still better when EB in TBE is used. Clark and Mathies suggest

that this may be due to the labeling kinetics of these dyes. Whereas EB in TBE

undergoes rapid on-column labeling, the exchange kinetics for POPO-3 in TBE

might be hindered by the presence of other cations in the buffer solution

competing with this dye for DNA binding sites. Changing to a buffer system with

limited cations (i.e., TAPS) somewhat alleviates this problem. Furthermore, the

addition of NPe4"' to TAPS provides the buffer with a counterion which effectively

buffers the charge of the DNA/dye complexes. As discussed in the introduction

to this chapter, migration rates will vary for fragments with different labeling
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column intercalation with 2.5 jxM EB; 16 pg injected; (b) on-column intercalation

with 0.10 pM POPO-3; 11 pg injected.
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Table 4.2; Buffer Effects on Separation Performance and Sensitivity

Neoa (X 107m) Rs (271/281) Rf (nA/M)

DNA/EB

7.5x10^1.90 (+/-0.31) 1.9 (+/-0.2)in TBE

DNA/POPO-3

2.1 xIO®in TAPS 0.50 (+/- 0.04) 1.0 (+/-0.1)

DNA/PO-PRO-3

8
in TAPS 2.60 (+/- 0.20) 2.1 (+/- 0.3) 2.3x10

NOTES

•  all data shown are from separations performed with on-column intercalation

•  Neoa (x 107m) = efficiency (plates/m)

•  Rs (271/281) = resolution between the 271 and 281 bp fragments

• Rf (nA/M) = response factor (nanoamps of signal per molar concentration) of

the 310 bp fragment
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ratios. It is postulated that the association of the NPe/ counterion has nearly the

same effect on fragment mobility as does intercalation by these large dyes.

Therefore, for fragments of differing labeling ratios, the association of NPe/ with

these complexes compensates for the-differences in migration rates and, thus, a

more uniform electrophoretic mobility results (78).

The use of TBE with PO^PRO-3, the monomeric analog of POPO-3, also

resulted in relatively poor efficiency and resolution but, again, the separation was

significantly improved after replacing TBE with TAPS (Figure 4.6 and Table 4.2).

Apparently, the role of the buffer counterion is also significant when using the

monomeric cyanine dyes. In this case, even when compared with separations

using EB in TBE, the best efficiency was obtained when on-column labeling with

PO-PRO-3 in TAPS was performed.

The enhancement in separation quality is not only important for complete

resolution of fragments but also significantly affects detectability. Established

equations (i.e., Eq. 1.26) are utilized to calculate the amount of analyte injected.

However, when determining the on-column detectability of a selected fragment.

rather than the quantity injected, it is the concentration of analyte at band center

that must be considered. This is because the solute concentration is inversely

proportional to variance (80); hence, a dye/buffer system that leads to diminished

efficiency will also result in diminished detectability in terms of lower signal-to-

noise (S/N) ratio. Upon optimizing separation conditions so that efficiency is

maximized, an improvement in detectability will be realized as well.
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Figure 4.6: Separation of DNA digest in methyl cellulose with PO-PRO-3. (a) on

column intercalation in TBE buffer with 0.10 jiM PO-PRO-3: 8.6 pg DNA injected;
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injected.
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Sensitivity and LOD

When using POPO-3, replacing TBE with TAPS not only improves the

separation but sensitivity appears to improve also. The electropherograms in

Figure 4.4 (A) and (B) were obtained by injecting 16 pg and 11 pg DNA,

respectively, while the electropherograms in Figure 4.5 (A) and (B) were obtained

following an injection of 0.57 pg and 0.72 pg DNA, respectively. To quantitate

this improvement in sensitivity, a response factor was calculated (Table 4.2).

This factor is calculated by determining the molar concentration of the 310 bp

fragment at band center. The signal intensity is determined from the peak height

above the baseline and this value is divided by the molar concentration to give

the reported Rf. These calculations indicate an improvement in sensitivity when

using the cyanine dyes in place of EB that is consistent with differences in the

molar absorbtivities of these dyes (see Table 4.1). Although the dimeric dye

offers the best improvement in sensitivity, this may not translate into

improvements in LOD in terms of injected concentration or amount due to the

poorer separation efficiency.

Given the apparent separation problems with using POPO-3 and the much

better separation performance and modest improvement in sensitivity of PO-

PRO-3, the monomeric dye was chosen for LOD evaluations. For these studies,

a series of dilutions of DNA samples were prepared in a concentration range to

include samples near the expected LOD. The LODs were estimated by using

Eq. 1.26 to calculate the quantity injected. This quantity was divided by the

measured S/N ratio and an injected quantity corresponding to a S/N of 3 was
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extrapolated. Results from experiments using a 1.5 mW He-Ne laser at 543.5

nm for excitation are shown in Table 4.3. Although the use of a laser at 543.5

nm is closer to the excitation maximum for DNA/PO-PRO-3 (Xex= 539 nm), these

experiments were repeated using the 514.5 nm line of an Ar"' laser that may be

operated at higher laser powers. Because of the direct proportionality of laser

incident power and fluorescence luminescent power, an improvement in the LOD

was realized (Table 4.3).

The use of PO-PRO-3 with Ar"^ laser excitation shows promise for low

levels of detectability. However, with inaeased laser power also comes the

undesired effect of increasing the background when using intercalation dye in

running buffers. This is illustrated in Figure 4.7 where an increase in laser power

results in an increasing background under applied fields. The fact that doubling

the laser power does not double the background is largely due to thermal

diffusion. The temperature gradient resulting from nonradiative dissipation of

absorbed laser radiation results in diffusion of dye from the path of the laser

beam. As increasing the field increases the flow rate, this effect is diminished

and the background increases. The effect for PO-PRO-3 is greater than for EB

due to its 17-fold greater molar absorptivity. However, even with an increasing

background, a significant inaease in noise was not observed; in fact, the relative

noise in the background signal was lower then when experiments were

performed at higher laser powers. For experiments using 5 mW and 10 mW of

laser power, the relative noise determined from the background signal decreased

from 1.4% to 0.9%, respectively, for PO-PRO-3. This may indicate that the flux
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Table 4.3: Detection Limits of 310 bp Fragment (fg injected) .

Ar* LaserHe-Ne Laser

DNA/EB

46 (+/- 9)in TBE 365 (+/- 10)

DNA/PO-PRO-3

in TAPS 10 (+/- 2)200 (+/- 40)
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Figure 4.7; Effect of laser power and field strength on background fluorescence

from unintercalated dye in the running buffer, (a) 0.10 pM PO-PRO-3 in TAPS

with 5.0 mW Ar* laser (b) 0.10 pM PO-PRO-3 in TAPS with 10.0 mW Ar* laser;

(c) 2.5 pM EB in TBE with 5.0 mW Ar* laser; (d) 2.5 pM EB in TBE with 10.0 mW

Ar"" laser.
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of dye molecules in and out of the thermal beam path helps compensate for laser

noise intensity; i.e., as the laser power fluctuates, so does the flux of the dye

molecules. Although the absorptivity of PO-PRO-3 did result in a higher

background when this intercalation dye Was in the running buffer, the lower

relative noise and improved fluorespence enhancement led to a lower detection

limit than with EB.

evaluation of sheath flow cell for postcolumn labeling of DNA fragments

The use of a sheath flow cell for the postcolumn labeling of DNA

fragments with these cyanine intercalation dyes could be advantageous for both

of these dyes. For the monomeric cyanine dye, the reported LCDs may be

further improved if scattered incident light can be minimized, as has been

previously reported for the sheath flow cell (79). This would facilitate this dye

being used for ultrasensitive detection in studies in which a sheath flow cell is

necessary (e.g., DNA/protein interaction studies such as those discussed in Ref.

79). For the dimeric dye, the primary difficulty in employing this dye for on-

column intercalation appears to be the deleterious effects of intrafragment

interactions and wall adsorption of partially intercalated dye which leads to

significant band dispersion. Conversely, a sheath flow cell scheme would

circumvent these problems because the fragment bands may be resolved and

the separation complete before the intercalation occurs,

in order for a sheath flow cell to be utilized in this application, intercalation

rates must be sufficiently rapid. Intercalation rates were evaluated using a
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fluorometer and, whereas the formation of the DNA/EB complex appears to be

rapid and stable, the cyanine intercalation dyes may require several minutes or

longer to attain the full fluorescence intensity of the DNA/dye complexes (Figure

4.8). However, even within the first minute of mixing DMA into the dye solutions.

the fluorescence enhancement appears to be superior to EB.

The intercalation rates were then evaluated using the sheath flow cell in

hopes of developing and validating a method utilizing these dyes for ultra

sensitive detection of DMA fragments. A 2.5 laM solution of EB in TBE was

pushed through the sheathing capillary and the increase in background

fluorescence intensity was measured (Table 4.4). Next, a premixed solution of

2.5 pM EB/1.0 lig/ml DNA was pushed through the sheathing capillary and

approximately an 8-fold enhancement was observed. These experiments were

repeated with PO-PRO-3 and POPO-3 and approximately a 32-fold and 107-fold

enhancement, respectively, was observed (Table 4.4). This experiment

generated the amount of signal that ideally should be collected from the sheath

flow cell arrangement if a fully formed DNA/dye complex is being detected.

Next, the fluorescence enhancement of these complexes following real

time postcolumn labeling was evaluated. For these experiments, intercalation

dye in buffer solution was pumped through the sheathing capillary and a

continuous injection of DNA was labeled postcolumn. To help compensate for

the reduction in detection pathlength (from 500 pm in the sheathing capillary to

75 pm in the separation capillary), the DNA concentration was inaeased from 1

pg/ml to 10 pg/ml. With the aid of a video microscope, the applied field for the
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Table 4.4; Continuous Infusion of Premixed Sample through Sheath Flow

Cell

Sample Signal (nA) Enhancement

Buffer (background) 24

EB in TBE 45

DNA/EB in TBE 185 8x

PO-PRO-3 in TAPS 49

DNA/PO-PRO-3 in TAPS 820 32x

POPO-3 in TAPS 30

DNA/POPO-3 in TAPS 670 107x

• Premixed DNA/dye solutions were pushed through the sheathing capillary

(500 pm i.d.);

• concentrations: [DNA] = 1.0 pg/ml; [EB] = 2.5 pM; [PO-PRO-3], [POPO-3] =

0.10 pM.
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DNA injection and the flow rate of the buffer solution were matched as previously

described (79). This is done so that migration of the positively charged dye

molecules into the separation capillary is not appreciable. After matching the

flow rates, the optimal detection point for focusing the laser excitation source was

approximately 0.5 mm from the end of the separation, capillary. Fragment band

velocities are calculated to be approximately 0.4-0.6 mm/sec (complete elution of

the DNA sample from the 40 cm column occurs within about 12-17 minutes)

which indicates that fragment bands exiting the capillary would be in the

sheathing flow capillary about 1 second before detection occurs. This is

sufficient time for intercalation dye to fully permeate the capillary stream by

simple molecular diffusion.

Whereas the data in Figure 4.8 indicate that within a minute sufficient

intercalation has occurred to result in a large fluorescence signal, the use of a

sheath flow cell requires a much quicker intercalation rate; i.e., within a second.

Results from these experiments in presented in Table 4.5. The labeling of the

DNA with EB resulted in approximately the same fluorescence enhancement

whether labeling was performed pre- or postcolumn. However, when evaluating

postcolumn labeling with the cyanine dyes, the fluorescence was almost

negligible. This indicates that the labeling rates of these dyes, even for the

monointercalator PO-PRO-3, is relatively slow and, thus, postcolumn labeling

does not appear to be a feasible approach.
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Table 4.5: Continuous Injection of DNA Labeled Postcolumn in Sheath Flow

Cell

Sample Signal (nA) Enhancement

Buffer (background) 24

EB in TBE 46

DNA/EB in TBE 190 8x

PO-PRO-3 in TAPS 52

DNA/PO-PRO-3 in TAPS 145 4x

POPO-3 in TAPS 30

DNA/POPO-3 in TAPS 46 3x

Continuous injection of DNA was labeled postcolumn by dye incorporated into

sheathing flow;

concentrations: [DNA] = 10.0 pg/ml; [EB] = 2.5 ̂ iM; [PO-PRO-3], [POPO-3] =

0.10 ̂iM.
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Conclusions

Fluorometry experiments indicate that when POPO-3 has had time to

complex with DNA, the resulting complex fluoresces much stronger than

DNA/EB. However, the use of this dye for rapid analysis by CE does not appear

possible under typical conditions. Despite a modest improvement in sensitivity

when using this dye, this improvement in sensitivity comes at the expense of

diminished separation quality. Although Clark and Mathies demonstrated that

this dye forms very stable complexes for multiplex DNA analyses, reproducibly

obtaining good separation performance in order to achieve better sensitivity

appears to be problematic \A4iether prelabeling, on-column, or postcolumn

techniques are employed.

The monomeric analog, POrPRO-3, offered much better results in nearly

every aspect investigated in this study. When using TAPS buffer, not only was

separation performance as good as or even better than EB in TBE, but the

DNA/PO-PRO-3 complex also offers improved LODs. Apparently, this dye can

effectively be utilized for on-column intercalation if a carefully optimized buffer

regime is employed. However, intercalation kinetics are too slow for the time

frame required for postcolumn labeling, thus somewhat limiting the utility of this

dye.

Conditions reported herein may possibly be optimized even further. For

example, the use of a high-power He-Ne laser at 543.5 nm would result in much

stronger excitation (more power absorbed, closer to Xmax) and, thus, a stronger

fluorescence of the DNA/PO-PRO-3 complex results. The use of a holographic
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notch filter would allow a shorter wavelength cut-on filter to be used for dye

complexes with small Stokes’ shifts such as DNA/PO-PRO-3 (^m = 539 nm; ?iex

= 567 nm): thus, nearly full collection of the emission spectrum could be

achieved. Also, as detection limits are improved,  a lower concentration of dye in

the running buffer can be used to achieve full intercalation, hence minimizing

problems encountered when performing on-c6lumn intercalation,
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-Chapter 5-
Concluding Remarks: Future of CE for

DNA Analysis

Today, the remarkable growth of CE continues as evidenced by the

enormous number of published research articles, the increasing number of

journals dedicated solely to microcolumn separations and capillary

electrophoresis, and the numerous professional organizations and conferences

dedicated to CE and associated technology. Much of this ongoing research is

directed towards bioanalytical methods and applications. Examples include the

use of CE to identify damaged DNA fragments and to identify DNA fragments

containing tandem triplet repeats within their sequence (81, 82).

Much effort continues to be directed towards improving upon existing

methods for the separation and analysis of DNA fragments. The SSCE method

described and used throughout Part I of this dissertation is just one of many

variations of CE methods employed for DNA analysis. Many labs continue to use

CGE as many aspects of this method are better understood and characterized

relative to newer SSCE methods (83, 84). The high speed and sample

throughput possible by CE methods has led to significant effort towards

producing arrays of capillaries for mutliplex applications (85). Although the

traditional approach to DNA analysis by CE using capillary columns of

approximately 40 cm in length results in much quicker analyses relative to slab

gel techniques, methods to perform DNA analysis on microchips is being
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developed which further reduces the analysis time to seconds or less (86, 87).

Furthermore, the reduced size of microchips may facilitate using this technology

in remote locations such as for in-vitro diagnostics and field applications.

CE is just one of many analytical methods utilized for DNA analysis. DNA

analysis by use of nucleic acid probes has been reported (88, 89). Also, the use

of microscopy methods to observe DNA in order to evaluate binding modes of

dyes has been reported (90, 91). For many years, the use of mass spectrometry

for DNA analysis was not considered to be a feasible method. Given the

relatively large size and non-volatile nature of DNA and the necessity to keep

DNA in aqueous solution to maintain the integrity of the double-stranded

structure, traditional MS techniques could not be used to analyze large

With the development of matrix-assisted laser

desorption/ionization mass spectrometry (MALDI-MS), the analysis of

biomolecules up to 300 kDa is now possible with MS. As a result, an enormous

amount of research is now directed towards the use of this method for DNA

biomolecules.

analysis (92).

As part of the continuing effort in expanding the methods and

instrumentation used for DNA analysis, the attributes of CE continues to improve

upon traditional methods for DNA separations and analysis. For example, the

small sample requirements required for CE with laser-induced fluorescence (LIF)

detection reduce the number of amplifying PCR cycles required for analysis of

trace amounts of DNA. Also, the speed and, thus, the potential of high sample

through-put is a significant improvement realized with CE methods. One such
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research area that will greatly benefit from this attribute is the sequencing of the

human genome. Yeung puts the enortriity of this endeavor in perspective with

the following analogies: “The Human Genome Project is an initiative to sequence

the entire human genome, which consists of 3 x 10® bp of nucleic acids. Just to

read the A, C, T, and G alphabet out loud at four per second will take 24 years.

To print one human genome at 60 characters per line arid 50 lines per page will

result in an encyclopedia occupying 142 ft of shelf space. At the present time, a

good molecular biology laboratory can sequence about 3 x 10® bp of genomic

DNA per year. This means that it will take 1000 years to sequence the genome

once.” (36). In addition to the bold undertaking to sequence the human genome,

rapid CE methods could become essential for such applications as quickly

processing the large number of DNA samples evaluated in crime labs or medical

research centers.

The development of SSCE is a good example of the direction of research

towards simplifying these methods and reducing overall laboratory time in

preparing and processing samples. In the work presented in Part I of this

dissertation, modifying the experimental conditions in order to evaluate

fundamental processes of DNA separations by CE was greatly simplified by the

ability to flush and refill the separation column vyith polymers of differing

concentrations and chain lengths,

employed reduced the amount of DNA that was needed for these studies. When

The on-column intercalation strategy

the study required the evaluation of a new intercalation dye, the buffer was

flushed from the column and refilled with the dye of choice rather than discarding
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a pre-labeled DNA sample and pre-derivatizing a new aliquot of DNA digest.

Furthermore, the reproducible coating pf . columns used throughout this study

generally lasted much longer and for many more studies than a typical gel-filled

column; again, reducing the time and cost of this research.

As CE begins to gain wider acceptance and is implemented into more

laboratories, the understanding of fundamental processes which occur during CE

analyses becomes important as the researcher’s goal is to achieve the best

efficiency, resolution, and sensitivity possible. The work presented herein

identifies experimental conditions which affect these figures of merit. Chapter 2

discussed the importance of column preparation for DNA analyses and

presented data depicting the effect of acrylamide concentration in this

preparation step. Chapter 3 detailed an evaluation of the effect of sieving

polymers on the separation of DNA fragments which not only affects efficiency

and resolution but also has consequences on sensitivity as discussed further in

Chapter. 4. Chapter 4 also indicates potential problems with CE techniques; in

particular, the dynamics of the CE propess (e.g., effect of DNA fragment

mobilities bn efficiency; interactions with buffer components) may complicate

such simple processes as ori-columri intercalation of staining dye.

There is always some resistance to implement new methodology over

“tried and true” methods. Given that polyacrylamide gel electrophoresis was

developed nearly 20 years prior to modern capillary electrophoresis, PAGE is

better characterized and understood than CE. Existing written methods are in

place which utilize PAGE, thus, implementing CE for the sake of change is not
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sufficient; one must be convinced that CE is in fact a better method before such

acceptance occurs. For this, we must continue to characterize, optimize, and

improve upon capillary electrophoresis applications. The purpose of the

research presented herein is to work towards that goal.
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-Chapter 6-
Evaluation of Immobilization Strategies for Polymeric
Stationary Phases for Microsensor Determinations of

Semivolatile Organic Compounds

Introduction

In Part I of this dissertation, the enormous growth in the development and

applications of CE was discussed. Another area of analytical chemistry that is

experiencing perhaps an even greater rate of growth is the development and

applications of chemical sensors. In preparing a review on chemical sensors,

Janata et al. report that a search of the Institute of Scientific Information

database resulted in 8,278 references for this topic during the period of 1994-

1997 (93). Therefore, the extent of this topic necessitates that only a brief

overview of sensors be presented.

Sensors can offer numerous advantages over conventional analytical

techniques. In many cases, sensors may offer improved sensitivity, low sample

requirements, selectivity from complex matrices, the ability to obtain in-situ

measurements, speed, real-time measurements and process monitoring,

portability (field-readiness), and regenerability. Given these attributes, sensors

have been developed for a variety of applications. For example, the diminutive

size and ability to perform in-situ measurements have led to the development of

sensors that can be positioned within a single cell to monitor physiological

processes as they occur in real time (94). Sensors are used to probe complex

hazardous samples, thus, eliminating the need to perform exhaustive extractions
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which can generate large amounts of waste while also minimizing worker

exposure (95). When coupled to an optical fiber, sensors may be used in hostile

environments for remote sensing when it is not possible to directly obtain

samples such as an area exposed to biological warfare agents (96),

A typical sensor consists of three elements. First, the recognition element

(or selective phase) is used to differentiate between the desired analyte and

matrix components. Next, the transducer is the component which transmits the

“information" (change in heat, change in mass, etc...) to the third component of

the sensor which is the recorder (e.g.^ photomultiplier tube, frequency counter).

The many types of sensors in use today are usually categorized by the

transduction principle utilized. For example, in one type of thermal sensor, the ,

sensing face is exposed to a light source and, depending on the properties of the

bound analyte, heat may be absorbed or emitted, resulting in the transuduction of

a thermal signal (97). In another type of thermal sensor, catalytic enzymes are

utilized as the recognition element. In the presence of the enzyme’s target

substrate, the resulting enzymatic reaction generates heat which is measured by

a thermistor or thermocouple (98). Examples of enzyme-substrate reactions

utilized for these types of sensors include glucose-glucose oxidase, hydrogen

peroxide - catalase, and pyruvate - lactate dehydrogenase (98).

Detecting an increase in mass following adsorption of target analytes is

the transduction principle for a category of sensors termed mass sensors.

Perhaps the most common type of sensor in this class is the quartz crystal

microbalance (QCM) (99). In QCM measurements, a resonating frequency is
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applied to a crystal (typically gold) which may or may not have an immobilized

selective phase on the surface. Following analyte adsorption, the resonating

frequency decreases as a result of increased mass on the surface of the crystal.

The Sauerbrey equation can then be used to relate change in frequency {Af) with

change in mass {Am)\

2fo"
Af = - (6.1)Am

i1/2

where fo is the applied frequency, A is the piezoelectric active area of the crystal,

^ is the shear modulus of the quartz, and pq is the density of the quartz (100).

Optical sensors encompass a wide range of sensors which utilize the

interaction of light with matter to gain information about the species being

Optical sensors often utilize fibers to direct light to the sensing

terminus and also to collect light from the resulting interactions at the terminus

and, thus, these types of sensors are termed fiber-optic sensors. Often these

detected.

interactions between light and analytes result in either absorbance of

fluorescence of characteristic wavelengths of light and, thus, are used to directly

characterize and identify analytes at or near the sensing terminus; further

information about the detected species may be gained from decay time

measurements as well (101-104). Unlike gravimetric sensors in which a change

in mass can be a non-specific response (i.e., further information is needed to

conclusively identify the adsorbed species), optical sensors can offer a very high

degree of specificity. For example, optical methods allow chiral discrimination

between enantiomers. One example includes a report on receptor molecules
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which exhibit a different fluorescent response for the p- and L- form of

monosaccharides (105). To present herein a full overview of the expansive topic

of optical sensors is not practical; however, extensive reviews are available for

further reading (93). In addition to thermal, rnass, and optical sensors, extensive

designs and applications of electrochemical sensors have also been described in

detail (93).

The quintessential feature necessary for an effective sensor is the

recognition element. If a sensor cannot discriminate between desired analytes

and matrix components, then the attributes of sensors over traditional analytical

techniques previously cited cannot be attained in real applications. In recent

years, the quest for improved selectivity has been, by far, the “cornerstone of .

chemical sensing research” (93). This has led to the development and utilization

of recognition elements that are indeed highly selective. Examples include the

use of immobilized antibodies for the selection of specific antigens (i.e., an

immunochemical sensor) (106). Also, the use of size-discrimination recognition

elements such as calixerenes have exhibited such  a high degree of selectivity

that isomers of xylenes can be differentiated (107). A relatively new field of

sensors termed biosensors which utilize proteins,; enzymes, and nucleic acids as

highly selective phases has also received much attention (108-112).

The fabrication of sensors is another interesting aispect of the bn-going

research of chemical sensors: The drive towards miniaturization continues to be

the focus of many research articles as ipn, electron, and laser beam patterning of

selective layers have been reported (113-115). There are numerous advantages
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to be realized upon miniaturization of sensors. Such advantages include the

ability tO-explore microenvironments (such as inside a cell), faster response from

rapid kinetics, improved portability for field applications, less materials and lower

costs for fabrication, the ability to produce compact sensor arrays, and, in many

cases, improved sensitivity.

The use of microcantilevers (100-150 fim) as substrate structures has

been reported for the development of microsensors (116). For these devices, the

deflection of the cantilever substrate is the physical measurement typically

obtained. Bending of the cantilever may result from the stress caused by

adsorption of analytes on the substrate (a gravimetric measurement) or

cantilever deflection may be the result of a photoinduced stress (a thermal

measurement). In the latter case, the amount of photoinduced stress exhibited

by the cantilever surface is dependent upon the type and amount of analyte

adsorbed on the surface. For example, a bare silicon cantilever may undergo

severe photoinduced stress when exposed to a characteristic wavelength of light.

Once the silicon substrate is exposed to a sample and is, subsequently covered

(“protected”) by adsorbed analytes, the extent of. photoinduced stress may

decrease. Upon careful calibration, a correlation of degree of photoinduced

stress with amount of bound analyte. may be determined. The excellent

sensitivity to small changes in temperature and mass exhibited by cantilevers

,  utilized in microsensors has resulted in femtojoule and attomple detection limits

(117, 118).
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In addition to a drive towards miniaturization, another focus in sensor

research is the development of higher-order sensors. In this type of sensor,

more than one transduction principle is utilized. For example, a sensor with a

resonating frequency will signal analyte adsorption by a mass-induced frequency

change. If the surface of this sensor is simultaneously being probed by an

optical measurement (e.g., infrared spectroscopy), further characterization of the

adsorbed analyte is attained. When utilizing higher-order sensors, a high degree

of selectivity may not be necessary. For example,  a chemical phase functioning

as a recognition element which is modestly selective may differentiate classes of

compounds in a sample and further spectroscopic characterization  could then be

utilized to further characterize the adsorbed species. Modestly selective

chemical phases may also serve to simply enhance response factors for classes

of compounds. Finally, arrays of microsensors that employ different modestly

selective phases on individual sensor elements may be employed with

multicomponent analysis techniques to yield quantitative information on mixtures

of analytes (119).

This approach to sensing suggests the possibility of using modestly

selective GC and LC stationary phases on microsensors which utilize gravimetric

and photothermal detection (120). Furthermore, utilizing these phases in the

development of higher-order sensors and incorporating them into sensor arrays

could lead to the development of microsensors to characterize highly complex

matrices such as the hazardous tank wastes currently being stored in such

places as Oak Ridge, Tennessee and Hanford, Washington. The use of GC and
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LC phases may be well-suited for these types of sensors for several reasons.

First, the use of these phases for column chromatography has been extensively

evaluated, thus, the bonding chemistry and relative affinities and selectivity of

many of these phases are well-characterized; this simplifies the task of selecting

an effective phase for certain analytes. Furthermore, these types of phases may

be suitable to concentrate sernivolatile organic compounds from complex

mixtures for enhanced sensitivity and to also provide a moderate level of

selectivity as part of a higher-order sensor array (120). The range of analytes

probed by the microsensor device can be further expanded by the use of

different GC and LC stationary phases on different cantilevers within the sensor

arrray.

The research presented in Part II of this dissertation describes initial

evaluations of methods to immobilize polymeric GC and LC onto a microsensor

substrate (i.e., silicon) and also includes some characterization studies of

selected phases.

Experimental

reagents and solutions

Benzene, toluene, aniline, and phenol were purchased from Fisher

Scientific (Pittsburgh, PA, USA) and used to prepare 500 ppm analyte solutions

in deionized water. Methylene chloride (CH2CI2) was also purchased from Fisher

Scientific. Anhydrous isopropanol was purchased from Sigma (St. Louis, MO,

USA). The GC phases OV-25 (75% phenyl/25% methyl) and SP-2340 (100%
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cyanopropyl) were purchased from Supelco (Bellefonte, PA, USA). The LC

phases phenyltrichlorosilane and octadecyltrichlorosilane were purchased from

Aldrich (Milwaukee, Wl, USA).

instrumentation and methods

Gas chromatography/mass spectrometry (GC/MS) analyses were

conducted with a Hewlett-Packard 6890 GC/ 5973 MSD (quadrupole MS)

operated by ChemStation software (Hewlett-Packard, Palo Alto, CA, USA). A

Hitachi S-3200N Scanning Electron Microscope (Hitachi Scientific Instruments,

San Jose, CA, USA) was utilized for microscopy studies. Typical operating

conditions included-a pressure of 12 Pa and a beam voltage of 10-12 kV. The

SEM micrographs depicted are backscattered electron images. These images

were saved as bitmap files and printed directly from Adobe PhotoDeluxe

software (Adobe Systems, Inc., Seattle, WA, USA) without any alterations of

features.

Test grade, single-side polished silicon wafers (200-300 pm thickness)

were purchased from Wafer World (Ft. Lauderdale, FL, USA) and cut to

approximately 1.5 cm square sections. Prior to use, the silicon substrates were

cleaned with “piranha” solution (3:1 solution of 18M H2SO4+ 30% H2O2) at 90 °C

for 3 hours. Because piranha solution is a very strong oxidant and reacts

violently with many organic materials, extreme caution was undertaken during its

use. Fresh solutions were prepared immediately prior to use and immediately

discarded down the sink with copious amounts of water after use.
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Following this cleaning step, the substrates were dried under helium until

all of the visible surface water was removed and then placed in a 120 °C oven for

10 minutes to ensure complete removal of water prior to depositing the polymeric

stationary phases.

For the deposition of the GC phases onto silicon,  a two-chamber oven

apparatus was constructed in-house (Fig. 6.1). The columns and detectors were

removed from two Gow-Mac GC instruments (Gow-Mac Instrument Co.,

Bridgewater, NJ, USA); two aluminum chambers were constructed and

connected with stainless steel tubing fitted with ferrules for an air-tight seal. The

first oven was set to the maximum operating temperature specified for the phase

(300 °C for OV-25: 275 °C for SP-2340). A small dish of neat phase was placed

in the sealed aluminum chamber and- a, gentle stream of helium was used to

carry the vapors into the second chamber. The second oven was set to 125-150

°C and the substrates to be coated were placed in the sealed aluminum chamber

within this oven.

For the deposition of LC chlorosilane phases, freshly cleaned silicon chips

were immersed in a 4% silane in alcohol solution and warmed to 35 °C for 30

minutes. The treated substrates were then cured at 110 °C for 10 minutes (121).

Details of these reactions are discussed later.

Contact angles of modified substrates were measured with the aid of a

Sony Zoom CCD color video camera microscope and a Trinitron color video

monitor (Edmund Scientific, Barrington, NJ, USA). Small aliquots of solution

were deposited onto the substrates and the contact angles were directly
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Figure 6.1: Two-chamber vapor-deposition apparatus. (A) inlet for carrier gas;

(B) narrow-bore stainless steel tubing; (C) 250-300 °C oven; (D) threaded

aluminum chamber for phase being vaporized; (E) 125-150 °C oven; (F)

threaded aluminum chamber for placement of substrate being coated; (G) outlet .

for gas flow.
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measured on the video monitor with the use of a protractor. Film thickness on

some of these modified substrates was determined by ellipsometry. These

analyses were performed by a contracted laboratory.

The modified substrates were exposed to 5 ml of 500 ppm analyte

solution for 2 hours. The samples were removed and quickly dipped in water to

remove residual analyte solution adhering to the substrate. The samples were

then extracted three times with 2 ml volumes of CH2CI2 and the combined

extract was concentrated to 1 ml. A 0.5 pL aliquot was then injected into the

GC/MS for quantitative analysis.

To increase sensitivity, GC/MS analysis was performed in the selected ion

monitoring (SIM) mode. That is, father than to “scan” a large mass range as is

typically done with quadrupole MS, the quadrupole was set to tune only for

selected ions. In this case, the parent ions (mass-to-charge; m/z) of the four

analytes were selected; m/z = 78 for ,benzene, m/z = 91 for toluene, m/z = 93 for

aniline, m/z = 94 for phenol.

The use of temperature programming was necessary to achieve

acceptable resolution and efficiency when performing separations by GC.

Complete parameters for the GC method developed is provided in Appendix 1.

Briefly, the GC oven is initially held constant at 40 °C for two minutes to allow the

elution of the solvent (boiling point for CH2CI2  = 40 °C): to protect the MSD, the
-  /

ionization filament is shut off during this time. Following this solvent delay, a

ramp of 5 °C/min is used to elute benzene and toluene. Next, a quick ramp of 10

°C/min is used to bring the oven to 75 °C and then the ramp is slowed to 2
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°C/min for 5 minutes to resolve the closely eluting aniline and phenol. The oven

is then quickly ramped to 200 °C to remove any low-volatility contaminants that

may have been injected with the sample.

Results and discussion

substrate preparation

Whichever method of phase deposition is utilized, it was found that

completely wetting the surface of the substrate is of critical importance. It has

been reported that silicon substrates typically require 30 minutes of cleaning in

piranha solution to create a reactive surface that is rich in silanols (122).

Therefore, the substrates were cleaned with piranha solution for 30 minutes prior

to depositing GC and LC phases. These specimens were then examined by

SEM (Figure 6.2). In Figure 6.2(A), a silicon wafer that was cleaned with piranha

solution for 30 minutes and uncoated (i.e., a blank) is depicted,

relatively dark and featureless surface of this specimen. In Figure 6.2(B), a

cleaned substrate that was vapor-coated with OV-25 clearly shows regions of

varying contrast and nonuniformity. Similar undesirable features are observed in

Figure 6.2(C) which depicts a cleaned substrate which was coated with

Note the

octadecyltrichlorosilane. Figure 6.2(D) perhaps is the most graphic depiction of a

substrate with a poor wetting surface. This specimen is a cleaned substrate that

was dip-coated in a 10% OV-25 solution. One can clearly observe the

nonuniformity of the resulting film following drying of the solution. Furthermore,

edge effects can be observed in the far left portion of the image which is the
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Figure 6.2: SEM micrographs of films deposited onto silicon substrates. (A)

blank (uncoated) silicon chip; WD = 9.7 mm; (B) silicon chip vapor-coated with

OV-25; WD = 9.7mm.
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mm; (D) silicon chip dip-coated in 10% OV-25 in chloroform; WD = 9.4mm.
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edge of the specimen. This effect is assumed to be the result of increased

surface tension near the edge of the substrate.

The efficacy of the cleaning method was carefully evaluated by measuring

the contact angle on the substrate following piranha solution treatment. For

maximum wettability, the contact angle on a substrate should be less than 5°

(123). With the aid of a video microscope, the amount of time required to

achieve a contact angle <5° with piranha solution was determined to be 3 hours,

much longer than had been previously reported (106). In fact, after only 30

minutes of cleaning with piranha solution (as had been done for the specimens

observed in Figure 6.2), the contact angle was found to be approximately 24°;

much too large to achieve uniform wetting on a substrate. Therefore, it would

appear that the time required for sufficient cleaning on silicon wafers may vary;

this may be due to the initial quality and storage conditions of the purchased

wafers.

Several new specimens were prepared by first cleaning the substrates for

3 hours before depositing films. These specimens were examined by SEM and

much better results were observed (Figure 6.3). Figure 6.3(A) depicts a silicon

substrate vapor-coated with OV-25; comparison with Figure 6.2(B) indicates a

dramatic improvement in film uniformity following the lengthy piranha cleaning. A

substrate coated with octadecyltrichlorosilane is depicted in Figure 6.3(B).

Again, upon comparispn with Figure 6.2(C), a significant improvement is

observed for this film. As a result of these observations, a 3-hour cleaning

protocol was adopted for the remainder of these studies.
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Figure 6.3: SEM micrographs of films deposited onto silicon after extended

cleaning for improved wetting. (A) silicon chip vapor-coated with OV-25: WD =

10.1 mm; (B) silicon chip coated with octadecyltrichlorosilane; WD = 9.5 mm.

124



vapor-phase deposition of GC phases

A method commonly used in the forensic analysis of fingerprints is the

“fuming super-glue” procedure (124). In this method, the evidence from which

fingerprints are desired is placed in a sealed chamber with a small dish of fuming

super-glue. Upon condensing, the acrylate compounds in the super-glue fumes,

condense onto the substrate surface and the fingerprints are then easily

observed and removed. Herein, a similar approach is employed to deposit a thin

film of polymeric GC phase onto silicon substrates.

Initially, substrates were cleaned and placed in an oven with a small dish

of GC phase. The temperature was set to the maximum operating temperature

of the GC phase (specified in the experimental section) and the fuming GC

phase was deposited onto the substrates. Although this initial approach is

conveniently simplistic, in reality, there is really no means to control or vary the

thickness of the films obtained. In this approach, the only time when the GC

fumes are being deposited onto the substrate is during the time in which the oven

is cooling. A simple solution might be suggested that cycling the chamber

through heating and cooling steps may increase the thickness of the deposited

film. However, upon each heating step of the cycles, not only are additional

fumes generated from the dish of GC phase but may also be regenerated by the

thermal desorption of the previously deposited phase from the substrate.

Therefore, a two-chamber apparatus was designed and constructed (depicted in

Figure 6.1). A small dish of GC phase is placed in the first oven and the

temperature is set to the highest operational temperature for the phase in order
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to generate fumes. This temperature is specified by the vendor as that at which

the vapor pressure of the phase becomes appreciable and/or below the

temperature at which the phase may undergo decomposition. The fumes are

then swept into a second oven which is set to a cooler temperature so that the

fumes will condense. In this second oven is a chamber containing the cleaned

substrates to be coated. This apparatus facilitates some experimental control

over the thickness of the deposited films by simply controlling the time permitted

for fume condensation onto the substrate to occur. Other means to control the

thickness may include modifying the carrier gas flow rate and the temperature

used for phase vaporization and condensation.

In this evaluation, substrates were exposed to GC phase vapors for 30

minutes and 3 hours. Although one cannot definitively conclude that a 6-fold

increase in exposure time will result in a 6-fold increase in surface thickness, one

can safely assume that a thicker phase is indeed deposited with increased

exposure time.

reaction coating of LC phases

Initially, the trichlorosilanes were coated onto silicon substrates under

aprotic conditions by a procedure described by Buszewski (125). In this method,

the silane is diluted into a toluene solution within an ampule. The volatile mixture

is frozen in liquid nitrogen so that the ampule may be safely flame-sealed. The

sealed ampule is slowly thawed and then heated at 120 °C for 12-24 hours.
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Upon cooling, the ampule is opened and the substrates are recovered and

washed several times with various solvent solutions.

The silane vendor suggests a simpler, direct approach to bonding

trichlorosilanes onto silicon (121). To anhydrous alcohol, sufficient silane

reagent is added to make a 2-5% solution. This converts the chlorosilane to an

alkoxysilane as depicted in the following reaction:

RSiCb + 3R’OH RSi(OR’)3 + 3HCI

where R is the functional group of the silane (in this case, R = Ci8- or CeHs-).

The solution is warmed to 35 °C to promote completion of the reaction. Part of

the HCI generated reacts with the alcohol to produce water which in turn results

in the conversion of the alkoxysilahes to silanols:

RSi(OR’)3 + 3H2O RSi(OH)3 + 3R’OH

The silanols readily condense onto the substrate. Treated substrates are then

cured at 110 °C for 10 minutes. This method is faster, uses less solvent

solutions, and is safer than the deposition method described for aprotic

conditions. Both visual and SEM inspection indicate that indeed this method

deposits a film onto the substrate; therefore, this method was utilized for the

remainder of the studies.

GC/MS analysis

A series of standards were prepared containing the analytes of interest;

i.e., benzene, toluene, aniline, and phenol (Figure 6.4). These compounds were

selected because they represent a class of compounds (i.e., semivolatiie organic
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phenolaniline

Figure 6.4: Structures of semivolatile organic compounds.

128



compounds) of interest to the Department of Energy as these types of

compounds are found in abundance at many waste sites in need of

characterization and remediation. These particular four compounds were chosen

because they each have functional groups that represent characteristic groups

described by McReynolds constants (126). McReynolds constants qualitatively

describe retention characteristics of phases for various types of analytes. These

constants are useful for predicting elution order, resolution, and selectivity of

analytes from various classes of compounds. These constants are obtained by

measuring the degree to which a phase retains probe compounds relative to the

retention of these compounds on a non-polar phase (squalene). Some examples

of probe compounds include pyridine (aromatic bases), nitropropane (nitro and

nitrile derivatives), and 2-pentanone (aldehydes, ketones). These probe

compounds are selected such that they represent classes of compounds with

differing functional groups and, hence, differing chemical interactions,

following equation is utilized in calculating the Kovat’s retention index (i) of

The

compounds;

100logfV(/)-logfV(<)
/ = 100z + (6.2)

logfV(> +1)-logfV(<)

where t’r(i) is the retention time of the compound of interest, t'r(<) is the retention

time for the n-alkane eluted prior to the compound of interest, t’r(>+1) is the

retention time of the n-alkane eluted after the compound of interest, and z is the

carbon number of the n-alkane of retention t’r(<).
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A series of compounds are analyzed on a non-polar column (squalene)

and retention indices are determined. Next, these compounds are evaluated on

other phases and, again, the retention indices are determined. The difference in

these values (Ai) are calculated and used to determine McReynolds constants.

These values are then used to qualitatively describe overall relative polarities of

phases;

^overall ~ Sliest compound x' ^test oompound y' + ...

Phases that provide Ai values between 0-100 are generally considered non-

(6.3)

polar, values between 100-400 indicate moderate polarity of phases, and phases

with values above 400 are considered highly polar.

McReynolds constants can also be used to compare expected selectivity

of phases. It is generally assumed that phases that differ by +/- 10 units

generally exhibit similar affinities. For example, in the following data, both

PDEAS and LAC-2R-446 exhibit similar affinities for benzene:

Phase x’ (benzene) v' (butanol)

PDEAS 386 555

LAC-2R-446 387 616

However, the values indicate that, relative to PDEAS, l_AC-2R-446 exhibits a

slightly higher affinity for butanol. In chromatographic application, alcohols

would tend to be preferentially retained on the l_AC-2R-446 phase (this ignores

boiling point considerations). Similarly, this indicates that for the development of

a sensor for alcohols, LAC-2R-446 would be the more suitable choice as the

selective stationary phase.
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A method to quantitate the four, selected compounds by GC/MS analysis

was developed and has previously been described in the experimental section

and Appendix 1. With temperature programming, sufficient efficiency and

resolution of these four compounds is obtained (Figure 6.5). A calibration plot to

correlate integrated peak area to injected quantity was obtained by analyzing a

series of standards (Figure 6.6). Note that the limit of quantitation is much better

for benzene and toluene relative to aniline and phenol. This is due to the

diminished S/N of these later-eluting compounds. The S/N ratio simply becomes

too small to integrate peak areas for aniline and phenol once the injected quantity

becomes less than 1 ng^

evaluation of affinity and selectivity of polymeric phases

Substrates were prepared and coated with OV-25, SP-2340,

octadecyltrichlorosilane, and phenyltrichlorosilane as described. After exposing

the prepared substrates to a 500 ppm aqueous solutions of the semivolatile

organic analytes, extracting the adsorbed analytes with CH2CI2, and

concentrating the extracts to 1 mL, the samples were analyzed by GC/MS.

Results from these analyses are listed in Table 6.1.

Silicon chips that were cleaned with piranha solution yet had no phase

deposited (blank) showed an appreciable affinity for benzene and toluene. This

was reproducibly observed as a blank chip was included in every set of

experiments performed. These results are not entirely surprising as these
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Compounds (in order of elution): benzene, toluene, aniline, phenol.
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Figure 6.6: Calibration curve to correlate GC/MS peak area to quantity injected.

Although some deviation from linearity is observed at low quantities injected,

correlation coefficients were still quite good (r^ for benzene = 0.9997; toluene =

0.9992; aniline = 0.9991; phenol = 0.9996).
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Table 6.1: Affinity and Selectivity of Stationary Phases on Silicon Substrates

(ng detected; biq = below limit of quantitation)

benzene toluene aniline Phenol

blank chip 2.9 (+/- 0.6) 8.2 (+/- 0.5) biq bIq

substrates vapor-coated with GC phases

(a) 30 minute vapor-phase deposition;

(b) 3 hour vapor-phase deposition

Phenolbenzene toluene aniline

OV-25 (a) 3.1 (+/-0.2) 8.4 (+/- 0.2) 7.4(+/-0.6) 6.1 (+/-0.3)

OV-25 (b) 3.2 (+/- 0.3) 8.6 (+/- 0.2) 8.3 (+/- 0.3)11.5 (+/-0.3)

SP-2340 (a) 3.1 (+/-0.1) 7.9 (+/- 0.2) 9.9(+/-0.4) 12.2 (+/-0.4)

SP-2340 (b) 5.5 (+/- 0.5) 12.2 (+/-0.5) 122.4 (+/- 9.8) 105.2 (+/-7.1)

LC phases coated by bonding reaction

benzene toluene aniline Phenol

2.9 (+/- 0.3) 27.4 (+/- 0.7)octadecylsilane biq biq

phenylsilane 3.2 (+/- 0.4) 16.0 (+/-0.5) 11.6 (+/-0.9) 7.3 (+/- 0.6)
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organic analytes also showed an appreciable affinity for glass silica fibers in

earlier experiments with solid-phase microextraction fibers (75).

Coating substrates with OV-25 apparently did not result in a significant

increase in the amount of benzene and toluene adsorbed. However, aniline and

phenol did exhibit a modest affinity for this phase though these amounts

adsorbed are very near the minimum quantitative limit of this method.

Furthermore, increasing the phase deposition time by a factor of 6 did very little

in increasing the amount of analyte adsorbed from solution.

Slightly better performance was observed for substrates coated with SP-

2340. A modest increase in affinity for benzene and toluene is observed for the

thicker film but more interesting to note is the very large enhancement in affinity

for aniline and phenol by the thicker film. These results are in agreement with

the McReynolds constants for these phases which suggest that SP-2340 does

indeed have a higher affinity for, polar analytes; the McReynolds values for SP-

2340 are much higher than for OV-25 (126). Another interesting trend is that, as

with OV-25, an improvement in selectivity for aniline also is apparent for the

thicker film.

Both LC silane phases indicated a significant enhancement in selectivity

for toluene relative to the blank specimen and the GC phases,

particularly true for the octadecylsilane phase. This would be expected as this is

the most non-polar phase and toluene is the most non-polar compound of the

four analytes. For both of these LC phases, the affinity for aniline and phenol

This was

135



was quite rnodest, especially for the octadecylsilane in which these analytes

could not be identified.

The limited ellipsometry data provided is listed in Table 6.2. The vapor-

deposition method was fairly precise in depositing equal amounts of OV-25 and

SP-2340 onto the silicon substrates. Interesting to note is the fact that a 6-fold

increase in deposition time only doubled the thickness of the deposited phase.

This may indicate that there is a limit to vaporization of these GC phases. This

preliminary data suggest that perhaps the maximum vaporization of this phase

occurred within the first hour of deposition and that continued heating of the

phase did not appreciably generate additional fumes. This limitation may be

temperature dependent; that is, the starting vaporization temperature may have

been too high and, thus, the majority of the sample was rapidly vaporized.

Another possibility is that this process is limited by the amount of starting

material. A small dish of only a few grams was placed in the vaporization oven

so complete depletion of the volatile components may have readily occurred

within the first hour. Perhaps a larger sample aliquot would have resulted in a

thicker film.

Distribution coefficients were calculated and are also listed in Table 6.2.

For SP-2340, there is a large increase in the distribution coefficient for the polar

compounds (aniline and phenol) into this polar phase. For the other distribution

coefficients, there does not appear to be any evidence indicating that a doubling

of the film thickness doubles the uptake of analyte by these films. This suggests
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Table 6.2: Film Thickness and Distribution Coefficients for GC Phases

A: film thickness (nm) of substrates vapor-coated with GC phases

3 hours30 minutes

OV-25 ~8.44.2 (+/-0.1)

-1.2SP-2340 3.6 (+/-0.1)

Tfilm on substrates coated for 3 hours showed a non-uniform refractive index;

therefore, a definitive thickness measurement was not possible but appeared to

be about twice as thick as the 30-minute films

B: distribution coefficients for substrates coated for (a) 30 minutes and

(b) 3 hours

phenolbenzene toluene aniline

4.1OV-25 (a) 3.3 8.8 4.9

4.41.7 4.5 6.0OV-25 (b)

15.3SP-2340 (a) 3.9 9.9 12.4

76.5 65.8SP-2340 (b) 3.4 7.6

distribution coefficients (D) =
m,

s y

where rrif and are the mass amounts of analyte adsorbed on the film and in

the probe solution; Vf and Vs are the volumes of the film (surface area x

thickness) and the analyte solution being probed, respectively
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that perhaps surface area rather than film thickness is most important in

predicting the amount of analyte adsorbed by these stationary phases.

Conclusions

The goals of this research were to evaluate methods of phase deposition

and to perform cursory evaluations of affinity and selectivity of a few selected

phases for a few selected analytes. Clearly, SEM examinations indicate that the

immobilization methods employed result in relatively uniform films. However,

there is also evidence that some improvement is necessary. SEM micrographs

still indicate small amounts of debris on the surface which indicate cleaner

procedures are necessary during the cleaning, drying, deposition, and storage of

coated substrates. Another possible method to utilize for substrate preparation is

plasma cleaning (127). In this method, substrates are cleaned in a low-pressure .

chamber suitable to maintain an air, nitrogen, or oxygen plasma. Typical

cleaning times are 15-20 minutes and remarkable reductions in contact angles

have been reported (127). However, this method may roughen the surface of the

substrate which would prove to be very problematic for cleaning delicate

cantilevers used for microsensors.

ForAdditional methods for preparing- thin films may be evaluated.

example, spin-coating films onto substrates have been reported (128-130). In

this technique, a solution is applied to the substrate and a relatively slow spinning

rate (ca. 500 rpm) is applied to wet the surface. Next, a much faster spinning

rate is applied (ca. 4000 rpm) in order to expel the bulk of the fluid. This rapid
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spinning is maintained for several minutes as the solvent evaporates and leaves

a thin, uniform film on the surface. Film thickness can be controlled by several

factors including spin-rate, time of spinning, and the concentration and volume of

the deposited solution (131). There are several factors which influence the

effectiveness of this method. For example, a very clean surface is imperative to

avoid many defects such as comets, chuck marks, edge effects, and striations

(132). Also, the deposited solution must wet • the surface completely or

incomplete coverage can result (132). The geometric configuration of

microcantilevers may preclude the use of spin-coating to coat these substrates.

Operating GC/MS in the SIM mode facilitated modest sensitivity but

further improvements in sensitivity may be necessary if this method of analysis

will be employed when this research is scaled down to the size required for

cantilevers. Reducing the number of ions monitored by the quadrapole MS will

improve detection sensitivity. Also, modifying the GC method to enhance

efficiency and resolution will also result in improved sensitivity.

The preliminary data included here does indicate that the chemical nature

of the phase does have an affect oh the affinity and selectivity for this

representative group of organic compounds. It was assumed that vaporization of

the GC phases does not appreciably alter the chemical nature of the phase; that

is, the vaporization of OV-25 results in a deposited film of the same chemical

composition as the starting material. This assumption is based on the fact that

the temperature used for vaporization was not above the maximum operating

temperature specified by the vendor. To assess the validity of this assumption, a
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profiling mass spectrometry method such as secondary-ion MS to characterize

the deposited films would be desirable.

The ellipsometry data indicates that vapor-phase deposition does indeed

deposit a thin film onto silicon substrates. Furthermore, the data may also

suggest that surface area rather than film thickness may be more relevant in

determining the amount of analyte adsorbed by the films. However, the

distribution coefficients for aniline and phenol into the SP-2340 phase contradict

this assumption. Clearly, further evaluation is necessary before a definitive

discussion on surface area vs. film thickness can be presented.

Again, this was a cursory examination of a just a few phases and a few

analytes. Using the developed methodology described in this chapter, additional

phases of differing polarities can be examined. Careful examination of

McReynolds constants may be used in selecting a particular GC phase for target

analytes. Also, as different phases are selected for evaluations, so too can the

selection of semiyolatile organic analytes be expanded.

Although the reported affinity and selectivity of these phases was modest,

it still suggests the feasibility of using these phases towards a generalized

approach to sensing. Again, in a higher-order sensor, modest selectivity may be

sufficient if spectroscopic characterization of the adsorbed species is also

utilized. Clearly, further development and evaluation of this technology is

warranted.
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Method information for GC/MS method TGAROM3.M

HP6890 GC METHOD

OVEN

Initial temp: 40 °C
Initial time: 2 minutes

Equilibration time: 0.50 min
Ramps:

Final temp# Rate Final time

0.00551 5.00

2  10.00 75 0.00

853 2.00 0.00

20.00

0.0 (Off)
200 0.004

5

Post temp: 0 ‘C
Post time: 0.00 min

Run time: 17.75 min

FRONT INJECTOR (MANUAL)
Mode: splitless
Initial temp.: 250 °C (on)
Pressure: 7.1 psi (on)
Purge flow: 50.0 ml/min
Purge time: 0.00 min
Total flow 53.8 ml/min

Gas type: Helium

COLUMN 1

Capillary column
Model Number: HP 19091S-433

HP-5MS

Max temperature: 325 ‘C
Nominal length: 30.0 m
Nominal diarrieter: 250.00 urn
Nominal film thickness: 0.25 jam
Mode: constant flow

Initial flow 1.0 ml/min

Nominal init pressure: 7.1 psi
Average velocity: 36 cm/sec
Inlet: Front Inlet

Outlet: MSD

Outlet pressure: vacuum

5% Phenyl Methyl Siloxane
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SIGNAL 1

Data rate: 20 Hz
Type: test plot
Save data: Off
Zero: 0.0 (Off)
Range: 0
Fast Peaks: Off

Attenuation: 0

THERMAL AUX 1

Use: MSD Transfer Line Heater
Description: Transfer Line
Initial temp: 270 °e
Initial time: 0.00 min

Rate Final temp Final time
0.00 (Off)

#

1

FRONT INJECTOR (NOT INSTALLED)

HP5973 MSD METHOD

Acquisition mode: SIM
Solvent delay: 2.00 min
Resulting EM voltage: 1152.9

GROUP 1

Resolution: high
Ions: Mass, 94.0; Mass, 93.0; Mass, 91.0; Mass, 78.0
MS Quad: 106C
MS Source: 230 C
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