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Abstract

In this study a de51gn is proposed for a corporate data network
.supporting real-time data applicatlons The proposed network
incorporates both Local Area Network and Wide Area Network
technologies to form a system capable of supporting a variety of
applications. - Multimedia software, like desktop video conferencing, IP
telephony, and video streaming are becoming more pervasive. Since. |
‘multimedia applications depend on active human involvement and
perception, they are commonly referred to as real-time. The content of
real-time applications relies on the timely and consistent delivery of
information. If real-time applications experience any variation in
information delivery, usually .referred to as jitter, the result is
unacceptable application performance. However, real-time applications
are not solely limited to traditional multimedia. Interactive client-server
based data applications also fall into this category. This project will
specifically focus on the performance of a real-time clinical application,

which has become predominant in the healthcare industry.

To support the implementation of the proposed network, empirical data
was gathered from system testing. Testing involved comparing tlle
performance of a real-time application on the proposed design, against
the current architecture. The result found that the proposed data,
network ‘design reduced transport latency, allowing the real-time

application to perform more efficiently.
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1.0 Introduction

This thesis explores the design associated with a corporate data network
supporting real-time data applications. The proposed network
incorporates both Local Area Network (LAN) and Wide Area Network
(WAN) technologies to form a system capable of supporting a variety of
su(;h applications. Multimedia software, like desktop video conferencing,
IP telephony, and video streaming are becoming more pervasive.
However, real-time applications are not solely limited to traditional
multimedia. Interactive client-server Based data applications also fall
into this category. Since multimedia applications depend on active
human involvéement and perception, they are commonly referred to as

real-time.

The content of real-time applications relies on the timely and consistent

- delivery of information. If feal—tifne applications experience any variation
in information delivery, usually referred to as jitter, the result is
unacceptable épplication performance. This thesis will specifically focus
on the performance of a real-time clinical data .application, which has

become predominant in the healthcare industry.

Meditech [1] sells healthcare companies an application suite that

provides an electronic means of patient accounting, faxing, billing, and
TR >
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processing. A proprietary protocol called Magic is used for

communications between the Meditech processor and host nodes. Nodes

may take the form of pérsonal computers, terminals, nursing hand-held
units, and lab insfrumentétion. Meditech and other»real—time

applications place a new set of demands on légacyld.ata networks. To

support these applications legacy networks often require a redesign.

1.1 Network Requirements for Real-time Clinical Application

Protocols

The Mégic protocol was developed for use on Local Area Networks. Magic
. can be categorized as a non-windowing protocol which is bounld by strict
délay characteristics. Since the applicafcion relies on interactive data
¢ntered over the network, the protocol will time-out causing the
‘application to fail when the latency between the processor and the node

becomes too great, roughly 400-milliseconds.

Real-time applications such as Mediteéh impose a new set of demands
on corporate telecommunication netwprks. Specifically, real-time
applications are very data intensive; these 'applications' require an
increase in network bandwidth. Without sufficient bandwidth, the
network will constantly experience congestion. If congestion continues, '

performance associated with the application will suffer. -
: 2



However, bandwidth is not the only network requirement. The

interactive nature of these time-sensitive appiications requires
deterministic transmission. Non-deterministic transmisston will result in
jitter or variable delay between application packets. Jitter and delay are
acceptabvle for store and forward applicatiohs like e-mail, and file _
transufers'. Reai—time applications are intolerant of jitter and variable
. delay. Non-deterministic access to the network will cause real-time
applications to time-out. Time-outs affect user perception and result in

poor application performance.

‘Finally, real-time applications share the network with other non real-
time applications. During periods of network congestion, it is imperative
that these applications are differentiated via a prioritization mechanism.
Without prioritization, all packets are treated equally. Store and forward
‘apphcatlons that accommodate delay and retransmlssmns should receive .
a lower priority than Meditech. With the ability to assign priorities

during congestion, the network can choose to discard file transfer

paékéts while allowing delay-sensitive Meditech packets to reach their
destination on tifne. When network prioritization is applied, both types

of applications, real-time and non real-time, may co-exist on a single

network infrastructure. -




1.2 Shortcomings of Current Network Design |

The current network design for the case study to be considered here was
constructed in 1992. Although the Meditech application constraints
mentioned above existed when the original network design was proposed,
a decision was made to sepérate the clients from the application -
processors. This decision was based solely on .economic factors |
regarding the resources involved in the management of the processors.
This left the network designers responsible to solve the latency problem

created by the data network. The approach was to construct two data

centers housing the application processors.

Each of the original twenty facilities was connected to the data center,
located in close geographical proximity. The network design conéisted of
three major components. The first component used shared Ethernet
hubs to connect low-bandwidth, highfy delay-sensitive clients to the
facility LAN. Dedicated T-1 transmission lines were chosen for the
second clomponent, constructing the WAN. Previous analysis indicates
that the latency induced by the WAN accounts flor sixty percent of the
overall delay in the system. Dedicated T-1 lines were utilized, because

they have fixed latency based on their physical distance (Figure 1.1).
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Rapid growth has uncovered several scaling issues with the original
network design. Latency experiénced when traversing the network has
become so large that many facilities have suffered application time-outs.
This latency is induced by the non-deterministic nature of the shared
Ethernet LANs, and the inability of the WAN to distinguish the clinical
application and prioritize it. A new data netwo‘rk design has been‘
proposed, and will be explored in this thesis. The new design has the
following goals:
¢ Reduce all latency components in the network, proxdding the best
possible applicatic‘)nfperformance.
e Accommodate future growth, and the convergence of voice, video and
data multimedia applicatjoné onto a single network.

‘e Take advantage of lower cost alternatives in the Wide Area Network.

1.3 Proposed Network Design Providing Real-time Application

Support

The new design has accomplished these goals by incorporating a variety
of recently developed technologies. On both the fa‘cility LANs and Data
Center LANs, Ethernet switching was introduced with a modification to
the Ethernet back-off algorithm. The modification technique used is

trademarked from 3Com Corporation under the name Priority Access



Control Enabled (PACETM). PACETM technology allows for deterministic
transmissions and provides a mechanism to prioritize certain
applications over the LAN. Field measurements are used to determine
the effect this algorithm has on réducing jittér and delay.} The second |
technology investigated iﬁ this thesis is Asynéhronous Transfer Mode
(ATM). ATM was chosen as part of the new désign because of the ability
it possésses ;to distinguish between protocolé, assign priorities, and- |

define delay characteristics to specific flows.

This thesis will use empirical data from field measurerﬁents to determine
:the effects of irnplernenting the proposed data network. Each of the three
components in the design will be tested separateiy; comparisons against
the performance of the current network component will be analyzed.
Finally, each component will be assembled and the system will be tested

as’'a whole.



2.0 WAN Current Network Design

The current WAN design consists of leased lines deployed as a collection
of hierarchical trees. At the root of each tree are the regional data
centers. The hierarchical tree model was chosen to accommodate the
traffic flow of the predominantly time—sensitive. Meditech application.
Meditéch clients, which reside in the facilities, communicate exclusively
with servers located in the 'regional data centers. Since clients do not
communicate with clients in other faciiities, there is no need to directly
connect facilities together. If applications were deployed in faciliti_e’s that
required any-to-any traffic flows, such as wide world web and file
transfer, the tree model would be inefficient. Regional Data Centers
(RDC) are inter-connected via a leased line mesh. Mesh architectures
accommédate applications that require any-to-any data flows. Each
RDC is directly connected to every other RDC, supporting WeB, financial

and backup file transfer applications.

The hierarchy of the design consists of three levels: Regional Data
Centers, Tier—l, and Tier-2 facilities. Groups of Tier-1 and Tier-2
facilities, which share the same sérveré in the data centers, are called
markets. Markets are constructed by grouping facilities according to .

their physical location. Tier-1 facilities are the largest, and have a

.8



greater number of clients. fl"ier-,‘luféciliﬁes have direct connectivity to the

data center via their primary circuit. ‘A second redundant circuit is
connected to a peer Tier-1 facility in the market (Figure 2.1). Tier-2
facilities have a smaller number of clients, and do not have direct
connections to the data center. Instead, Tier-2 facilities connect through
Tier-1 facilities. Data from Tier-2 facilities must transit Tier-1 facilities
incurring additional deléy in route to the data center. Each Tier-2
facility has both a primary and a secondary circuit. The primary and
secondary circuits are connected via different Tier-1 facilities within the
market for redundancy. Since leased lines are priced by bandwidth and
distance metrics, this hierarchical model allows leased line costs to be

minimized across the enterprise.

Regional Data Regional Data
Center Center

| 0 A - .
L L L 1] | N S
ITTITITITT LTTTITITY

fimaa. i

T-1 Mesh Supporting:
‘ OSPF/IP

Regional Data
Center

. T ‘)s' ' ! ’.v - s
Tier[l Hospital "3 __-rTier 1 Hospithl

[yl Epihhydeg nfrhepenp i e - ———

Secondary T1

i Market with 4 Hospitals
T-1 Mesh Supporting:
Bridging/Spanning Tree

OSPF/IP

Figure 2.1 Current WAN Design Tier-1, Tier2, Regional Data Centers
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2.1 Leased Lines

Leased lines are dedicated digital transmission circuits connected
between two terminating points. The fundamental building block of the
North American Digital Hierarchy is a single U‘ansfnission channel know
as Digital Signal Zero,‘ or DS-0. Each DS-0 consists of eight bits per
frame, which are transmitted at 8000 frames/second, yielding a
bandwidth of 64-Kilobits/second. The current network design utilizes
leased lines with a fixed bandwidth of 1.544 Megabits/ second. This type
of leased line is commonly ré%erred toas a ’i‘—l ’or DS-1, and is comprised
of 24 DS-0s. At the time o_f £hc désign, only DS-0s and T-1s were
available fbr purchase. T-1s \;sfere chosen based on the requirement that
each facility must have a sustainable 768Kilobits/sec of bandwidth to
the data center. This left the additional bandwidth purchased unused.
Each T-1 line was terminated between a router at the 'facility aﬁd the
data center. At each facility, two routers were deployed. The primary and
secondary T-1s were connected to separate routers for redundancy. The
routers are configured to route certain protocols like the Internet Protocol
(IP), and bridge non-routable protocols like Magic over the same physical
T-1 circuits. Data from the routers are transmitted serially to the T-1
line. This data is time division multiplexed intd the 24 channels of the T-
1. Leased lines do not posses any capability to prioritize traffic, and are

unable to distinguish between Meditech and IP data packets in this
10



design. Ethernet frames are directly encapsulated in the point-to-point
protocol (PPP) for transmission across the leased line. The PPP protocol |
introduces minimal overhead. This protocol is utilized on leased line

WAN links to provide additional error checking for greater reliability.

At _the data center, two routers were deployed for each market. All
primary T-1s from Tier-1 hospitals terminate in the market routers.
Although both circuits from each hospital represent a unique path to the
data center, they can not be used simultaneously for Meditech which is a
bridged protocol. A logical structure must be placed on the bridged

network to ensure there are no loops in the design.

2.2 Logical Topology Layer 2

The logiéal structure evolved in computer networking separates the
communication functions from the application processing. This
separation of networking fﬁnc’a‘ons is called layering. The 7-layer

_ technique standardized by' the International Organization for |
Standardization (ISO) committee is referred to as the Open Systems
Interconnect (OSI) [4] refereﬁce model. Each layer uses its own layer
protocol to communicate with its peer layer between communicating

stations. The functions of each layer are outlined in figure 2.2.






entire market. Magic traffic is purposely confined to individual markets.

The only protocol allowed to traverse markets is the routable protocol IP.
2.3 Logical Topology Layer 3

Similar to the Layer 2 protocol Spanning Tree, Layer 3 protocols such as
the Internet Protocol (IP) exchange reachablility information between
routers. A significant different exists in the Layer 3 treatment of network
loops. In a Layer 3 environment broadcasting does not occur.
Consequently, loops may exist. Redundant circuits always remain active
and capable for IP data transmission. All applications except Meditech

utilize IP, and operate concurrently on the network.

The original design incorporated the use of a link state IP routing
protocol-Open Shortesf Path First (OSPF) [3]. OSPF, a link state
protocol, was chosen over distance vector-based protocols for its
scalability, reliability, and adminjstrative ab111ty to prioritize circuits with
a configurable cost metrlc Distance vector protocols such as Routmg
Information Protocol (RIP) [3], provide reachability information based
solely on the number of hopo between endstations. Each router
broadcasts reachability information to other routers every 30-seconds.

This type of protocol does not take into account the bandwidth of each

13




‘hop, and consumes a great deal of bandwidth by broadcasting
frequently. Link-state protocols on the other hand take into account the
bandwidth associated with every hop and will prioritize the path with the
most bandwidth or lowest administrative cost to the destination.
Additionally, routers communicate via multicasts only when a link is
dropped of added to the network. Multicasting, or sending a single
packet to a group of stations, represents a more efficient means of
communications compared to broadcasting. Broadcasting requires every
station on the network to process the packet and decide whether it has
an application that uses the information. Finally, an OSPF enabled
networks only send updates to existing information when needed. If a
link fails or returns a single OSPF, advertisement will be sent to the

remaining routers indicating that a change has occurred in network

topology.

QSPF was designed for large networks and possesses a hierarchy in the

form of areas. A common backbone area is created with sub-areas ‘ | ‘
connecting to the backbone. Topology information is shared internally

with every sub-area and summarized for the backbone area. Thié form of

distributed processing per area allows OSPF enabled networks to scale to

large implementations. The original design organized sub-areas by ,

markets. By constructing OSPF sub-areas based on markets and

14



controlling the number of routers per area, the routing table held by each
router is minimized. This allows for efficient operation providing quick

route table look-ups and fast topology convergence.

At the data center the market routers serve as area border routers,
connecting the market sub-area to the backbone OSPF area. The
backbone area is referred to as area zero. Routers in area zero posses
large routing tables, containing connectivity information for all facilities

connected to the data center.

In order to facilitafe 4ihtér—d-a’kt&a céhtgr: fraffic, a-highly complex yet
scalable link-state protocol called Bc')rderr"Gateway Protocol (BGP) was
u‘sed [5]. BGP has the capability to summarize routes based on
contiguous assignment. Similar to OSPF, BGP dynamically summarizes
routing information, However BGP uses a process called Classless Inter-
domajn Routing (CIDR) [5]. This form of summarization is the most
powerful, condensing»a large number of routes to form a single route
advertisement. Additionally, BGP communicates through reliable
Transmission Control Protocol (TCP) connection to peers. Since routes
were assigned contiguously to each data center, and a leased line mesh
existed between regional data centers, BGP was the most efficient routing

protocol to employ in this section of the design.

15



The facility and the data center both use Ethernet hubs to provide Local

Area Network connectivity for end-station devices. In the facilities these
devices cénsist of personal computers, terminal servers connecting
multiple serial devices, hand-held devices, and lab equipment. At the
data center, end-stations are compﬁsed of processors that contain the
application databases. Ethernet hubs operate at Layer-1 on the OSI
reference model. This layer, called the Physical Layer, allows electrical
signal propagation between ports. All hubs connected to a swi’mh—port,
aﬁd all stations ébnnected to the hubs, form what is called an Ethernet _
segment. Ethernet uses Carrier Sense Multiple Access with Collision
Detection (CSMA/CD), for network access [6]. Each segment forms a
collision domain, and operates at 10-Megabits/second. All the end-
stations with Ethernet controllers participate in the collision domain on
their segment. Excessive collisions result in delayed network access for
the end-stations. This variable delay can significantly degrade the

performance, and responsiveness, of real-time applications.

The only time that an Ethernet controller detects a collision, is when the
controller’s state machine is in the transmitting mode. After
transmission, the Ethernet controller’s state machine switches to receive

16



mode and listens for the 64-bit preamble that signals the start of a frame

(Figure 2.3).
2.5 Truncated Binary Back-off Algorithm

When packets from two or more stations overlap in time, the stations
‘transmissions are said to have collided. Wheﬁ a station de’;ects a
collision has occurfed, the sending staﬁon’s cbntroller generates a
random retransmission interval, which is determined by the truncated
Binary Exponential Back-off algorithm (BEB). The BEB algorithm is
based on the concept of slots. One slot corresponds to the maximum

round trip delay value of 51.2 microseconds or 512-bit times [6].

An Ethernet controller begins transmission of each new packet with a
mean retransmission interval of one slot. Each time the controller
records a collision, the retransmission delay interval is increased by a

random length. This random length is twice the mean of the previous

l

Yes
> Truncated Binary
Exponential Back-

off

Colliston
Detected

Wait for Packet
to Transmit
Request

Carrier Sense Acquire Network
Ethernet is Idle Yes | Transmit Packet -
€s

Figure 2.3 Flow Chart for Collision Detection [7]
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intervai, up to a maximum truncated value of 16. This can be expressed
mathematically as follows: The number of slot times to delay before the
nth retransmission attempt is chosen as a uniformly distributed random

value r in the range:

O0<r=<2k

Figure 2.4 Equation for Slot time Calculation

Where k=min(n,10) and O < n.< 15 ( where n=0 indicates the initial

attempt). [2] After 16 consecutive attempts the controller drops the-

packet from the transmission queue and indicates a deferred attempt.
2.6 Capture Effect

The truncated Binary Exponential Back-off algorithm was developed to
arbitrate station contention to minimize delay under light loads, while
stabilizing under heavy loading conditions. A significant problem with
the algorithm appeared to be caused by an incfease in utilization from
real-time applications. Under heavy loading, it is possible for a station to
capture the channel. This is known as channel capture, or packet

starvation, depending on whose perspective is taken. The station gaining
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almost exclusive use of the network has captured it, while the station

locked out, potentially aborting future transmission is starved.

As an illustration of the cdpfure effect, consider the following example:
A pair of stations each with an infinite transmit-queue attempt to gain
access to an initially quiet Ethernet. Both stations observing a quiet
channel will transmit and collide with each other. After the collision
_ océurs each controller will abort the transmission, jam the line, and

enter back-off.

Since it is the first retransmission for each station, both controllers pick .
a random delay interval between (0,1). If both stations choose the same
delay value, each station will repeat the process until different values are
chosen. Once this occurs, the station that chose the lowest value (Station
A) will win, gaining access to the channel (Figure 2.4). After successful
transmission, both stations still having aata to send will attempt to
transmit. A collision will occur, this time station A having reset its
collision counter after the successful transmission will enter the back-off
algorithm with a delay range between (0,1). Station B suffering its
second collision for this transmission will choose a delay range between
(0,3). The probability that Statioﬁ B will win over Station A is only 1 in 4

(A picks 1 and'B picks 0). More likely, Station A will win and transmit its
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3.0 Modified Network Design =

. The modified network design replaces the hierarchical leased line tree
with a public Asyhchronc;us Transfer Mode (ATM) cloud. Public service
‘providers offer cloud technologies to cfistomérs by provisioning physical
;Dandwid;ch with tl;le -cre'avtio‘n of Virtual Circ;nts (VC). Connection
identifiers on each Viﬁuél circuit, ensure tﬁat information’ is routed
correctly across the network. Aggregating multiple customers onto
pﬁblié cloud technolvogi(‘esl allows service providers to offer less expensive
~circuits iﬁ co'm'parisc')n to leased lines. 'Cloud technologiés also offer
connéction ﬂexibility. A single facility rﬁay be simultaneously cqnnected
to many locatibns utiliéing multiple poinlt-to-point-vvirtual circuits over a

single physical connection (Figure 3.1).

Site 1

“Tigure 3.1 Virtual Circuits in Cloud Technologies

21



The most pépular cloud technologies are Frarﬁe Relay [9]', ATM, and
SMDS [9]. Of the three, only~ATM has the ability to support the
combined services of Ivoice, video, and real-time data over a single
infrastructure. To accomplish this convergence, ATM has the capability

to prioritize data and to guarantee service level parameters such as:

' variable delay, burst sizing, and sﬁstainable bandwidth. These

parameters are required for reliable trarisportation of real-time data from
the hospital clients to the regional data centers. Since ATM satisfies the
requirements, it was chosen as the WAN architecture for the modified

network design.
3.1 ATM WAN

Public ATM Wide ‘Area Networks are comprised of a series of ATM
switches that execute highly complex routing protocols, distributing
reachability information along with the available capacity of each I'route
[10]. Edge devices, such as routers, connect to the switches and -
terminate virtual circuit connections (Figure 3.2). Fixed length frames
called ATM cells are switched across the network based on virtual circuit

identification numbers.
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‘A.’IM‘.v.irtualcircuits are identified by the'combination of two fields.. .
:.: V1rtua1 Path Identlﬁer (VPI) ﬁelds are concatenated mth Virtual Channel
| ,Ident1f1ers (VCI) to form a VC Loglcally a virtual path 1s a bundle of
g ‘v1rtual channels (Flgure 3 3). It is 1mportant to keep in mind that each
v1rtual circuit has only local s1gmﬁcance across a partlcular connecnon
" Therefore each svmtch wﬂl Te- map, as appropnate to construct the |

uv1rtual c1rcu1t across the ATM network Often many v1rtual c1rcu1ts are

- constructed over a physmal l1nk to part1t10n the physmal bandw1dth Th1s ~

L allows dlsparate appllcatlon requ1rements to be met by separate VCs over

| the. same physmal link. .
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Figure 3.3 Virtual Circuits Comprised of VPI/VCI Identifiers

By using a fixed length cell, ATM has greater control over service-level
parameters. Other technologies, such as frame relay, utilize variable
length frames and cannot control variations in delay associated with
transmitting interleaved variable sized frames. An example of this Wbuld
be the when small real-time data packets and large file transfer.packets
need to be transmitted across the WAN simultaneously. Regardless of
the queuing mechanism used, the small packets will experience variable
delay in their transmission, due to the time required for the larger
packets to be sent. ATM avoids this scenario by using fixed length cells.
However, a conver\sion process must be implemented at the LAN/WAN

boundary to accomplish this task.

Since ATM is used in the modified network design as a WAN technology,

a standard is employed to convert Ethernet frames on the LAN to ATM
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cells for transmission across the WAN. Although different adaptation
techniques are defined, the most commonly available for data
ﬁansmission, and the one used exclusiveiy in this design is ATM
Adaptation Layer 5 (AAL-5). The AAL-5 fuhétionality is performed by the

ATM interface card on the router.

One function of the adaptation layer is known as Segmentation and
Reassemble (SAR). The primary function of the SAR sublayer is to format
data received by higher layer protocols into 48-byte SAR Protocol Data
Units (SAR-PDUs). The amount of overhead associated with the creation
of the SAR-PDU is AAL type dependent. AAL-5 has the least amount of
overhead and has there'f(:)re gai'ne‘d‘ industry predominance. Data that |
has been prepared by the édaptéﬁon gubleiyér into SAR-PDUs will now fit
into ATM cell payloads. ‘ATM is the hext layer in the protocol stack, and
will append the ATM header prior to transmission (Figure 3.4). The ATM
header has the control inforrnatior‘l necessary such as, VPI/VCI priority,
and congestion information, all necessary to route the cell throughout
the ATM network. After the 5-byte ATM header is appended, the total
length of the ATM PDU is 53 bytes. Now in standard cell format, the 53-
byte ATM cell is passed to the physical layer for transmission. This layer
is media dependent, and will transmit the ATM cells based on the type of

media and technology being used. There are many physical layer
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Figure 3.4 ATM Sublayers

technélogigs available including standard formats like DS-1, DS-3, OC-

3¢, and OC-12c.

To realize the benefits of ATM the process of SAR-ing (converting packets
to cells) must be carried out. A term called cell-tax is often used to
describe ;che tradeoff this operation produces. The price paid for the
conversion process itself, and overhead of ATM VPI/VCI infofmation
carried in each cell, contributes to end-to-end latency. This added

latency component has been evaluated in the result section of this thesis.

ATM edge devices signal the network with parameters indicating the type
of connection required. If these connections are temporary, they are

called Switched Virtual Circuits or (SVC). Signaling information is
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carried out of band, on a separate VC. The current specification for SVC

signaling between host devices and public ATM switches is UNI 4.0. If
connections do not vary over time, they are referred to as permanent
virtual circuits (PVC). PVCs do not require host devices to have én ATM
address since all éalls are set up statically and signaling is not required
between the host and the switch. Service level parameters for the
connection are specifiéd 'during th‘e PVC configuration. PVCs are used
exclusively in the modified networlk design. Two 'reasoﬁs contribute to
their use: Fist SVCs are not feadily available today. Secondly, all WAN
connections for the modified design are required to be static. Since
connection requirements, from fhe facilities to the data centers, do not

vary with time, PVCs are an ideal fit for the modified network.

Three types of service levels are commonly available from carriers.

* Constant Bit Rate (CBR) virtual circuits guarantee a sustainable cell rate -

and variable delay constant. CBR circﬁits are purchased for voice
aipplications requiring the transport of voice pulse code modulated (PCM)
data. Variable Bit Rate (VBR) virtual circuits are separated into real-time
(RT) and non real—ﬁme (nRT). VBR-RT circuits specify cell delay
variatiqn, sustainable bit rate and maximum cell rate. VBR-nRT circuits
are used in data applications, such as Meditech, which require latency_

characteristics to be satisfied. VBR-nRT specifies only sustainable and
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maximum cell rates. These circuits are used to carry non-time sensitive

data such as e-mail, and file transfer.
3.2 Logical Topology

In the modified design the Tier-1/Tier-2 concept is eliminated. Every
facility has equal access to the data center. This topology removes the
performance degradation experienced by Tier-2 facilities traversing a
Tier-1 in reaching the regional data center. Leased line T-1s are replaced
by T-1 User to Network Interface (UNI) connections to the public ATM
network. The conversion from T-1 leased line to T-1 UNI does not require
a hardware change on the router. The same serial interface module is
used by the router for both technologies, since the physical transmission
medié remains a constant as a T-1. A software change on the router is
required to support the UNI signaling and SAR functions required for
ATM communications. Additionally, the service provider re-terminates
the original T-1 circuit on a public ATM switch. Virtual circuits created
over the bhysical T-1 IjNIs'connect facilities to the data center (Figure
3.5). Separéte VCs are used to transport IP and Meditech back to the

data center. At the data center two T-3s are used to aggregate all the

facilitie’s virtual circuits. T-3 connections are able to aggregate
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Figure 3.5 Proposed Network Design with Public ATM

bandwidth ui) to 45-Megabits/second. Two T-3s are utilized in each data
center, allowing for the same level of redundancy used in the previously
design with the simplification on the number of physical circuits
required. Redundal;lcy is achieved by distributihg the four virtual
circuits at each facility, one for IP and one for Meditech, to both T-3s at
the data center evenly. Therefore, the primary Meditech and IP virtual
circuits go to the primary T-3 at the data center, while the secondary -

. virtual circuits connect to the redundant T-3.

VBR-RT PVCs are purchased for Meditech data, while VBR—nR’_l‘ PVCs are

used for IP data. By isolating application data to individual PVCs,
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custom fequirements can be assigned to varying application
requirements. The Meditech PVC carries strict cell delay variation
tolerance parameters along with a sizing of 512-Kilobits/second. On
circuits configured to transport Meditech data cell delay variation is
restricted to 25-milliseconds. Each ATM switch along the path of the
virtual circuit guarantees that this requirement is satisfied. The IP PVC
carries best-effort service characteristics that allow for fluctuations in
network latencies. E-mail and fille transfer applications, which are
transported across these PVCs, do not requiré real-time delivery. Sizing
g on the IP PVC is 384-Kilobits/second, and since delay characteristics are
not controlled, this PVC is less expensive. Another benefit from
application separation is that any fluctuation in traffic levels from one

application will not effect the op'erafion of the other data.
3.3 Logical Topology Layers 2 and 3

The logical operation of Spanning Tree and IP routing protocols like OSPF
and BGP are not affected by the conversion to ATM. Virtual circuit
aggregation is performed at the data center routers allowing more
connections from the facilities to share the same physical access at the
data center. Although physical aggregation occurs with the use of virtual

circuits, the same numbers of connections exist in comparison to the
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original design. Since the number and location of the connections are
not modified, logical operationot; Spanning Tree and OSPF continue to
execute transparently with the‘.}indgrlying physical media. With the
hierarchical facility-to-data cer}lte—rjdésrién maintained, changes to OSPF

and Spanning Tree configurations are not required.
3.4 LAN

The modified network design replaces the shared Ethernet hubs at the
facility and at the Regionai Data Centers with Ethernet switches.
Ethernet switches follow the same standards-based protocol definitions
for Ethernet ané the underlying CSMA/CD algorithm; however switched
Etﬁemet reduces the collision (jomain to two nodes: the switch-port and
the endstation. Since each endstation is attached to its own segment, a
common terminology for Ethernet switching is called Private Ethernet.
Obviously, Ethernet switching aliows for higher throughput by reducing
the number of nodes on a shared segment to a single user. However, at
periods of high utilization the collision effect mentioned previously still
adversely affects throughput. To correct this situation, modification
tephniques were developed to the back-off algorithm. One technique
called Priority Access Control Enabled (PACE™) took advantage of the

two-node collision domain association of Ethernet switching.
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3.5 PACEM™

Modifications to the CSMA/CD back-off algorithm were constructed‘ to
solve problems associated with the latency and jitter caused by the
capture effect. Several competing algorithms were developed. The two
most popular are 3Com’s PACE™ used exclusively in switched Ethernet
environments, and Dr. Mart L. Molle’s [11] Binary Logarithmic
Arbitration Method for Etherriet (BLAM) used in both shared and
switched environments. PACE™ was the only modification algi)rithm that
changed only the network switch-port side of the communication link. By
eliminating the requirement for endstation reconfiguration, yet remaining
standards compliant, PACE™ gained market dominance. This can easily

be explained since the administrative complexity in modifying existing

endstations is just too impractical for network managers to implement.

A functional representation of PACE™ interactive access technology is
shown in Figure 3.6. When the switch-port has data to send it first
checks to see if it has received a packet from the endstation, or if the
delay timer it operates has expired. If either of .t.hese two criterion are

satisfied the switch-port attempts to transmit. If successful, the packet
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Figure 3.6 Flow Chart PACE™ Technology [12]

is transmitted t;) the endstation. However if a collision occurs, the
switch-port attempts to retransmit immediately, bypassing the back-off
algorithni. With each attempt the probability of successful transmission
increases. This can easily be shown since the endstation is more likely to
experience longer delays after each attempt by following the standard
back-off al.goﬁthm. The switch-port will continue this behavior for a
maximum of six attempts. In the unlikely event that the maximum
pumber of attempts is reached, the switch-port will delay for half a slot-
time. By waiting exactly half a slot—time,’ the switch-port allows just
enough time for the endstation to transmit data. Aftef receiving the data,
the switch-port immediately transmits, guaranteeing a successful

transmission.

Once the switch-port successfully transmits, the port enters wait-mode

and starts a delay timer. The delay timer is set in proportion to the
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number of collisions experienced in the previous stage. By doing so; the
switch-port allows sufficient time for the endstation to come out of back-
off énd ‘begin transmission. Once the switch-port receives the data from
the endstation it clears the dg‘elay»t_imer and is ready for the next

transmission.

Regardless of how much déta needs to be sent, the capture effect will
never occur under this mode of operation. PACE™ allows the reduction
of latency and jitter by assﬁring fair and equal network access to both
the endstati'oﬁ and switch-port. The algorithm causes data to be
interleaved more efficiently and is graphically represented in figure 3.7.
Access latency is used to measure jitter on Ethernet netwérks. For
Meditech and other real-time applications to run effectively, access
latencies of less then 5-10 milliseconds are required. With PACE
interactive access, the maximum access latency fofsix attempts is 3.23

milliseconds [12], well under the requirement.
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4.0 Hardware Simulation

Simulation centered on the three comiponents introduced by the
proposed design. Thé first rccimbo,neﬁt analyie'd was the-ATM access
equipment required to convert Ethernét data from the LAN to ATM cells
for transport over the WAN. The rerﬁaining tests separated the proposed
~ design into WAN and LAN elements. This allowed for a comparative

- evaluation of the new design with the respective legacy technology
currently employed by the network. The WAN simulation compared the
latency experienced by the Meditech protocol utilizing an ATM network
with the latency of a leased line T-1 infrastructure. LAN simulation

: cémpared the latency experienced by the Meditech protocol utilizing the
modified backoff algorithm (PAC"E ™) with traditional Ethernet switching.
The last simulation evaluated the proposed design as a complete system
with LAN and WAN elements against the legacy network.

/

4.1 Intra-Nodal Delay Introduced by ATM Access Equipment

The first test conducted determined the amount of intra-nodal delay
introduced by’the ATM access equipment utilized in the proposed design.

The term “cell-tax”, used in the previous chapter, describes the

performance penalty introduced by adding the conversion process
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hecessary to t‘ranslate'bEthemet frames into ATM cells. In the proposed -

design a specialized piece of hardware performs the conversion process.

This hardware, called the ATM access eql,iiprrlent, replaces the Channel

Sefvice Unit / Data Service Umt (CSU/DSU) used in the legacy design.
Figure 4.1 indicates how this equipment interfaces with the‘exilsting '
‘router. In both'cases the equlpment cohnects the router tc_ the service
'provider-. The service proyider te’rrhinates the ATM T-1 circuit in the A’I‘M
access equiptrieht. | | |

Vet .
4) \ '
N

‘_ ’I‘he 1nter-nodal delay 1ntroduced by the A’I‘M access equ1pment isa
' funct10n of the processing capab1l1ty of the ATM access hardware. To
, measure th1s inter-nodal delay, or latency, a s1mulat10n was conducted

1llustrated by F1gure 4.1.
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A 3-foot crbssover T-1 cable was used to emulate a T-1 circuit that would
normally be issued by the service provider. The crossover cable removéd
any latency that would normally be associated with the length of the T-1
circuit. The latency introduced by the circuit is directly proportional to

~ the circuit lengfh, and is simply cumulativ¢ for the overall system. Since
each 'cir‘cuit in the network has a unique latency measure based on the |
circuit mileage, utilizing 3-foot crossover cable effectively removed circuit

latency from the simulation.

Tesf equipment located on each LAN performed a Meditech echo test
where the sender (Station A) would genérate an echo packet to the
receiver (Station B). The receiver would then reply to the echo, With‘a'n
echo reply. The sender displays the round-trip latency of the system
with an accuracy of + 10 microseconds (us). A 3-minute test was
conducted on each configuration providing a sustainable 956Kbs of
Meditech data traffic. A 3-minute test was used to eliminate aﬁy

transient effects.

The legacy system yielded a total round-trip latency of 5.15 milliseconds

(ms). The modified desigh pfoduced a round-trip system delay of 9.17
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ms. Therefore, the intra-nodal delay introduced by each ATM access

device is 2.1 ms with an accuracy of + 10 us.

4.2 Latency of Meditech Profocol as a Function of Bandwidth
Utilization

The focus of the second simulation was évaluating ATM as the wide area

transport technology with a leased line. The test environment consisted

of a simulated regional data center and a simulated hospital facility

(Figure 4.2). At the regional data center a router was connected to twé

Local Area Networks. LAN-1 consisted of a traffic generator.

This device was used to control the amount of low priority “background”

traffic injected during the simulation.

LAN-1 ' LAN-1

LAN-2 LAN-2

ATM Access Device

Router ATM Access Device Router

Terminal Server

Meditech
Processor

Figure 4.2 WAN Simulation
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LAN-2 consisted of a Meditech processor. Two different LAN segments

were utilized to eliminate interference between sources. Both devices

source traffic through the same WAN interface on the router. The router

was configured to interleave data in a round-robin fashion from both LAN

ports onto the WAN interface. Although the WAN interface consisted of a

single T-1 ATM User to Network Interface (UNI), two virtual circuits were

created on the interface to carry the data streams to the hospital facility.

Low priority or background traffic was configured to traverse VC-1, while

high priority Meditech data used VC-2. VC-1 was configured as a

768Kbs Variable Bit Rate non Real Time (VBR-nRT) connection. VC-2

was configured as a 768Kbs Variable Bit Ra;te Real Time (VBR-RT)

circuit. The VBR-RT circuit was provisioned for a maximum Cell Delay

Variation (CDV) of 25 ms. The ATM network from the service provider

was responsible for mafintéining CDV. Thls guaranteed that each cell ‘
traveling across V-'C—‘2 would arrive ,-é_lt the désfinéﬁoh within 25 ms of the i

previous cell.

At the hospital side the configuration was duplicated. A traffic generator
was placed on LAN-1. A Meditech client, or terminal-server, was
attached to LAN-2. An Ethernet testing utility was used to generate
Meditechldata between the processor and the client. The utility was run

on the Meditech processor and allowed the construction of multiple
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master-slave tasks. Each task emulated an individual interactive
Meditech session across the WAN. The processor was always configured
as the Master while the terminal-server became the slave. By controlling
the number of tasks for each test the amount of WAN bandwidth
utilization could vary. The results of'ee;ch tést produced values for the
average round trip laten(':y'and the .nurrit)‘er o-f Meditech frames per

second transmitted.

For testing wilich required IP loading a traffic generator was used to
simulate “background” low priority IP traffic. The traffic generator was
placed on the LAN segment in the simulated data center (see Figure 4.2).
By’controlling the number of frames per second transmitted the traffic
generator simulated IP loading over the WAN as a percentage of total

available bandwidth on the virtﬁal circuit.
First Test :

For this test, the Meditech processor was used to generate varying
amounts of M.editech uni-cast data over the WAN. The amount of data
generated was related to how many master/slave tasks were run which
varied from 20 to 120 per terminal-server. A graph of latency and

frames/second vs. the number of tasks, can be viewed in Figure 4.3.
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Although the packets may experience additional delay, as long as they
reach the destination before the protocol time out, they will not be
considered lost. In all simulations buffering on the routers remained

constant.
Second Test:

For this test the Ethernet utility was used again to generate variable
amounts of Meditech uni—cast‘data. In addition to the Meditech data,
varying amounts of IP data Was-injécte'd over the same WAN connection.
The amount of IP or background data that was genérated was
incremented at fixed levels. Initially no IP loading was injected on thev

system, then IP loading was increased to 25%, 50%, and finally 80% of

the maximum WAN bandwidth. Simulations were conducted three times -

for each level of IP loading. The three simulations were then averaged

“and plotted in Figure 4.4. For comparison, data from the current leased

line environment with 80% IP load was included in Figure 4.4. Values
lower than 80% loading for the leased line were omitted for clarity since

they were identical with the ATM testing.

It is clear from Figure 4.4 that until 50% or more background IP loading

occurs, results are consistent with the baseline measurements. Once
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the WAN contributing to a uniform delay experienced by both protocols.

This explains the linear response under heavy loading with a leased line.
Third Test:

For the third test the same simulation environment was utilized. This
time instead of measuring latency through the WAN, frames per second
of the Meditech protocol were measured. Again IP loading was
introduced at the same levels of the second test. Leased line
measurements were included for comparison at 80% loading. Figure 4.5
depfcts the relationship between Medifech frames/second and the
amount of IP load. Clearly, as the IP load increased, the number of
Meditech frames per second decreased across each operating value.

The linear response of a leased line under heavy background loading
corrésponds to thé increase in latency evaluated in the second test. The
ATM virtual circuit maintained a éelltlire;;cibn' levél under heavy loading

due to the VBR-RT virtual circuit co'nfi‘gkured.‘ '

4.3 LAN Simulation

The next simulation measured the effect that the modified back-off

algorithm had on the performance of the LANs residing in the regional
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of a baseline. The baseline - was calculated Without the baék-éff
modification applied to the Ethémgt switches and without any additional‘
background traffic generated. The Ethernet utility was run utilizing four
terminal-severs on t'h‘e hospital LAN as Meditech cli.ents. Four terminal-
servers were used to generate enough data capable of saturating the
LAN. ‘Each test was conducted ﬁve-times for a duration of two minutes
per simulation. An average was calculated eliminating any transient
effects experienced during the simulation process. After a baseline was
established in each of the subsequent tests, the £raffic generator was
“used to inject IP broadcast traffic onto the hospitél LAN. Again in this
simulation IP data represented non-Meditech background data such as
e-mail or H’I'fP. By varying the amount of back-ground traffic as a |
percentage of maximum hospital LAN bandwidth measurements were
conducted for different operating environments. A traffic analyzer was
used to measure the amount of Meditech data frafnes transmitted and
received on the hospital LAN. This rnéasurement represented the
aggregate throughput of Meditech data to and from the facility. T his

. measurement was made to compare the amount of thfoughput achieved
under varying loads with and without the modified back-off algorithm

invoked.
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5.0 Conclusion

This thesis explored fhe effects associated with the proposed design of a
corporate data network supporting real-time data applications.
Specifically, two enhancements were proposed in the design. The first
enhancement converted a Wide Area Network from leased lines to ATM.
The second enhancement focused on a modification to the Ethernet
back-off algorithm present on the LAN. This chapter will discuss the
results presented in the previous chapter illustrating the effects these
two mbdifications had on the network. Results were measured as a
functioﬁ of performance in a real-time healthcare data application called
Meditech. Finally, this chapter will offer insight into emerging

technologies that may complement the proposed design in the future.
5.1 Enhancements in the WAN

The first enhancement instituted ATM on the WAN. ATM was chosen to
allow flexibility in design and control over bandwidth allocation to
specific applications. Logically separating the bandwidth through ATM
required instituting \}BR—RT PVCs for real-time Meditech data, and VBR-

nRT PVCs for the remaining background traffic. The sizing of the PVCs, |
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- 512Kbs for Meditech and 384Kbs'for the remaining background data,
were determined through an analysis of current circuit utilization.
Background traffic was limited to 384Kbs so that4 it could not monopolize
network bandwidth and cause interference with Meditech. The real
‘beneﬁt in using ATM however, lay in the ability to assign a

25 ms cell delay variance to the VBR-RT PVC. This ensured that every
successive cell entering the WAN would transverse the ATM network with
a ma;drﬁum of 25 ms of variance. By instituting such tight constraints
-cl)n the PVC, Meditech was transported across the WAN successfully
within the protocol timeout window and without congéstion due to excess
background traffic. Since leased lines do not provide a similar

mechanism, this guarantee was not present in the existing environment.

The results of the previous chapter indicated that through eaéh
simulatio‘n the Meditech protocol operated more efficiently in the ATM
environment. The most noticeable effects were seen when ATM was
compared to a leased line subj eéted to a background utilization of 80% of
the theoretical maxifnum bandwidth of the T1. Testing conducted on
latency demonstrated that the average latency of each Meditech packet
was reduced from 142 ms using a leased lined to 137ms with ATM, while
Meditech frames/second were increased from 800 to 830. The results

are consistent with the original hypothesis. Logically separating and
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controlling the bandwidth via ATM resulted in increased performance
and consistency of the real-time data protocol Meditech. Even under
heavy loading conditions Meditech’s performance on the network was

increased through the adoption of ATM.

'The conversion to ATM does come with a price. Each facility must -

introduce ATM access equipment in betweén the router and the circuit
provider. This equipment was tested in the previous chapter to
understand what effects it would have on the system. The application of
converting Ethernet frames into ATM cells, called segmentation and re-
assembly, performed by this hardware introduced an additional delay of
2ms. The simulation process used fabtbred in this delay in all of the
results presented. Eveﬁ with this delay included a net increase in
Meditech’s performance occurred. Clearly, the outcome of utilizing ATM

justified the penaity associated with the conversion process.
5.2 Enhancements in the LAN

The second enhaﬁc_e‘m‘en_t occuirred on the LAN. - Since technology

improvements and économics have made Ethernet switching widely

available, a simple modification to the original Ethernet back-off

algorithm produced considerable performance improvements on the LAN.
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The PACE™ algorithm was chosen over several competing schemes since
it did not require additional modification to standard compliant
endstations deployéd in the network. PACE™ modified the backoff
algorithm on the switch side only and allowed traffic under heavy
utilization periods to be inte.rleaved between the switch and the

endstation more efficiently.

. Through the testing presented i;l thﬂe' préﬁous chapter, performance
increases Were' ObSGI’VGdAO\lf.éI‘ “the eﬁtire operational enviroﬁment ranging
from 20-89% background loading. The algéﬁthfm presented the largest
increase in performance, a 36.09% increase in frames/second during
75% background utilization. At this point the bi-directional
communication of Meditech data and background data between the
endstation and the switch-port reach maximum efficiency. Below this
level the amount of data present is in'sﬁfﬁcient to maximize the
communication. Above this boint the amount of data is too much and
begins to be queued by the switch-port. for transmission. Howe;fer, it was

| determined that over any levei of operation, PACE™ enabled switches

produéed a positive effect on Meditech performance on the LAN.

61




5.3 Overall System Improvements

_Performance improvements re'alized individually in the LAN and WAN |
were tested together as a system. As anticipated a performance increase
was observed across the entire operational spectrum. The most
interesting results are obtained when compared to a leased line with 80%
background utilization. At this point the overall systeﬁ increased the .
Meditech thrbughput from 756' to 812 frames per second. This
operational lex‘/el of 80% background traffic also represented the average

operational level of the system.

From the results obtained through each simulation a definitive statemenf
can be made.. Namely, the implementatidn of the proppsgd design
produces improvements‘ in p(%rfqrfnaqce of the network supporting the
real-time dqta application Mediteéh throughout the operational spectrum
of the network. With this conclusién reached the final issues to explore
are the system implementation requirements, and the future migration

possibilities which exist for the system.

5.4 Migration to Future Technologies

This section explores how new evolving techhologies may complement the

“design in the future. Although beyond the scope of this work, two
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evolving standards are making their Waly: into the commercial market. A

" new IEEE standard 802.1p allows f'or.‘prioritizatior-l' of Ethernet frames on
the LAN. This standard is dependent upon 802.1Q which appends a
Virtual LAN (VLAN) tag onto standard'Ei"Lhemet frames. VLAN’s legically
associate endstatione into a bridé,e domain. Each etation in a VLAN
comfnunicates at the Data Link Ldyer. Inter—VLAN traffic is -
accomplished through a router. By grouping'Meditech endstations 0;1
the LAN into a single VLAN, other protocol traffic confined to the Data
Link Layer will not intel;fere with Meditech traffic on the LAN. |
Furthermore, by iﬁplementing 802.1p capable switches, Meditech
Ethernet frames may be given a higher pﬁoﬂty tag. The priority tag,

. Which is interpreted by the switch, allows'Meditech packets to be
transmitted out congested switch-ports Based on the veﬁdor queue
algorithm used.” This Class of Service (CoS) technique is used on the LAN
to interrogate every packet ahd ensure each packetl is tfansmitted iﬁ

accordance to the priority level assigned.

In order to implement this technology future software modifications to
both the switches and endstations :Would be required. The endstatic}ns
would have the responsibility for tagging each packet a priority level

while the switch—pbrt forwards packets based on the priority tag.
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Another evolving Standard called Resource reSerVation Protocol (RSVP)

provides a quality of service to an IP associated flow. This protocol could

be added to each router in thle network through a software upgrade in
the future to support [P applications such as Voice Over IP (VoIP) and
desktop video conferencing. Routers impleménting the RSVP algorithm
detect delay sensitive flows through messaging frames and allocate.
bandwidth from the ingress router to the egress router across the
network to support the flow. This technique is similar to ATM except
that instead of implementing the bandwidth reserva"tion at the Data Link
Layer which ATM provides, thé reservation is made at the Network Layer
for I[P. Since both layers ére‘ mandatory fo‘r this network, implementing a

reservation scheme at both layers give the most predictable results.

To implement this tgéhnique software modification to all routers in the
network would b¢ required. Each router would bé respc;né,ible for
identifying and reserving resources to process éach flow. -Additional
memory may also be required based on the iarge number of
simultal\leous connections c;f flows present in the system.

These technitjues qnd others could be added to tﬁe. proposed design in
the future. This ensures a staBle migratioh patﬁ accommodating new

technology and increasing existing performance.
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