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A B S T R A C T   

Debris flow is one of the most common geohazards in mountainous regions, posing significant threats to people, 
property and infrastructure. Among different types of debris flows, runoff-generated debris flows are attributed 
to rain storms, which provide abundant runoff that entrain large quantities of bed material, resulting in the 
formation of a solid-liquid current known as a debris flow. One of the keys to effectively simulating runoff- 
generated debris flows is modelling the erosion-deposition process. The commonly used approach for formu
lating erosion and deposition, although constrained by physics, suffers from a singularity in the presence of 
vanishing velocity, which poses a major challenge for practical applications. It is also argued that the deposition 
rate cannot be represented by simply reversing the sign of the erosion rate. To address these two issues, we have 
developed a depth-averaged debris flow model with a novel method of calculating the erosion-deposition rate. 
We have demonstrated that the singularity is due to the non-linear erosion-deposition term but quickly disap
pears while the flow converges to the equilibrium that is defined by the classic Takahashi’s formula. To resolve 
the non-linearity and avoid the singularity, an implicit method within a Godunov-type finite volume framework 
has been proposed. An additional parameter is introduced to differentiate the erosion rate from the deposition 
rate. The model is validated against several test cases, including a real-world debris flow event. Satisfactory 
results are obtained, demonstrating the model’s simulation capability and potential for wider applications such 
as risk assessment and impact-based early warning.   

1. Introduction 

Debris flow is a phenomenon in which poorly sorted sediment, 
agitated and saturated with water, surges down slopes driven by gravity 
(Iverson, 1997). It is one of the most common geohazards in moun
tainous regions. Because of debris flows’ long running distances and 
large velocities, they hold enormous damaging power and pose signifi
cant threats to people, property and infrastructure. 

There are usually two mechanisms of debris flow initiation. In the 
first mechanism, debris flows may initiate from shallow landslides, 
which are triggered by increases in pore water pressure at a slip surface, 
become flow-like and channelise (Iverson, 1997; Iverson and Denlinger, 
2001; Montgomery et al., 2009; Baum et al., 2010; Hungr et al., 2014). 
In the other mechanism, debris flow initiation is attributed to runoff 
from low-permeability surfaces during rain storms, which entrain large 

quantities of loose bed material, forming a debris flow (Cannon et al., 
2001; Berti and Simoni, 2005; Larsen et al., 2006; Coe et al., 2008; 
Gregoretti and Dalla Fontana, 2008). Because of climate change, both 
rainfall frequency and intensity are expected to increase and thus 
increasing the frequency of runoff-generated debris flow events (Fuchs 
et al., 2013; Cui et al., 2021). 

Numerical models are essential for managing risk from debris flows. 
They can be used for risk assessment and impact-based early warning of 
debris flows by quantifying the run-out distance and velocities. Among 
all the types of models, depth-averaged models are most common for 
real-world applications. Because the horizontal dimensions are usually 
much larger than the vertical dimension, the full 3D governing equa
tions can be integrated along the vertical direction to reduce to 2D 
equations to significantly reduce computational demand and achieve 
satisfactory accuracy. In the last few decades, numerous depth-averaged 
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models for debris flows have been developed and applied, (e.g., Iverson 
and Denlinger (2001); Armanini et al. (2009); van Asch et al. (2014); An 
et al. (2022); Chen and Zhang (2015); Frank et al. (2015)). 

A key challenge in simulating runoff-generated debris flows is 
formulating and numerically calculating the erosion-deposition process, 
which is a critical controlling factor for the volume and mobility of 
debris flow (Dietrich and Krautblatter, 2019; Gregoretti et al., 2019; 
Zheng et al., 2021). Approaches for modelling erosion-deposition pro
cesses can be put into two categories. The first approach is empirical. 
Takahashi (1978) derived the formula for equilibrium debris flow con
centration, i.e., the transport capacity, by balancing gravity and friction 
forces. An empirical erosion-deposition formula was then proposed 
based on the difference between the actual concentration and the 
equilibrium concentration. Egashira et al. (2001) derived their erosion- 
deposition formula based on the difference between the actual bed slope 
and the equilibrium bed slope corresponding to the sediment concen
tration. Armanini et al. (2009) did not explicitly include an erosion- 
deposition term. Instead, they plugged Takahashi’s capacity formula 
into the transport equation, assuming the concentration is at equilibrium 
locally. McDougall and Hungr (2005) expressed the erosion-deposition 
rate in terms of the flow depth, flow velocity, the total eroded/depos
ited volume, and the flow path length. Frank et al. (2015) defines 
erosion using a maximum potential erosion depth and a specific erosion 
rate. Gregoretti et al. (2019) calculated the erosion-deposition rate 
based on the slope and velocity. The second approach for modelling 
erosion-deposition processes is process-based. Fraccarollo and Capart 
(2002) derived an erosion-deposition rate formula based on the jump 
condition of mass and momentum across the flow-bed boundary. 
Medina et al. (2008) extended the equation to 2D conditions for real- 
world debris flow simulations. Iverson and Ouyang (2015) further 
extended the formula to consider bulk density contract and dilatancy 
effect at the eroding boundary. 

Although the process-based approach provides a strong physical 
constraint on formulating the erosion-deposition rate, it suffers from a 
major limitation. Because the velocities appear in the denominator as 
will later be shown in Eq. (4), the erosion-deposition rate becomes sin
gular in the presence of vanishing velocity, e.g., when the flow starts or 
stops. This poses a major challenge for implementing this approach in 
models for practical applications. To address this issue, some models, e. 
g., Ouyang et al. (2015b); An et al. (2022), have introduced a threshold 
velocity, below which the erosion/deposition rate becomes zero. In a 
more sophisticated approach, Pudasaini and Fischer (2020) introduced 
an additional variable of drifting velocity. By linking the flow velocity to 
the drifting velocity, which is in turn expressed as shear stresses, the 
erosion-deposition rate becomes non-singular. Another issue that has 
not been fully addressed is the contrast between erosion and deposition. 
Although the deposition process can be modelled by reversing the sign of 
the erosion rate, which is a common approach (Pudasaini and Fischer, 
2020; Iverson and Ouyang, 2015; Ouyang et al., 2015b), some re
searchers argue that deposition may not necessarily happen when the 
sign of the erosion rate is reversed. Instead, they argue that an additional 
condition for deposition is that the flow velocity must be below a certain 
threshold (Tai and Kuo, 2008). In other words, it is likely that rather 
than being a gradual process of reversal of erosion, deposition happens 
more suddenly when the flow velocity has significantly reduced. 

To address the challenges mentioned above for practical debris flow 
simulations, we developed a debris flow model with a novel method of 
calculating erosion-deposition rate. We first demonstrated the existence 
of the equilibrium concentration, which is equivalent to Takahashi’s 
sediment transport capacity, even when the process-based approach is 
adopted. We have then shown that the singularity in the presence of 
vanishing velocity can be avoided by using an implicit numerical 
scheme for calculating the source term in a Godunov-type finite volume 
framework. To consider the difference between erosion and deposition, 
we have introduced two additional tuning factors. As a result, the model 
is able to mimic the likely phenomenon in which deposition happens 

suddenly when flow velocity has significantly reduced. The rest of the 
paper is organised as follows: section 2 introduces the governing equa
tions; Section 3 presents the new erosion-deposition model; Section 4 
presents the details of the new numerical scheme; three test cases 
including a theoretical case, a laboratory-scale case and a real-world 
case are presented in section 5; and a conclusion is drawn in section 6. 

2. Depth-averaged governing equations for debris flow 

The two-dimensional shallow water equations (SWEs) are usually 
used to model surface water flows such as river flows and flash floods, 
assuming that the horizontal dimensions are much larger than the ver
tical dimension. The 2D SWEs can also be applied to simulating runoff- 
generated debris flows by incorporating erosion-deposition processes 
and volumetric change of sediment. Following the same approach of 
Guan et al. (2014), Li and Duffy (2011) and Ouyang et al. (2015b), the 
governing equations can be written in a matrix form as 

∂q
∂t

+
∂f
∂x

+
∂g
∂y

= Sb + Sf +Se (1)  

where (x, y) defines two-dimensional Cartesian coordinates (as illus
trated in Fig. 1), q contains the flow variables, f and g are the flux terms 
along x- and y- directions, Sb are the slope source terms, Sf is the friction 
source terms, and Se is the source terms related to erosion, deposition 
and rainfall. They are expressed as 

q =

⎡

⎢
⎢
⎢
⎢
⎣

h
hu
hv
hC
z

⎤

⎥
⎥
⎥
⎥
⎦

f =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

hu

hu2 +
1
2

gh2

huv

huC

0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

g =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

hv

huv

hv2 +
1
2
gh2

hvC

0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(2)  

Sb =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0

− gh
∂z
∂x

− gh
∂z
∂y

0

0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Sf =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0
τbx

ρ
τby

ρ
0

0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Se =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

E + i

−

(
ρs − ρf

)
gh2

2ρ
∂C
∂x

+
(ρ0 − ρ)uE

ρ

−

(
ρs − ρf

)
gh2

2ρ
∂C
∂y

+
(ρ0 − ρ)vE

ρ
(1 − p)E

− E

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(3)  

in which g is the gravity, h is the flow height, u and v are the x- and 
y-direction velocities, C is the volumetric concentration of the sediment, 
z is the bed height, τbx and τby are the resistance stresses along x- and 
y-directions, which are caused by the friction between the flow and the 
bed, ρs is the solid density, ρf is the fluid density, ρ is the mixture density, 

Fig. 1. Definition of key variables for the model.  
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ρ0 is the bed material density, p is the bed material porosity, E is the 
erosion-deposition rate, and i is the excess precipitation rate. 

3. Erosion-deposition model 

In this section, we will introduce the mathematical formulation of 
the erosion-deposition terms. We will also discuss the interplay between 
bed slope, friction and erosion-deposition, which will then lead to the 
discussion of how the singularity in the presence of vanishing velocities 
can be avoided. 

3.1. Generic formulation of erosion-deposition rate 

In this work, the rate for erosion and deposition takes the form of 

E =
τ − τ0

ρ0

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
u2 + v2

√ (4)  

where τ is the friction stress between the flow and the bed, and τ0 is the 
threshold stress for the erosion to happen. This formula can be used for 
both erosion and deposition. If τ is greater than τ0, ∂z

∂t = − E becomes 
negative. This means the bed height decreases therefore the bed material 
is being eroded. If τ becomes smaller than τ0, ∂z

∂t becomes positive. This 
means the bed height increases therefore the sediment is being 
deposited. 

Firstly proposed by Fraccarollo and Capart (2002), this formulation 
is derived from the mass and momentum conservation across the 
boundary between the moving material of debris flow and the static bed 
material. This formula was then extended by Iverson and Ouyang (2015) 
to take into account the dilatancy of the bed material. Because this 
formulation is considered to have more physical basis compared with 
other formulations, it has been adopted in several debris flow or land
slide runout models, e.g., (Ouyang et al., 2015a; Ouyang et al., 2015b; 
Shen et al., 2019; An et al., 2022; Van Den Bout et al., 2022). 

3.2. Singularity in the presence of vanishing velocity and equilibrium state 

While this formulation is widely used in debris flow simulations, 
there is a long-standing issue that is yet to be solved. In Eq. (4), the 
velocity appears in the denominator. Therefore, the erosion-deposition 
term is divergent in the presence of vanishing velocity. This can be 
problematic for numerical simulations as a divergent term causes nu
merical instability. A pragmatic solution is introducing a threshold ve
locity. If the velocity is smaller than the threshold velocity then the 
erosion-deposition term is set as zero, e.g., in Ouyang et al. (2015a); 
Shen et al. (2020). This is problematic because when the flow is slowing 
down, the material should deposit and therefore the erosion-deposition 
term is not zero. In addition, it is difficult to decide the threshold value 
of the velocity, which may introduce additional uncertainty to the 
simulations. 

With the velocity appearing in the denominator, the erosion- 
deposition term can be a typical stiff source term that relaxes the flow 
to the equilibrium state if the frictional stress τ and the threshold stress 

for erosion τ0 are carefully chosen. In this work, to take into account 
both turbulent stresses and frictional stresses, which may be dominant 
for stony-type debris flows as suggested by (Takahashi et al., 2007), the 
Manning’s formula and the Mohr-Coulomb friction term are combined 
in τbx and τby as 

τbx = ρgn2h− 1/3u
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
u2 + v2

√
+
(
ρs − ρf

)
ghCtanϕd

u
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
u2 + v2

√ (5)  

τby = ρgn2h− 1/3v
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
u2 + v2

√
+
(
ρs − ρf

)
ghCtanϕd

v
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
u2 + v2

√ (6)  

where n is Manning’s coefficient and ϕd is the dynamic friction angle to 
characterise the Mohr-Coulomb friction between the flow and the bed. 
Combining τbx and τby, τ is obtained as 

τ = ρgn2h− 1/3( u2 + v2)+
(
ρs − ρf

)
ghCtanϕd (7) 

The threshold stress for erosion τ0 is given as 

τ0 =
(
ρs − ρf

)
ghCtanϕs (8)  

where ϕs is the static friction angle to characterise the Mohr-Coulomb 
friction of the bed material. 

To determine the Mohr-Coulomb friction, we have assumed that the 
hydrostatic force normal to the bed surface is the same as the debris flow 
weight along the vertical depth, i.e., gh. This assumption is acceptable if 
the slope is mild (10–20◦), which is true for most debris flow channels, 
and in those cases the error is small and uncertainties from other sources 
can be greater. If the slope is steep, the hydrostatic force is different from 
the weight along the vertical depth (Gregoretti, 2008), therefore the 
error can be significant. In order to consider the effect of large slopes, the 
governing equations can be extended following the principles outlined 
in Xia and Liang (2018a). 

We then consider a one-dimensional uniform flow for simplicity and 
impose the following equilibrium conditions 

gh
∂z
∂x

=
τbx

ρ (9)  

τbx = τ0 (10)  

which effectively enforces steady flow without erosion or deposition. By 
substituting Eqs. (5) and (8) into Eqs. (9–10), the corresponding con
centration C∞ can be obtained as 

C∞ =
ρf

∂z
∂x(

ρs − ρf

)(
tanϕs −

∂z
∂x

) (11) 

Indeed this is the transport capacity formula proposed by Takahashi 
(1978) for debris flow modelling. As shown by our analysis, the gov
erning equations with the deposition-erosion term Eq. (4) recovers the 
classic Takahashi’s formula for debris flow concentration, which is 
suggested by various experimental studies, e.g., (Lanzoni et al., 2017), to 
be valid for mature debris flows that usually occur at slopes greater than 
15–16◦. The values 15–16◦ are also confirmed by the field work of 
(Simoni et al., 2020) where 15◦ is the limit value between the occurrence 
of deposition and erosion processes. 

For the equilibrium state to exist, ϕd must be smaller than ϕs. During 
the entrainment process, it is possible that both flow depth and velocity 
will increase. In this case, the shear stress τ in Eq. (7) will increase. The 
threshold shear tress τ0 in Eq. (8) will also increase and can increase 
more because we have assumed ϕd < ϕs. Because E is based on τ − τ0, E 
can become 0 and the flow can reach equilibrium. If ϕd > ϕs, τ will al
ways be greater than τ0. The equilibrium cannot be reached because E is 
always positive. ϕd < ϕs is however a valid assumption. As is stated in 
Bagnold (1966) in his experiments, the increase of grain inertia leads to 
a reduction of dynamic friction coefficient, which is defined as the ratio 
between normal and shear stresses. 

Fig. 2. Definition of local Riemann problem.  
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The above analysis is based on a relatively simple rheology, but can 
still be true for more complex rheology such as the viscous rheology. As 
long as the friction source terms can be divided into two parts, i.e., the 
velocity-independent Mohr-Coulomb term and velocity-strengthening 
terms, the equilibrium concentration may still be recovered using the 
same method of analysis. Exploring the effects of more complex 
rheology is however out of the scope of the current work. 

Although the model converges to Takahashi’s formula for debris flow 
concentration, the model is different from the models that adapt to the 
transport capacity immediately, e.g., (Armanini et al., 2009), which may 
fail to provide reliable results at lower sloping angles (Gregoretti et al., 
2016). Our model does not enforce the flow to adapt locally to the 
transport capacity. Instead, it calculates the erosion and deposition rate 
explicitly based on the difference of basal shear stress and shear 
strength, therefore can simulate the transient processes of erosion and 
deposition from the onset of the flow till the convergence to the steady 
state. 

The existence of the well-defined equilibrium state gives a clear 
physical meaning to the singularity of the erosion-deposition term, 
which is essentially a stiff relaxation term that forces the flow to 
converge to the equilibrium state defined by Takahashi’s formula. 
Imagining the flow starting from zero velocity and zero concentration on 
a slope, as the flow accelerates, the gravity will eventually be balanced 
by the friction; and as the material is being eroded, the threshold of 
erosion will also increase as the sediment concentration increases, and 
eventually balance the friction to result in flow that neither erode or 
deposit. These processes happen simultaneously and highly non- 
linearly. The singularity of the erosion-deposition term reflects the 
fact that the erosion rate is large at the beginning but quickly decreases 
while the flow converges to the equilibrium. To effectively resolve the 
non-linearity of the erosion-deposition process, we have proposed a 
novel implicit numerical method to integrate the erosion-deposition 
term. We will discuss this in detail in section 4.4. 

3.3. Distinction between erosion and deposition 

It has been argued that deposition may differ fundamentally from 
erosion (Issler, 2014). One reason is that the newly deposited material 
may have distinct mechanical properties such as the internal friction 
angle. In this work, we take a pragmatic approach to consider the 
different rates of erosion and deposition. The new erosion-deposition 
rate is given as 

E =

⎧
⎪⎨

⎪⎩

α τ − τ0

ρ0

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
u2 + v2

√ ifτ > τ0

β
τ − τ0

ρ0

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
u2 + v2

√ ifτ ≤ τ0

(12)  

in which α and β are two non-dimensional tuning factors to alter the 
erosion and deposition rates separately. The introduction of α and β 
gives a pragmatic yet straightforward way to take into account the dif
ference between the erosion and deposition rates resulting from various 
factors including the difference in internal friction angles. As we will 
show later in section 5.2.1, by choosing a small β, our model can also 
mimic the phenomenon that the deposition only happens when the flow 
velocity has significantly reduced, as is observed by Tai and Kuo (2008). 
Although there are no clear physical explanations for the values of α and 
β yet, our numerical experiments and sensitivity analysis will show how 
varying α and β will change the debris flow volume and erosion- 
deposition patterns, therefore informing how the values for these two 
parameters may be chosen. 

4. Numerical scheme 

The governing equations are solved using a first-order Godunov-type 
finite volume method. In this section, we will present the numerical 

scheme being used to solve the governing equations with a focus on 
discretising the new erosion-deposition term. 

4.1. Finite volume discretisation 

The time-marching scheme for the first-order Godunov-type finite 
volume method is given as 

qn+1
i = qn

i −
Δt
Ωi

∑N

k=1
Fk
(
qn

i

)
lk +Δt

(
Sn

bi + Sn+1
fi +Sn+1

ei

)
(13)  

where the superscript n is the time step, Δt is the time step length, i is the 
cell index, k is the index of cell edges (N = 4 for rectangular grid), lk is 
the length of cell edge k, and Ωi is the cell area, Fk(q) contains the fluxes 
normal to the cell edge. Herein, the fluxes F(q) and slope source term Sb 
are calculated explicitly, while the friction term Sf and the erosion- 
deposition term Se are computed semi-implicitly. 

4.2. Discretisation of interfacial fluxes and slope source terms 

In this work, the flux terms Fk(q) = F (qL,qR), in which qL and qR are 
the Riemann states, is calculated using an HLLC Riemann solver. Firstly, 
a local Riemann problem needs to be defined by projecting flow vari
ables onto the local coordinate direction defined at the cell interface: 

qL =

⎡

⎢
⎢
⎣

hL
[hv]L⋅n
[hv]L⋅n⊥

[hC]L

⎤

⎥
⎥
⎦qR =

⎡

⎢
⎢
⎣

hR
[hv]R⋅n
[hv]R⋅n⊥

[hC]R

⎤

⎥
⎥
⎦ (14)  

where [hv] = ([hu], [hv]) is the unit-width discharge vector, n and n⊥ are 
the basis vectors (see Fig. 2), with n being (1,0), (0,1), (− 1,0), (0,− 1) 
and n⊥ being (0, 1), (− 1, 0), (0, − 1), (0, 1) respectively for the east, 
north, west and south cell interfaces. 

Once the Riemann variables are obtained, the fluxes can be calcu
lated by the HLLC Riemann solver, for which the details can be found in 
the Appendix and also Toro (2001). The required Riemann states are 
obtained using the surface reconstruction method (SRM) as proposed by 
Xia et al. (2017) apart from the additional conservative variable hC. This 
scheme is chosen because it can robustly capture shock waves and deal 
with complex real-world topography. SRM firstly reconstructs the water 
surface elevations at the left and right-hand sides of a given cell inter
face. Considering two adjacent cells, the cell for updating, i, and its 
neighbour i+ 1, the reconstructed water surface elevations (denoted by 
η) are 
{

ηL = ηi + max[0,min(zi+1 − zi − δz, ηi+1 − ηi) ]

ηR = ηi+1 + max[0,min(zi − zi+1 + δz, ηi − ηi+1) ]
(15)  

where 

δz = zi+1/2+ − zi+1/2− (16)  

in which zi+1/2− and zi+1/2+ are the bed elevations at the left and right- 
hand sides of the cell interface, which are interpolated from the corre
sponding cell-centre values using a slope limited method as 

zi+1/2− = zi + ri∇zi , zi+1/2+ = zi+1 + ri+1∇zi+1 (17)  

where r is the vector from the cell centre to the cell edge, and ∇z is the 
slope-limited gradient. In this work, the widely used minmod slope 
limiter is adopted. 

The bed elevations at the left and right-hand sides of the cell inter
face are then redefined using the reconstructed surface elevation and the 
corresponding water depth as 
{

zL = ηL − hi
zR = ηR − hi+1

(18) 
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which are then used to define a single bed elevation at the cell interface 
as 

zf = max(zL, zR) ≡ max(zi, zi+1) (19)  

based on which the Riemann states of the flow depth are defined as 
{

hL = max
(
0, ηL − zf

)

hR = max
(
0, ηR − zf

) (20) 

The Riemann states for hu and hC are the defined as 
{
[hu]L = hLui, [hv]L = hLvi, [hC]L = hLCi
[hu]R = hRui+1, [hv]R = hRvi+1, [hC]R = hRCi+1

(21)  

where ui = [hu]i/hi and Ci = [hC]i/hi (similarly for ui+1, vi, vi+1 and Ci+1 
are the cell-centred velocities and concentrations. 

These Riemann states are then used to calculate the numerical fluxes 
in Eq. (13) using an HLLC Riemann solver, for which the details are 
given in the Appendix. The bed slope source terms are then calculated as 

Sbi =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0

1
Ωi

∑N

k=1

1
2

g
(
hi + hL,k

)(
zi − zf ,k

)
nklk

0

0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(22)  

where hL,k is the left Riemann state of the flow depth at cell edge ‘k’, and 
zf ,k is defined as 

zf = zf − Δz (23)  

{
Δz = max

(
0, zf − ηi

)
if hi+1 < εh

Δz = max
(
0,min

(
δz, zf − ηi

) )
if hi+1 >= εh

(24)  

in which εh = 10− 10 is a small value to define a dry cell. The present flux 
and slope discretisation schemes automatically preserve still water 
conditions and ensure non-negative water depth for simulations 
involving wetting and drying over terrain with complex topography (Xia 
et al., 2017). 

4.3. Discretisation of friction terms 

In this work, we take a two-step method to compute the friction 
terms. In the first stage, Manning’s friction term is calculated using the 
fully-implicit method proposed by Xia and Liang (2018b). This scheme is 
adopted because it correctly calculates the velocity required for local 
equilibrium between friction and gravity. 

To begin with the calculation, we first update the unit-width dis
charges with the flux and slope source terms. 

mx = qn
x +ΔtAx (25)  

my = qn
y +ΔtAy (26)  

in which qx = hu and qy = hv are the x− and y − direction unit-width 
discharges, and Ax and Ay represent the momentum (second and 
third) components of − 1

Ωi

∑N
k=1Fk(qn)lk + Sn

bi. 
Then the unit-width discharges are further updated as 

[
qn+1/2

x

qn+1/2
y

]

= D
[

mx
my

]

(27)  

where 

D =

⎧
⎪⎨

⎪⎩

1 if M < 10− 10

1 −
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 + 4M

√

− 2M
if M ≥ 10− 10

(28)  

in which 

M = Δtgn2(h*)
− 4/3

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(mx

h*

)2
+
(my

h*

)2
√

(29) 

In Eq. (29), h* is calculated by updating hn as 

h* = hn +ΔtAh (30)  

with Ah as the mass (first) component of the flux terms −

1
Ωi

∑N
k=1Fk(qn)lk. If h* is smaller than 10− 10, both qn+1/2

x and qn+1/2
y are set 

as 0 to avoid instability. 
In the second stage, the Mohr-Coulomb friction term is calculated 

using an explicit method. The unit-width discharges are updated as 
[

q*
x

q*
y

]

=

[
qn+1/2

x

qn+1/2
y

]

−
Δt
(
ρs − ρf

)
g[hC]*

ρ
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(un+1/2)
2
+ (vn+1/2)

2
√

[
un+1/2

vn+1/2

]

(31)  

in which un+1/2 = qn+1/2
x /h*, vn+1/2 = qn+1/2

y /h*, and [hC]* is calculated 
by updating hn as 

[hC]* = [hC]n +ΔtAhC (32)  

with AhC as the sediment (fourth) component of the flux terms −

1
Ωi

∑N
k=1Fk(qn)lk. ρ is calculated using the concentration C* = [hC]*/h*. In 

our calculations, the second term in Eq. (31) is capped so that qx and qy 

may reduce to zero but never changes sign as the Mohr-Coulomb friction 
terms never reverse the flow. 

4.4. Discretisation of erosion-deposition terms 

In this work, a semi-implicit method is devised to handle vanishing 
velocities in the erosion-deposition term. The implicit scheme is based 
on the following time-marching formula for h. 

hn+1 = h* + k
τ* − τ0

ρ0

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(u*)
2
+ (v*)

2
√

1
1 − p

(33)  

in which in which u* = [hu]*/h* and v* = [hv]*/h*, k is chosen as α or β as 
defined by Eq. (12) depending on whether erosion or deposition is 
happening. 

τ* is calculated using known variables as 

τ* = ρgn2(h*)
− 1/3
[(

un+1/2)2
+
(
vn+1/2)2

]
+
(
ρs − ρf

)
g[hC]*tanϕd (34) 

We then define the pseudo fluid depth as 

h*
f = h* −

[hC]*

1 − p
(35)  

supposing hC in Eq. (8) can be found from the difference between h*
f and 

hn+1, τ0 is then expressed as 

τ0 = (1 − p)
(
ρs − ρf

)
g
(

hn+1 − h*
f

)
tanϕs (36)  

because h at the next time step is being used, this formula effectively 
leads to an implicit scheme. The value of k has to be decided before 
calculating hn+1, which can be done by comparing τ* against τ*

0 defined 
as 

τ*
0 =

(
ρs − ρf

)
g[hC]*tanϕs (37) 
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where τ* > τ*
0 leads to k = α whilst τ* ≤ τ*

0 leads to k = β. 
Substituting Eq. (36) into Eq. (33), the final expression for hn+1 can 

be derived by some algebraic manipulations as 

hn+1 =
ρ0h*k− 1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(u*)
2
+ (v*)

2
√

+ Δt(τ* + τ1)

ρ0k− 1
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(u*)
2
+ (v*)

2
√

+ Δt(1 − p)
(
ρs − ρf

)
gtanϕs

(38)  

in which 

τ1 = h*
f (1 − p)

(
ρs − ρf

)
gtanϕs (39) 

As long as ρs > ρf , i.e., the debris is heavier than water, the term 
Δt(1 − p)

(
ρs − ρf

)
gtanϕs is positive, therefore the denominator in Eq. 

(38) is also positive. As a result, there is no singularity herein. 
After obtaining hn+1, [hC]n+1 can be obtained as 

[hC]n+1 = [hC]* +(1 − p)
(
hn+1 − h*) (40)  

and the new bed elevation zn+1 is calculated as 

zn+1 = zn − hn+1 + h* (41) 

The final unit-width discharges can be obtained as 

[
qn+1

x

qn+1
y

]

=

[
q*

x

q*
y

]

− Δt
g
(
hn+1

)2( ρs − ρf

)

2ρ

⎡

⎢
⎢
⎢
⎣

∂C
∂x
∂C
∂y

⎤

⎥
⎥
⎥
⎦
−
(ρ0 − ρ)

(
hn+1 − h*

)

ρ

[
u*

v*

]

(42)  

where ∂C
∂x and ∂C

∂y are calculated using central difference method based on 
Cn+1 = [hC]n+1/hn+1, which is also used for calculating ρ. 

4.5. Summary of the solution procedure 

At each time step, the procedure of solving the governing equations 
can be summarised as below:  

1. Explicitly evaluate the flux terms and bed slope source terms as 
described in section 4.2;  

2. Integrate the flux terms to get h*, hC*, mx and my using Eqs. (30), 
(32), (25) and (26);  

3. Integrate the Manning’s friction terms to get qn+1/2
x and qn+1/2

y using 
Eq. (27);  

4. Integrate the Mohr-Coulomb friction terms to get q*
x and q*

y using Eq. 
(31);  

5. Evaluate the value of k using Eqs. (34) and (37);  
6. Integrate the erosion-deposition terms to get hn+1 using Eq. (38);  
7. Integrate the erosion-deposition terms to get [hC]n+1 using Eq. (40);  
8. Integrate the erosion-deposition terms to get zn+1, qn+1

x and qn+1
y 

using Eqs. (41–42);  
9. Update the flow variables and go to the next time step. 

4.6. Stability criterion 

For solving the depth-averaged equations using an explicit finite 
volume method, the time step size Δt must be constrained by the 
Courant-Friedrich-Levy (CFL) condition which is given as 

Δt = CFLmin
i

(
Δx

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
u2

i + v2
i

√
+

̅̅̅̅̅̅
ghi

√

)

(43)  

where Δx is the cell size, and CFL is the Courant number ranging from 
0 to 1. As the numerical treatment of the erosion-deposition terms ad
dresses the stiffness and avoided any singularity, they do not impose any 

further constraint on the time step size. 

5. Test cases 

In this section, a few test cases are simulated to validate the new 
debris flow model. 

5.1. 1-D uniform flow on slopes 

We first consider a case of 1-D uniform flow on slopes. This is to test 
the model’s capability to converge the flow to the correct equilibrium 
state even starting from zero velocity. For this test case, the initial 
conditions are h = 1.0 m, C = 0 and u = 0 m/s. We set the parameters as 
Manning’s n = 0.035 sm− 1/3, static friction coefficient tanϕs = 0.6, 
dynamic friction coefficient tanϕb = 0.5, density of the solids ρs = 2600 
kg/m3, density of the water ρf = 1000 kg/m3, porosity p = 0.4, and the 
tuning factors α = 1.0 and β = 1.0. Four different slope ratios, i.e., 0.05, 
0.1, 0.15 and 0.2, are chosen for this test case. Because the flow is 
uniform, all the terms including partial derivatives with respect to x are 
set as 0. A constant time step of 0.1 s is used. The results are presented in 
Fig. 3. For all four different slope ratios, the simulated concentration 
converges to the equilibrium concentration, which is calculated using 
Eq. (11). Simulations with larger slopes reach the equilibrium state more 
slowly, which may be explained by the larger equilibrium concentra
tions. The results confirm the model’s capability to not only handle 
vanishing velocities, but also recover the correct equilibrium state. This 
is important for practical applications because it is usually the equilib
rium concentration, or in other words, the transport capacity, that 
controls the total volume of sediment, and consequently the deposition 
area. 

5.2. Takahashi’s flume experiment 

To further test the numerical model we used the flume experiment by 
Takahashi et al. (1992). This experiment consists of a long, narrow flume 
(10 cm) with an inclination of 18◦ (Fig. 4). A 2 m wide flood board with 
an inclination of 5◦ is connected to the flume. A 10 cm deep and 3 m long 
erodible bed layer is positioned 5.5 m upstream of the flume’s outlet. 
The erodible material has a mean particle size (d50) of 3.08 mm and a 
density of 2650 kg/m3. A constant water flow with a discharge of 600 
cm3 s− 1 was supplied for 20 s to generate the debris flow (Takahashi 
et al., 1992). 

0 20 40 60 80 100 120
0

0.2

0.4

0.6

0.8

1

1.2
Concentration for uniform flows on slopes

Fig. 3. Changes of concentration against time for flow on slopes with different 
inclinations. 
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The parameters used in this simulation were ρf = 1000 kg/m3, ρs =

2650 kg/m3, p = 0.4, and n = 0.018 sm− 1/3. The particle size was set to 
3.08 mm – the mean particle size used in the physical experiment by 
Takahashi et al. (1992). The best values for static and dynamic co
efficients, i.e., tanϕs and tanϕd, and α and β were found by trial and error. 
To do so, two sets of simulations were carried out: 1) The friction pa
rameters, tanϕs and tanϕd, were varied while α and β were kept constant 
at α = 1 and β = 0.01. The values for static friction were set to tanϕs =

[0.58,0.6, 0.62,0.64,0.66,0.68,0.7] and the values for dynamic friction 
were tanϕs = [0.38,0.4,0.42,0.44,0.46,0.48,0.5]. 2) The tuning factors 
α and β were varied while the friction parameters were kept constant at 
tanϕs = 0.62 and tanϕd = 0.44. The values for α were set to 
[0.01,0.05,0.1, 0.5,1.0, 1.5, 2.0] and the values for β were set to 
[0.01,0.05,0.1, 0.5,1.0, 1.5, 2.0]. For each simulation set 49 simulations 
with different combinations of the parameters were run. Each simula
tion was run for 60 s. 

Comparing the discharge and deposition area from the model with 
the results from Takahashi et al. (1992), we found that the simulation 
where α = 1, β = 0.01, tanϕs = 0.62 and tanϕd = 0.44 (Fig. 5) gave the 
results closest to the experimental data. In Fig. 5a the deposition area 

from the simulation has been plotted. After filtering out deposition 
material with a height < 5 mm we see that there is a good fit between the 
modelled deposition (solid surface plot) and the deposition from the 
physical experiment (contour lines). The modelled deposition area has a 
slightly rounder, more symmetric shape than the physical experiment by 
Takahashi et al. (1992) but this is expected because the setup of the 
experiment could not be perfectly symmetric. The height of the depo
sition area from the model is also similar to the physical experiment, 
although a slight difference is found at the flume exit where the 
modelled deposition shows a height up to 6 cm while the contours from 
Takahashi et al. (1992) shows a height of 5 cm. Fig. 5b shows the dis
charges measured at the entrance (blue graph) and exit (orange graph) 
of the flume compared to the discharges from Takahashi’s experiment 
(symbols). We see that the modelled discharge corresponds well with the 
discharges from Takahashi et al. (1992). 

Satisfactory results for both the modelled deposition area and 
discharge confirm that the new model is able to capture the essential 
characteristics of runoff-generated debris flows. The results also confirm 
the importance of differentiating the erosion and deposition rates. The 
parameters of α = 1.0 and β = 0.01 indicate that deposition happens at a 

(a) The flume experiment by Takahashi et al. (1992) seen from the side.

(b) The flume experiment by Takahashi et al. (1992) seen from above.

Fig. 4. Set-up of Takahashi et al. (1992) flume experiment. Figure is redrawn from Chen and Zhang (2015).  

Fig. 5. Simulated deposition and discharge compared to the results from Takahashi et al. (1992)’s flume experiment.  
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much slower rate than erosion. 

5.2.1. Sensitivity analysis 
We have also conducted a sensitivity analysis to investigate the role 

of different parameters and inform the choice of parameter values. For 
the sensitivity analysis, the five parameters α, β, tanϕs, tanϕd, and 
Manning’s n were tested using the set-up of Takahashi et al. (1992)’s 
flume experiment. Following the framework developed by Hussin et al. 
(2012), each parameter was varied in increments of 10% while the other 
parameters were kept constant. The base value (100%) for each of the 
parameters has been listed in Table 1. The changes in peak discharge can 
be seen in Fig. 6a. We immediately see that the static friction, tanϕs, is 
the most sensitive parameter where a decrease of 30% results in an in
crease in peak discharge of more than 60%. Increasing tanϕs also leads to 
large reductions in discharge. The trends of α, tanϕd, and Manning’s n 
are very similar and we see that the peak discharge increases when the 
parameter values are increased. However, α and tanϕd appears to be less 
sensitive than Manning’s n. No obvious variations in the results from β 
can be seen in this plot. The high sensitivity of tanϕs is anticipated 
because it governs the threshold for material erosion. While increasing 
both tanϕd and Manning’s n can raise the friction force, this force at the 
equilibrium state is primarily determined by the slope. As a result, the 
maximum discharge exhibits less sensitivity to changes in tanϕd and 
Manning’s n. 

Fig. 6b shows how deposition area changes when the parameters are 
varied. Once again we see that it is the static friction, tanϕs, that is the 
most sensitive. The area changes about 10% for every 10% increase or 
decrease of the parameter. The area is also highly sensitive to the dy
namic friction, tanϕd, though this sensitivity is lower than for the static 
friction. The deposition area is also sensitive to α, most likely because 
this alters how much sediment is entrained, which will affect the volume 
of deposition. Again, no variations in the result can be seen for β. 

The model’s sensitivity to β could not be seen in Fig. 6 as the changes 
were too small, and thus appears as a straight horizontal line when the 
values were changed in increments of 10%. We therefore tested β 
separately on the log scale. Fig. 7a shows how the peak discharge 
changes with varying β. While the change in peak discharge is quite 
small, we see that the discharge increases with decreasing β and that the 
discharge is converging when β becomes small. This is to be expected as 
higher values of β will cause more material to be deposited sooner, i.e. in 
the flume, before reaching the flume outlet. The deposition area 
(Fig. 7b) increases rapidly for decreasing β-values before decreasing and 
then slowly increasing again as β decreases. The general trend of in
crease in deposition area with decreasing β is expected as a lower β al
lows the material to flow further before depositing. The most interesting 
observation is that the deposition area appears to converge while β is 
small. This can be explained by the fact that the velocity is in the de
nominator of the deposition rate term; as β becomes small, the deposi
tion rate is only significant enough when the velocity is small. In other 
words, deposition only happens when the flow is close to full stoppage if 
β is small enough. By choosing a small β, the flow effectively becomes 
static as a block rather than gradually losing its mass along the path. 

In summary, the sensitivity analysis reveals that the model is most 
sensitive to the static friction coefficient, tanϕs, in terms of both peak 
discharge and deposition area. The dynamic friction, tanϕd, also 
significantly impacts the deposition area, but its influence on peak 
discharge is less pronounced. Sensitivity to changes in α and Manning’s 
n is relatively lower, with α showing the least sensitivity among the two. 
The model’s sensitivity to the parameter β is minimal when β is varied 
linearly. When β varies on a logarithmic scale, its effect on discharge 

remains low, but its impact on the deposition area is considerable. 

5.2.2. Discussions on values of α and β 
Takahashi’s experiment exemplifies typical debris flow gullies, 

which are characterized by steeper channels merging into flatter depo
sition basins. Consequently, insights from this experiment can guide 
parameter selection for real-world case studies. The sensitivity analysis 
reveals that debris flow volume and deposition area change by a similar 
percentage as α varies, suggesting that adjusting α around 1 can help 
fine-tune these aspects. In contrast, β significantly influences deposition 
patterns, with smaller values (0.001–0.1) leading to deposition mostly in 
flatter areas, as commonly observed in real-world scenarios. Therefore, 
it is recommended to choose a β value within the range of 0.001 to 0.1. 

5.3. Zhouqu debris flow 

To further test the model for real-world cases we simulated the 
Zhouqu debris flow event in 2010. Zhouqu (Fig. 9) is the county capital 
in the southern part of Gansu Province, China, located along the Bailong 
River at the southeastern edge of the Tibetan Plateau and the Longmen 
and Qinling mountain ranges (Tang et al., 2011). The Indosinian, Yan
shan, and Himalayan orogenic periods have significantly affected the 
region and there are several active faults trending NWW-SSE and NEE- 
SWW, defining a complex tectonic system (Zhang et al., 2018). The 
area is characterized by rugged mountains and deeply incised valleys 
and has a high topographic (relative) relief with elevations ranging from 
1200 to over 4000 m. On August 7–8, 2010, a cloudburst precipitation 
event with an intensity of at least 77 mm/h (Fig. 8) occurred in a set of 
catchments north of Zhouqu (an intensity of 77.3 mm/h was measured 
at the nearby Dongshan weather station). This event generated two 
debris flows that hit the town and resulted in over 1750 fatalities 
(Dijkstra et al., 2012; Tang et al., 2011; Cui et al., 2013; Yu et al., 2015; 
Zhang et al., 2018). 

The debris flows originated from two different catchments: Sanya
nyu and Luojiayu (Fig. 9b, yellow and green polygons respectively in 
Fig. 9c) which both have outlets in Zhouqu. Old rockfall and landslide 
deposits that partially or completely blocked the channels at higher el
evations in both catchments contributed significant material to the 
debris flows (Cui et al., 2013; Dijkstra et al., 2012; Tang et al., 2011; Ren 
et al., 2013). A total of 9 check dams were placed in the Sanyanyu prior 
to the 2010 event (Fig. 9c) with heights ranging from 6 to 11 m (Xiong 
et al., 2016). 

5.3.1. Model set up 
The parameters used in the set-up of the simulation of the 2010 

Zhouqu debris flows can be seen in Table 2. The density of the solids was 
reported to be 2000 kg/m3 (Hu et al., 2012) and the mean particle size 
was found to be 10 mm (Xiong et al., 2016). The porosity was kept at 0.4 
while Manning’s n was set to 0.035 sm− 1/3. Through calibration, the best 
static and dynamic friction angles were found to be tanϕs = 0.71 and tan 
ϕd = 0.45 while the best α and β values were found to be α = 1.0 and β =

0.06. Because the whole catchment is included in the simulation 
domain, the simulation is entirely rainfall driven, without an inflow 
hydrograph as a boundary condition. The rainfall time series recorded at 
the Dongshan weather station (Fig. 8) was converted to rain intensity 
and input to the model uniformly across the whole domain. Because 
there was abundant rainfall for a few days before the debris flow event 
and the soil moisture was likely to be high, we assumed that the infil
tration loss was small. Thus the rain record is taken as the excess rainfall 
without infiltration. More accurate calculation of runoff can be made by 
coupling the hydrodynamic model with hydrological models. 

The base DEM was updated with the dimensions of the mapped 
landslide deposits and check dams to accurately replicate the gullies in 
the model. The erosion raster (Fig. 10), which defines the locations 
where erosion may occur, was generated based on the eroded areas 
observed on the KOMPSAT-2 image taken shortly after the event 

Table 1 
Base values (100%) used in the sensitivity analysis of the model.  

Parameter α β tanϕs tanϕd Manning’s n 

Base value 1 0.01 0.7 0.4 0.02 sm− 1/3  
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(Fig. 13c). Mapped landslide and rockfall deposits (Fig. 9c) were added 
as additional erodible material. The erosion depths were estimated 
based on observations from Dijkstra et al. (2012) and Cui et al. (2013), 
who visited the area shortly after the event. 

In the upper catchment, away from the main channels, a maximum 
erosion depth of 0.5 m was permitted. The upper main channels allowed 
for erosion depths up to 1 m, while the middle catchment’s main channel 
permitted up to 5 m of material to be eroded. In the lower sections of the 
catchments, the main channels in the Sanyanyu and Luojiayu allowed 

Fig. 6. Model sensitivity to changes in the input parameters α, β, tanϕs, tanϕd, and Manning’s n and their effect on (a) discharge and (b) extent of deposition area.  

Fig. 7. The sensitivity of the input parameter β and its effect on a) peak discharge and b) deposition area.  

Table 2 
Input parameters used in the simulation of the 2010 Zhouqu Debris Flows.  

Parameter ρf ρs Particle 
diametre 

p Manning’s n 

Value 1000 kg/ 
m3 

2000 kg/ 
m3 

10 mm 0.4 0.035 sm− 1/ 

3  

Fig. 8. Cumulative rainfall recorded at the Dongshan rainfall station near Zhouqu in the late evening/early morning of August 7–82,010 (Dijkstra et al., 2012). The 
vertical black line is used to visually separate the dates 07.08 and 08.08.2010. 
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for erosion of 30 m and 20 m of material, respectively. Lastly, in the 
deposition areas, up to 5 m of material could be eroded. 

The simulations were run using 1) a DEM with a 6 m resolution 
generated by combining a re-sampled 12.5 m ALOS-PALSAR (Rosenqvist 
et al., 2007) image with a 6 m resolution DEM generated from contour 

lines provided by Gansu Administration of Surveying, Mapping and Geo
information and 2) the SRTM30 (Farr and Kobrick, 2000) DEM with a 
resolution of 30 m. 

The purpose of running simulations with two distinct DEMs is to 
examine the impact of using different DEMs from different sources with 

(a) (b)

(c)

Fig. 9. Location diagrams for the research catchment northeast of Zhouqu. (a) Location of the county town of Zhouqu in southern Gansu (modified after Dijkstra 
et al. (2014)); (b) the Zhouqu area showing the locations of the Sanyanyu and Luojiayu catchments and the two rain gauges of Zhouqu and Dongshan (after Dijkstra 
et al., 2012); (c) a detailed view of the lower portions of the Sanyanyu and Luojiayu catchments (outlined in yellow and green, respectively) showing the locations of 
check dams and valley based landslide and rockfall deposits. (For interpretation of the references to colour in this figure legend, the reader is referred to the web 
version of this article.) 
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varying grid sizes on the model’s performance. This comparison is 
valuable for understanding how the model performs when using both 
high-resolution, locally sourced DEMs and globally available free DEMs. 
By doing so, we can better understand the model’s broader applicability 
and potential limitations in different scenarios. 

5.3.2. Results 
In this section, we present and compare the measured discharges, 

extent, and flow heights from the simulations using the 6 m and 30 m 
resolutions DEMs. 

Discharge. Fig. 11 presents the simulated solid-liquid mixture dis
charges from the simulation with a 6 m resolution DEM. The discharges 
were measured from the simulations on gauges distributed every 6 m 
(grid size) across the debris channels, close to the exits of the Sanyanyu 
(Fig. 11a) and the Luojiayu (Fig. 11b) gullies, for which the locations can 
be seen in Fig. 9. The measured discharges from each gauge were 
summed to obtain the total discharge for each gully. A sharp rise of 
discharge can be found at about t = 10000 s (167 min) indicating the 
rapid increase in rainfall intensity (Fig. 8). However, small surges can 
also be observed at later time steps. The simulated discharge for Luo
jiayu (Fig. 11b) appears to have many surges. These surges are likely to 
be caused by rapid entrainment and deposition due to fast flow on steep 
slopes in areas surrounding the gauges. 

In contrast, the 30 m resolution simulation (Fig. 12) shows smoother 
hydrographs with more prominent peaks, indicating less intense local 
entrainment and deposition in areas where discharges are gauged. This 
is not surprising because a larger grid size can result in wider channels 
and consequently smaller flow velocities. The main flow, which arrives 
at approximately 12000 s (200 min), comes as two large surges with 
discharges of approximately 400 m3/s. As the flow diminishes after the 
rainfall has stopped, several smaller surges can be seen before the flow 
stops completely. The discharge from the Luojiayu (Fig. 12b) has one 
main surge shortly after 10000 s (167 min) with a peak discharge of 
about 300 m3/s. The discharges for the 30 m simulation are generally 
smaller than what we observed for the 6 m simulation. This phenome
non could be again attributed to the fact that a larger grid size results in 

wider channels, particularly upstream, which in turn leads to reduced 
velocities. Consequently, the overall amount of eroded material is 
decreased. 

Extent. Fig. 13a compares the the deposition (white – red) and 
erosion (white – blue) from the 6 m simulation and the area of real 
deposition (yellow outlines). To make the areas clearer, a threshold of 
±5cm was used, smaller than which the deposition and erosion area 
were made transparent. The model result is a close match to the 
observed deposition, especially for the Sanyanyu (on the left). However, 
there are a few hollow areas that show neither erosion nor deposition 
inside the yellow polygon and when the model result is compared to the 
KOMPSAT-2-image (Dijkstra et al. (2012)) taken shortly after the event 
(Fig. 13c). This could be due to several factors, such as e.g., the threshold 
used to display the data or anomalies of the DEM. In the simulation 
result, erosion can also be found within the yellow polygon, which can 
be attributed to the fluctuations of heights within the DEM, in which 
higher areas are more likely to be eroded. Along the inner curve of the 
Luojiayu (to the right), there are some areas with deposited material 
separated from the main stream. The thickness of this material is most 
likely close to 5 cm. It is also possible that this material originates from 
the hillslopes to the south of the channel. To the south of the yellow 
polygons, towards the edge of the DEM, substantial deposition has 
occurred in the model. This area lies in the river channel of the Bailong 
River which was dammed by the debris flows in 2010. According to Yu 
et al. (2010); Tang et al. (2011), the height of the sediments damming 
the river was 10 m. This has been reproduced by our model, where up to 
10 m of sediments have been deposited in the Bailong River (Fig. 13a). 

The deposition from the 30 m resolution simulation is displayed in 
Fig. 13b. Again, a threshold of ±5 cm was used to display the area 
clearer. The extent of modelled deposition and erosion from the 30 m 
simulation is close to the observed deposition area from the event. While 
we see the deposition has spread more than the result from the 6 m 
simulation (Fig. 13a), few hollow areas can be seen within the outlines 
of the observed deposition area, which could again be caused by fluc
tuations of DEM heights. At the exit of the Sanyanyu (top of the left 
deposition area in Fig. 13b) a substantial amount of deposits have 
accumulated (up to 25 m). This was neither observed in reality nor in the 
6 m simulations and is thus likely caused by inaccuracies in the 30 m 
DEM. 

In addition to the visual comparison of the deposition area, we have 
also calculated the probability of detection (POD) and false alarm ratio 
(FAR) as described by Ming et al. (2020). The POD, also called hit rate, is 
given by 

POD =
hits

hits + misses
(44)  

and ranges from 0 to 1, where POD = 1 is a perfect result. FAR is given 
by 

FAR =
false alarms

hits + false alarms
(45)  

and its values also range between 0 and 1, with 0 being the optimal 
value. 

For the 6 m simulation, POD = 0.85 and FAR = 0.27 which are close 
to their optimal values of 1 and 0 respectively. The 30 m simulation 
resulted in a POD of 0.92 and FAR of 0.33, indicating better performance 
in detecting affected areas, but also higher overestimation. Despite this, 
both resolutions produced satisfactory results, as verified by visual 
comparison with the observed extent of the 2010 debris flow event. 
Ultimately, we conclude that simulations with both DEMs are capable of 
realistically reproducing the event, with the higher resolution simula
tion offering slightly better detection while sacrificing some precision in 
mapping the extent of the affected areas. 

Flow heights. The flow heights observed at different time intervals 
during the 6 m and 30 m resolution simulations are presented in Fig. 14. 

Fig. 10. Spatial distribution of the erosional depths used in the simulations of 
the 2010 Zhouqu debris flows. The erodible material in the channels has been 
combined with the erodible landslide and rockfall deposits, and check dams 
mapped in Fig. 9. This leads to the erosional depths ranging from 0.5 m in the 
upper bifurcations to 80 m in a section of the channel filled by a massive 
rockfall deposit. The grey area, which outlines the catchment, had a maximum 
erodible depth of 0.8m. 
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At the initial time of 150 min (panels A), which corresponds to 23:30 
(Fig. 8), only a small amount of precipitation has fallen in the catch
ments, making it challenging to observe the flow, especially in the 
simulation with 6 m resolution (Fig. 14a). However, due to the coarse 
grid in the 30 m resolution simulation, the flow is slightly more visible. 
At the end of the cloudburst event, 210 min later (panels B), i.e., at 00:30 
(Fig. 8), we can clearly observe the flow in both catchments. Even after 
510 min, at 05:30 (panels C), when precipitation has stopped, the ma
terial can still be seen flowing out of the catchments. The flow height 
remained primarily in the range of 2–6 m, but locally, it could reach up 
to 15 m due to the check dams or small errors in the DEM. These ob
servations are consistent with gully observations and sediment markings 
on the buildings in the deposition area (Cui et al., 2013; Tang et al., 
2011). 

Comparing the flow heights between the 6 m and 30 m resolution 
simulations, we observe that both simulations follow a similar pattern. 
However, the debris flow in the 30 m simulation appears to be more 
visible and less confined in channels, especially upstream. This effect is 
likely due to the larger grid size and consequent topographic smoothing 
(Gregoretti et al., 2016, 2019). 

Discussions. In summary, both the simulations using a 30 m DEM 
and 6 m DEM yield realistic results, although variations can be found. In 
general, for the coarser 30 m simulations, the erosion-deposition pat
terns and the flow hydrographs are smoother, and less material has been 
eroded. The difference may be mainly attributed to the difference in grid 
sizes as coarser DEM smooths out topographic details, making the flow 
less volatile. It is, however, important to note that the two DEMs are 
generically different and thus variations in the results may also be 
attributed to the sampling techniques and survey quality, as well as the 
grid resolution (Boreggio et al., 2018, 2022). As noted by Stolz and 

Huggel (2008), the quality and resolution of the DEM need to be care
fully selected based on the modelling application. The simulations using 
both a coarse and high-resolution DEM demonstrate that our model is 
suitable for both fast and computational inexpensive overviews as well 
as for more detailed modelling to address specific questions (such as the 
impact of check dams in a gully). 

6. Conclusion 

This paper presents in detail an integrated hydrodynamic model for 
runoff-generated debris flows. The model incorporates erosion- 
deposition processes and volumetric change of sediment into the 2D 
SWEs. A novel formulation of bed erosion and deposition is proposed to 
remove the singularity due to vanishing velocity. By carefully choosing 
the formulae for the frictional stress and the threshold stress for erosion, 
the classic Takahashi’s formula for debris flow concentration can be 
recovered from the governing equations when the flow is at an equi
librium state. As a result, the difficulty of removing the singularity of the 
erosion-deposition term is equivalent to numerically integrating stiff 
source terms, for which well-established methods exist. Within a first- 
order Godunov-type finite volume framework, the erosion-deposition 
source term is calculated implicitly and therefore the correct equilib
rium state can be recovered by the model in a numerically stable 
manner. To account for the difference between the erosion and depo
sition rates reported in the literature, a tuning factor is multiplied with 
the erosion and deposition term. The factor takes different values when 
the flow is in an erosion or deposition regime. 

The model is validated by three case studies, including a theoretical 
test case, a laboratory-scale test case and a real-world debris flow event. 
It is able to converge to the correct steady flow solution on a 1-D slope 

Fig. 11. Time series of the simulated solid-liquid discharges measured from the 6 m DEM simulation at the a) exit of the Sanyanyu and b) close to the exit of 
the Luojiayu. 

Fig. 12. Time series of the simulated solid-liquid discharges measured from the 30 m DEM simulation at the a) exit of the Sanyanyu and b) close to the exit of 
the Luojiayu. 

X. Xia et al.                                                                                                                                                                                                                                      



Engineering Geology 326 (2023) 107310

13

even starting at zero velocity, and reproduce both the hydrograph and 
deposition morphology of Takahashi’s debris flow experiment. The 
parameter sensitivity analysis shows that the model is most sensitive to 
the static friction coefficient for both peak discharge and the deposition 
area. And the deposition area seems to converge while the tuning factor 
for erosion/deposition is small, suggesting that the model can reproduce 
the deposition mechanism that deposition only happens when the flow is 
near stoppage. Finally, the model is applied to simulate the 2010 Zhouqu 
debris flow event in China, using both a locally sourced 6 m DEM and the 
free SRTM 30 m DEM. For both simulations, the simulated deposition 
area and the deposition height within the Bailong River agree well with 
the post-event survey. 

In summary, this work has solved a long-standing issue for simu
lating the erosion/deposition process and developed a model that is able 
to capture the key aspects of the dynamics of runoff-generated debris 
flows. The model has the potential to be applied for risk assessment and 
impact-based early warning of runoff-generated debris flows. 

List of symbols 

q Flow variables in the depth-averaged equations 
F Flux through cell interface 
f x-direction flux 
Sb Slope source terms 

Fig. 13. Modelled erosion and deposition from the simulations using a) a 6 m DEM and b) a 30 m DEM. Figure c) shows the deposition in Zhouqu shortly after the 
debris flows occurred on 08.08.2010. The deposition area of the Sanyanyu can be seen to the left while the deposition area to the right is from the Luojiayu. 
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Sf Friction source terms 
Se Source terms of erosion, deposition and rainfall 
t time 
x x-direction 
y y-direction 
g gravity 
h flow height 
η flow surface elevation 
u x-direction velocity 
v y-direction velocity 
C Concentration of sediment 
E Rate of erosion and deposition 
τ Total bed resistance stress 
τbx Bed resistance stress along x-direction 
τby Bed resistance stress along y-direction 
ρs Solid density 
ρf Fluid density 
ρ Mixture density 
ρ0 Bed material density 
n Manning’s coefficient 
ϕd Dynamic friction angle 

ϕs Static friction angle 
τ0 Threshold stress for erosion 
C∞ Equilibrium sediment concentration 
α Tuning factor for erosion 
β Tuning factor for deposition 
Ω cell area 
l cell edge length 
r vector from the cell centre to the cell edge 
mx, my updated unit-width discharges 
Ax, Ay momentum (second and third) components of the flux plus 

slope source terms 
Ah mass (first) component of the flux terms 
AhC sediment (fourth) component of the flux terms 
D,M intermediate variables for integrating friction terms 
h*,q*

x,q*
y, [hC]* intermediate variables for updating h, qx, qy and hC 

h*
f intermediate fluid depth for integrating erosion/deposition 

terms 
τ*, τ1 intermediate variables for integrating erosion/deposition 

terms 
k factor representing either α or β 
Δt time step size 

Fig. 14. The simulated flow heights from the 6 m DEM simulation (a) and the 30 m DEM simulation (b).  
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CFL Courant number 
POD probability of detection 
FAR False alarm ratio 
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Appendix A. The HLLC Riemann solver 

Taking the x-direction flux f as an example and considering the first three components in the vector first, the HLLC Riemann solver gives 

f1,2,3 =

⎧
⎪⎪⎨

⎪⎪⎩

fL 0 ≤ SL
f*L SL ≤ 0 ≤ SM
f*R SM ≤ 0 ≤ SR
fR SR ≤ 0

(46)  

in which fL = f(qL) and fR = f(qR) are calculated from the left and right Riemann states, SL, SR and SM the are characteristic wave speeds. f*L and f*R are 
the fluxes in the left and right middle regions of the HLLC solution structure, calculated as 

f*L =

⎡

⎣
f*1
f*2
vLf*1

⎤

⎦ f*R =

⎡

⎣
f*1
f*2
vRf*1

⎤

⎦ (47)  

where vL = [hv]L/hL and cL = [hC]L/hL (similarly for vR and CR), f*1 is the first component of f*, f*2 is the second component of f*. The HLL fluxes f* are 
provided by the following formula 

f* =
SRfL − SLfR + SLSR(qR − qL)

SR − SL
(48) 

The formulae for the left and right characteristic wave speeds SL and SR are 

SL =

{
uR − 2

̅̅̅̅̅̅̅̅
ghR

√
hL = 0

min
(

uL −
̅̅̅̅̅̅̅
ghL

√
, u* −

̅̅̅̅̅̅̅
gh*

√ )
hL > 0

(49)  

SR =

{
uL + 2

̅̅̅̅̅̅̅
ghL

√
hR = 0

max
(

uR +
̅̅̅̅̅̅̅̅
ghR

√
, u* +

̅̅̅̅̅̅̅
gh*

√ )
hR > 0

(50)  

in which 

u* =
1
2
(uL + uR)+

̅̅̅̅̅̅̅
ghL

√
−

̅̅̅̅̅̅̅̅
ghR

√
(51)  

h* =
1
g

[
1
2

( ̅̅̅̅̅̅̅
ghL

√
+

̅̅̅̅̅̅̅̅
ghR

√ )
+

1
4
(uL − uR)

]2

(52) 

The middle characteristic wave speed SM is calculated as 

SM =
SLhR(uR − SR) − SRhL(uL − SL)

hR(uR − SR) − hL(uL − SL)
(53) 

Finally, the fourth component of f, i.e., the sediment flux is given as 
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f4 =

{
f1CL if f1 ≥ 0
f1CR if f1 < 0 (54) 

where CL is defined as [hC]L/hL (similarly for CR), and f1 is the first component of f, i.e., the mass flux. 
Finally, the flux Fk on a cell face ‘k’ can be obtained by projecting f back to the global coordinates, it is given as 

Fk =

⎡

⎢
⎢
⎣

f1

f2
*nk + f3

*n⊥
k

f4

⎤

⎥
⎥
⎦ (55)  

where f1, f2, f3 and f4 are the three components of f. 
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