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Abstract. Chance constraints are frequently used to limit the
probability of constraint violations in real-world optimization prob-
lems where the constraints involve stochastic components. We study
chance-constrained submodular optimization problems, which cap-
ture a wide range of optimization problems with stochastic con-
straints. Previous studies considered submodular problems with
stochastic knapsack constraints in the case where uncertainties are
the same for each item that can be selected. However, uncertainty
levels are usually variable with respect to the different stochastic
components in real-world scenarios, and rigorous analysis for this
setting is missing in the context of submodular optimization. This pa-
per provides the first such analysis for this case, where the weights of
items have the same expectation but different dispersion. We present
greedy algorithms that can obtain a high-quality solution, i.e., a con-
stant approximation ratio to the given optimal solution from the de-
terministic setting. In the experiments, we demonstrate that the algo-
rithms perform effectively on several chance-constrained instances
of the maximum coverage problem and the influence maximization
problem.

1 Introduction

Stochastic components can significantly affect the quality of so-
lutions for a given stochastic optimization problem. Reducing the
uncertain effect of stochastic components is vital to avoid poten-
tially disruptive incidents in the complex and expensive system.
Chance constraints can be applied to optimization tasks, which limit
the probability of incidental constraint violations [1, 7, 13, 18]. A
chance-constrained optimization problem can be described as finding
an optimal solution subject to the condition that the constraints are
only violated with a given small probability. Recently, the problem
has been investigated widely [4, 15, 16, 17, 23, 24, 25, 26]. A typical
technique for taking chance constraints into account for a given op-
timization problem is to convert the stochastic constraints to their re-
spective deterministic equivalents for a given confidence level, which
is possible when considering normally distributed stochastic compo-
nents.

Submodular functions [14] capture problems of diminishing re-
turns which frequently appear in real-world scenarios. They consti-
tute a significant category of optimization challenges. In the artificial
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intelligence literature, greedy algorithms[3, 4, 6, 28] and Pareto op-
timization approaches[15, 21, 19, 20] based on evolutionary multi-
objective algorithms have been widely examined for submodular op-
timization problems. The goal for a submodular optimization prob-
lem with a given knapsack constraint is to find a set of elements with
the maximal value of the submodular function whose total weight
does not exceed the budget of the given knapsack. There are many
analyses on the deterministic version of this submodular optimiza-
tion problem [9, 10, 14, 19]. Often the weights of elements might be
stochastic and sampled from a probability distribution. The Chance-
constrained Submodular Problem [2] has been proposed to model
this case. Here, the goal of the problem is to maximize a given mono-
tone submodular function subject to the constraint that the proba-
bility of violating the knapsack constraint is no more than a small
threshold value. For this problem, Chen and Maehara [2] reduced
the chance constraint of the problem into multiple deterministic con-
straints by guessing the parameters and relaxed the knapsack budget
and threshold. They rigorously analyzed an algorithm that enumer-
ates all parameters for the abstracted problem with random weights
sampled from arbitrary known distributions, which meets the re-
laxed constraint. Doerr et al., [4] investigated a specific variant of
the problem where the weights are sampled from a uniform distribu-
tion with an identical dispersion. They applied the one-sided Cheby-
shev’s inequality and a Chernoff bound separately to construct the
surrogates that helps to estimate the probability of constraint vio-
lation. In addition, they empirically showed that using the greedy
algorithms based on such surrogates gives high-quality solutions in
stochastic scenarios. Furthermore, multi-objective evolutionary al-
gorithms have also been employed to tackle this problem, e.g., the
GSEMO algorithm [15]. It has been theoretically analyzed and found
to achieve comparable performance to the greedy algorithms in the
worse case within polynomial time. However, uncertainties of items
usually vary between the items and greedy algorithms with theoret-
ical performance guarantees missing in the literature. Such an anal-
ysis is supposed to be more challenging than the one carried out in
[4] since variable uncertainties of the weights lead to more intricate
effects than identical uncertainties, which is reflected in the surrogate
based on one-sided Chebyshev’s inequality.

In this paper, we focus on a general setting of the problem stud-
ied in [4, 15], i.e., the weights of the elements are sampled from
uniform distributions with the same expectation but different disper-
sion values, instead of from an identical uniform distribution. We
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remark the item’s dispersion as its uncertainty level, such that the
uncertainty level varies from item to item in this setting. The one-
sided Chebyshev’s inequality is used to construct a surrogate of the
chance constraint. In addition to the greedy algorithm (GA) and the
generalized greedy algorithm (GGA), our analysis also encompasses
another studied greedy algorithm, the generalized greedy+Max al-
gorithm (GGMA) [27]. Our rigorous analysis demonstrates that the
GA struggles to effectively obtain an acceptable solution in the
worse case due to a heavy impact arising from the variable uncer-
tainties. For the GGA and the GGMA, we first use a simple strat-
egy for element selection, which only considers the sum of the dis-
persion values. The algorithms cannot guarantee a high-quality so-
lution in some linear instances. Instead of using this simple strat-
egy, simultaneously considering the expectation and the dispersion
is promising to fill this gap. We adopt an improved strategy that ap-
plies the surrogate of the chance constraints in selecting elements.
Using this strategy, the GGA and the GGMA can obtain a (1/2 −
o(1))(1 − 1/e)−approximation and (1/2 − o(1))−approximation,
respectively. Finally, we empirically analyze the performance of the
algorithms on twelve chance-constrained instances of the maximum
coverage problem and the influence maximization problem. The em-
pirical results show that the GGA and the GGMA beat the GA in
most instances. Furthermore, the GGMA obtains a solution of similar
quality as the GGA, which verifies and supplements our theoretical
results.

The paper is structured as follows. Sections 2-3 introduce the stud-
ied problem and the algorithms. Our theoretical results of the inves-
tigated algorithms are shown in Sections 4-6. We present our ex-
perimental results in Section 7 and finish with some conclusions in
Section 8.

2 Preliminaries

2.1 Problem Definition

Consider a set V = {1, ..., n}, in which each element i ∈ V has
a weight wi, and a function f : V ′ → R≥0 defined on the subsets
V ′ ⊆ V . The function f is monotone iff for any two subsets S, T ⊆
V with S ⊆ T , f(S) ≤ f(T ) holds. Besides, the function f is
submodular iff for any two subsets S, T ⊆ V with S ⊆ T and any
element e /∈ T ,

f(S ∪ {e})− f(S) ≥ f(T ∪ {e})− f(T ). (1)

Given a monotone submodular function f defined on the subsets
of V and a budget B, the problem named the submodular problem
with respect to V and B is to look for a subset S ⊆ V such that f(S)
is maximized and W (S) ≤ B, where W (S) =

∑
i∈S wi.

Within the investigation, we focus on a chance-constrained ver-
sion of the submodular problem, in which the weight wi of each
element i ∈ V is random (not deterministic) and has expected
value E[wi] = ai and variance σ2

i ≥ 0. The aim is find a subset
S ⊆ V such that f(S) is maximized and subject to the constraint
that Pr[W (S) > B] ≤ α, where the threshold 0 ≤ α ≤ 1 is given
which upper bounds the probability of a constraint violation.

As mentioned above, given an instance of the chance-constrained
submodular problem, the weight W (S) =

∑
i∈S wi of a solution S

to it is random but has an expectation E[W (S)] =
∑

i∈S ai, and
variance V ar[W (S)] =

∑
i∈S σ2

i .
Within the paper, we consider a specific setting for the chance-

constrained submodular problem, in which the random weight wi of

the element i ∈ V is independently uniformly sampled from the in-
terval [ai − δi, ai + δi] at random. Besides, we consider ai = 1 and
0 ≤ δi ≤ 1. Note that, for a uniform distribution, the expectation and
variance can be calculated by the given interval bounds [24]. There-
fore the expected weights of all elements are 1, and the variance of
each element i is V ar[W (i)] = δ2i /3. Furthermore, w.l.o.g., assume
every single element is feasible with respect to the budget B. Ob-
serve that the case that 0 ≤ B ≤ 1 is meaningless, thus we assume
B > 1 such that at least one item is in the solution throughout the
paper.

2.2 Surrogate of the Chance constraint

For the probability Pr[W (S) > B], as the work given in [24], we
consider the one-sided Chebyshev’s inequality to construct a usable
surrogate of the chance constraint, whose formulation is given below.

Theorem 1 (One-sided Chebyshev’s inequality). For any random
variable X and λ ≥ 0, Pr[X > E[X] + λ] ≤ V ar[X]

V ar[X]+λ2 .

For a solution S to the chance-constrained submodular problem,
if Pr[W (S) > B] ≤ α, then it is feasible; otherwise, infeasible. By
the one-sided Chebyshev’s inequality, we have the following obser-
vation directly, which considers the feasibility of a given solution.

Observation 1. Given a solution S to the chance-constrained sub-
modular problem, if E[W (S)] +

√
(1−α)V ar[W (S)]

α
≤ B then the

solution S is feasible.

By the above observation, the surrogate weight of a solution can
be defined as Γ(S) := E[W (S)] + κα

√
V ar[W (S)], where κα =√

1−α
α

.

3 Algorithms

The first algorithm studied is the greedy algorithm (GA, see Algo-
rithm 1), which was analyzed in [4] for the chance-constrained sub-
modular problem with all elements having iid weights. The GA starts
with an empty set and picks the element with the largest marginal
gain that meets the constraint in each iteration. It stops when no more
elements can be accepted without violating the constraint.

Considering that the elements may have different weights, the gen-
eralized greedy algorithm (GGA, see Algorithm 2) is studied. Sim-
ilar to the mechanism of the GA, the GGA starts with an empty set
and stops when no more elements can be added due to the chance
constraint. However, the GGA selects the element that satisfies the
chance constraint and maximizes the ratio between the additional
gain in the objective function f and that in a non-decreasing function
h. As the variances and surrogate weights of the solutions to the prob-
lem are non-decreasing, two strategies based on two non-decreasing
functions h are respectively studied: Strategy I h(S) :=

∑
i∈S δ2i ,

and Strategy II h(S) := Γ(S). Uncertainties of the solution are only
considered in Strategy I and the surrogate weight based on the one-
sided Chebyshev’s inequality is studied in Strategy II. Furthermore,
Lines 9-10 of Algorithm 2 are required when there exists an element
with an extremely high objective value, see [9, 11] for more details.

Additionally, the generalized greedy+Max algorithm (GGMA,
see Algorithm 3) is studied. The GGMA adopts the same greedy
strategies as the GGA, but it uses the feasible item having the largest
marginal gain to augment every partial greedy solution. More specif-
ically, the augmenting item is selected among the remaining items
that still meet the constraint in each iteration. Until no element can
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Algorithm 1 Greedy Algorithm (GA)
Input: Elements set V , budget constraint B, failure probability α
Output:S

1: S ← ∅, V ′ ← V
2: while V ′ 
= ∅ do

3: v∗ ← argmaxv∈V ′ f(S ∪ {v})− f(S)
4: if Γ(S ∪ {v∗}) ≤ B then

5: S ← S ∪ {v∗}
6: end if

7: V ′ ← V ′ \ {v∗}
8: end while

Algorithm 2 Generalized Greedy Algorithm (GGA)
Input:Elements set V , budget constraint B, failure probability α
Output: S

1: S ← ∅, V ′ ← V
2: while V ′ 
= ∅ do

3: v∗ ← argmaxv∈V ′ f(S∪{v})−f(S)
h(S∪{v})−h(S)

4: if Γ(S ∪ {v∗}) ≤ B then

5: S ← S ∪ {v∗}
6: end if

7: V ′ ← V ′ \ {v∗}
8: end while

9: v∗ ← argmax{v∈V ;Pr[W (v)>B]≤α} f(v)
10: S ← argmaxY ∈{S,{v∗}} f(Y )

fit into the solution, the GGMA stops and outputs the best-augmented
solution.

Note that the surrogate is applied to the algorithms instead of cal-
culating the probability Pr[W (S) > B]. We only are using the exact
calculation for Pr[W (v) > B] when considering a single element
at line 9 in the GGA.

4 Performance of the GA

According to the previous work [4], the GA is theoretically proven
that works well in chance-constrained submodular problems with
identical weight and uncertainty. However, since the uncertainties
become variable, the GA is hard to obtain a high-quality solution,
which is proved in the below.

Let Scc be the solution obtained by the GA. From Theorem 2,
we find that the GA performs badly on some linear instances. Be-
fore the statement, we define such a linear instance I1, in which
let V have at least B + 1 elements, f(S) = |S|, γ ∈ (0, 1],

α ∈
(

3γ
(B−1)2+3γ

, 3γ
(B−2)2+3γ

)
, δ1 =

√
γ, and δi = 0 for all i ≥ 2.

Theorem 2. There exists a linear instance I1 such that the GA fails
to guarantee better than (1/B)-approximation.

Proof. Considering the instance I1, we have Γ({1}) ∈ (B − 1, B)
and the GA on I1 can pick element 1 in the first iteration, preventing
it from continuing. Thus f(Scc) = 1, and the solution is (1/B)−
approximation while Y = {2, . . . , B + 1}, f(Y ) = Γ(Y ) = B.
The claim is proved.

The proof reveals that the GA rapidly exhausts the budget (i.e.,
selecting only one element) due to the significant influence of dis-
persion in the surrogate. This is the primary factor leading to the
suboptimal performance of the GA.

Algorithm 3 Generalized Greedy+Max Algorithm (GGMA)
Input: Elements set V , budget constraint B, failure probability α
Output:T

1: T ← ∅, S ← ∅, V ′ ← V
2: V ′ ← {v ∈ V ′ \ S | Γ(S ∪ {v}) ≤ B}
3: while V ′ 
= ∅ do

4: v′ ← argmaxv∈V ′ f(S ∪ {v})
5: if f(T ) < f(S ∪ {v′}) then

6: T ← S ∪ {v′}
7: end if

8: v∗ ← argmaxv∈V ′ f(S∪{v})−f(S)
h(S∪{v})−h(S)

9: S ← S ∪ {v∗}
10: Update V ′ as Line 2
11: end while

5 Performance of the GGA

5.1 Analysis of Using Strategy I

For Strategy I: h(S) :=
∑

i∈S δ2i , we also find that there exists a
collection of linear instances of the problem, for which the GGA is
hard to obtain a high-quality solution. To facilitate the construction
of these instances, a solution S is encoded as a decision vector X =
x1x2...xn with length n, where xi = 1 means that the element i ∈ V
is selected into the solution S. Then we define such an instance I2
with a linear function f , in which let V = 1, . . . , n, 0 < α < 0.5,
and B = ε+1 where n ≥ 2ε and ε ≥ 1. The function f represented
by the decision vector X is given as:

f(X) =
ε∑

i=1

xi + ε
n∑

i=ε+1

xi. (2)

Besides the dispersion of each element in I2 is considered as δi =√
γ
ε

for i ∈ [1, ε], and δj =
√

εγ+β
ε

for j ∈ [ε + 1, n] subjected
to 0 < γ, 0 < β and εγ + β ≤ 3α/(1 − α), which indicated by
Theorem 3 (proof in Appendix ??).

Theorem 3. Given ε ≥ 1, there exists a linear instance I2 such that
the generalized greedy algorithm GGA applying h :=

∑
i∈S δ2i fails

to guarantee better than (1/ε)−approximation.

5.2 Analysis of Using Strategy II

Since h(S) := Γ(S) in Strategy II, we know that h is a non-linear
function therefore the surrogate weight of each element is changed as
the size of the solution grows. For the analysis (Theoreom 4), some
useful notations and definitions are introduced first. Let Scc be the
greedy solution generated by the GGA, vi be the i-th element added
to the solution Scc, and Si = {v1, . . . vi} ⊆ Scc (1 ≤ i ≤ |Scc|)
be the set containing the first i elements. Then we define a set Ai to
collect all abandoned elements due to the constraint violation before
the GGA adds vi into Si−1. Note that Ai−1 ⊆ Ai. Besides, the
surrogate weight of the element vi is denoted by ci, where ci =
Γ(Si)−Γ(Si−1). Moreover, given any two sets S, T ⊂ V , let f(S |
T ) := f(S ∪ T )− f(T ).

Let OPTd be the optimal solution of the deterministic instance
of the problem. Given a partial greedy solution Sk generated by
the GGA, the relation between Sk and OPTd is first investigated
in Lemma 1 (proof in Appendix ??). Observe that |OPTd| = 
B�
as the expected weight is exactly one.
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Lemma 1. Let ζ = κα

∑
j∈OPTd

√
δ2j /3. Given a partial greedy

solution Sk, if Ak ∩OPTd = ∅, then

f(Sk+1)− f(Sk) ≥ ck+1


B�+ ζ
· (f(OPTd)− f(Sk)).

After that, we can get a relation between OPTd and Scc by using
Lemma 1.

Theorem 4. The solution obtained by the GGA applying h := Γ(S)
is a (1/2− o(1))(1− 1/e)−approximation.

Proof. Consider the upper bound of k that is denoted by k∗. It has
the set Sk∗ such that the element from OPTd is first abandoned due
to the constraint when the GGA attempts to add it into the set. We
denote the abandoned element by z and derive a relation between
Sk∗ and OPTd.

Note that Ai ∩ OPTd = ∅ for 1 ≤ i ≤ k∗. Following Lemma 1,
it gives

f(Sk∗+1)− f(Sk∗) ≥ ck+1


B�+ ζ
· (f(OPTd)− f(Sk∗)). (3)

As we know that (1− x) ≤ e−x, then rearranging (3) gives

f(OPTd)− f(Sk∗+1)

≤
(
1− ck∗+1


B�+ ζ

)
· (f(OPTd)− f(Sk∗))

≤ e
− ck∗+1

�B�+ζ · (f(OPTd)− f(Sk∗)).

(4)

Recursively,

f(OPTd)− f(Sk∗+1)

≤ e
− ck∗+1

�B�+ζ · (f(OPTd)− f(Sk∗))

≤ e
− ck∗+1+ck∗

�B�+ζ · (f(OPTd)− f(Sk∗−1))

≤ . . . ≤ e
−

∑k∗+1
i=1

ci
�B�+ζ · f(OPTd)

= e
−Γ(Sk∗+1)

�B�+ζ · f(OPTd),

(5)

Consequently, we get the relation between Sk∗ and OPTd as

f(Sk∗+1) ≥
(
1− e−Γ(Sk∗+1)/(�B	+ζ)

)
· f(OPTd). (6)

Then we investigate the approximation by using the relation and
the abandoned element z. By Observation 1 and definitions, it ob-
serves that Γ(Sk∗ ∪ {z}) = Γ(Sk∗) + c′ > 
B�, where c′ = Γ(z |
Sk∗). Putting it with (6) together gives

f(Sk∗+1) ≥
(
1− e

− Γ(Sk∗+1)

Γ(Sk∗ )+c′+ζ

)
· f(OPTd)

=

(
1− e−1exp

(
ζ + c′ − ck∗+1

Γ(Sk∗) + c′ + ζ

))
· f(OPTd).

(7)

As Sk∗+1 at least include one element, the expression of exp (·) is
(1 + o(1)). Moreover, let v∗ ∈ V \ Sk∗ be the element that has
the largest function value. Observe that f(v∗) ≥ f(vk∗+1) and
f(Scc) > f(Sk∗). It gets f(Scc) + f(v∗) ≥ f(Sk∗) + f(v∗) ≥
f(Sk∗+1). Putting them together gets f(Scc) + f(v∗) ≥ (1 −
o(1))(1−1/e) ·f(OPTd), and therefore maxY ∈{Scc,{v∗}} f(Y ) ≥
(1/2− o(1))(1− 1/e) · f(OPTd).

6 Performance of the GGMA

In this section, we analyze the approximation behavior of the
GGMA. The performance of the algorithm applying two different
strategies is investigated separately.

6.1 Analysis of Using Strategy I

Theorem 5 implies that using Strategy I: h(S) :=
∑

i∈S δ2i , the
GGMA also performs badly in the instances I2, which was presented
in the Section 5.1.

Theorem 5. Given ε ≥ 1, there exists an instance I2 such that the
GGMA applying h :=

∑
i∈S δ2i fails to guarantee better than (2/ε−

1/ε2)−approximation.

6.2 Analysis of Using Strategy II

For Strategy II: h(S) := Γ(S), let Scc be the greedy solution
constructed by the greedy strategy for the instance in the chance-
constrained setting, and OPTd be the optimal solution for the corre-
sponding deterministic instance. In the i-th generation, the element
vi is selected by the algorithm, and its surrogate weight is denoted
by ci. Besides, the partial solution containing the first i item is de-
noted by Si ⊆ Scc. Then some useful greedy performance functions
are defined to track the performance of the algorithm for the chance-
constrained setting.

For a fixed x ∈ [0, B], let i be the smallest greedy index so
that Γ(Si) > x. Then to track the performance of the greedy
strategy, a continuous and monotone piecewise-linear function g(x)

is defined as g(x) = f(Si−1) + (x − Γ(Si−1))
f(vi|Si−1)

ci
, and

g(0) := 0. Additionally, g′ denotes the right derivative for g on
the interval [0,Γ(Scc)). Observe that g′ is always non-negative as
the objective value of the greedy solution does not decrease af-
ter including a new item. Besides, to track the performance of the
greedy+Max when the greedy solution collects a set of cost x,
we define the function g+(x) = g(x) + f(v | Si−1), where
v = argmaxj∈V \Si−1:Γ({j}∪Si−1)≤B f(j | Si−1).

After that, we consider the lower bound of the function g+ in the
specific interval. Following the definition of the fixed greedy index i,
zmax denotes the element that has the largest dispersion in OPTd \
Si−1. Note that zmax is the first abounded element from OPTd due
to the chance constraint. Denote by Sk∗ the partial solution. If Sk∗ is
obtained then zmax is removed. That implies zmax can be selected
by the algorithm as the augmenting item for the set Si where 0 ≤ i ≤
k∗−1. Therefore for x ∈ [0,Γ(Sk∗−1)], we define the greedy+Max
performance lower bound as g1(x) = g(x) + f(zmax | Si−1), so
that g1 ≤ g+ for x ∈ [0,Γ(Sk∗−1)].

Now we investigate the relation between OPTd, g1(x) and g′(x)
while x ∈ [0,Γ(Sk∗−1)] in Lemma 2 (proof in Appendix ??).

Lemma 2. For any x ∈ [0,Γ(Sk∗−1)], let i be the smallest greedy
index so that Γ(Si) > x. It holds that

f(OPTd) ≤ g1(x) + g′(x)
∑

j∈OPTd\zmax

Γ(j|Si−1).

Then we focus on the point x = Γ(Sk∗−1) and analyze the ap-
proximation behavior of the GGMA (Thereom 6) via Lemma 2.

Theorem 6. The solution obtained by the GGMA applying h :=
Γ(S) is a (1/2− o(1))−approximation.
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Proof. Following Lemma 2 and applying x = Γ(Sk∗−1), it gives

f(OPTd) ≤ g1(Γ(Sk∗−1))

+ g′(Γ(Sk∗−1))
∑

j∈OPTd\Zmax

Γ(j|Sk∗−1). (8)

Here the upper bound of the last term is given below. Recall that
|OPTd| = 
B�. Let ψ :=

√
V ar[W (Sk∗−1)]. It holds that∑

j∈OPTd\zmax

Γ(j|Sk∗−1)

=
∑

j∈OPTd

Γ(j|Sk∗−1)− Γ(zmax|Sk∗−1)

≤
∑

j∈OPTd

Γ(j|Sk∗−1)− Γ(zmax|Sk∗)

= 
B�+ η − c′max,

(9)

where η = κα

∑
j∈OPTd

(√
V ar[W (Sk∗−1 ∪ {j})]− ψ

)
and

c′max = Γ(zmax|Sk∗). Consequently, we have

f(OPTd) ≤ g1(Γ(Sk∗−1))

+ g′(Γ(Sk∗−1))(
B�+ η − c′max).
(10)

After that, we consider the value of g1(Γ(Sk∗−1)) in (10). Recall
that the surrogate weight of vk∗ is ck∗ . Then let c∗ := 1+κα

√
δ2k∗/3

and φ :=
ck∗ ·(Γ(Sk∗−1)+c∗)

Γ(Sk∗ )+η
. Two possible cases for it are listed as

follows.
Case 1. g1(Γ(Sk∗−1)) ≥ φ

c∗+φ
·f(OPTd). Since g1(x) ≤ g+(x)

for x ∈ [0,Γ(Sk∗−1)], it directly holds g+(Γ(Sk∗−1)) ≥ φ
c∗+φ

·
f(OPTd).

Case 2. g1(Γ(Sk∗−1)) <
φ

c∗+φ
· f(OPTd). For this case, we can

prove that g(Γ(Sk∗)) ≥ φ
c∗+φ

· f(OPTd) as following. First of all,
rearranging (10) gets

g′(Γ(Sk∗−1)) ≥ f(OPTd)− g1(Γ(Sk∗−1))


B�+ η − c′max

≥ c∗ · f(OPTd)

(c∗ + φ)(
B�+ η − c′max)
.

(11)

Besides, let g′min := argmini∈[1,k∗] g
′(Γ(Si−1)). Recall g′ is non-

negative and g(0) = 0, thus it holds that

g(x) ≥ x · g′min, (12)

for any x ∈ [0,Γ(Sk∗−1)]. Now we show that g′min ≥
f(vk∗ |Sk∗−1)

c∗ . Considering the greedy strategy of the GGMA, it
holds that g′(Γ(Si−1)) =

f(vi|Si−1)

ci
≥ f(vk∗ |Si−1)

Γ(vk∗ |Si−1)
in the i-th

generation for 1 ≤ i ≤ k∗. Observe Γ(vk∗ |Si−1) ≤ c∗ and
f(vk∗ |Si−1) ≥ f(vk∗ |Sk∗−1) for i ≤ k∗ as Si−1 ⊆ Sk∗−1 (recall
(1)). Therefore we have f(vk∗ |Si−1)

Γ(vk∗ |Si−1)
≥ f(vk∗ |Sk∗−1)

c∗ . Putting them

together yields g′min ≥ f(vk∗ |Sk∗−1)

c∗ . For any x ∈ [0,Γ(Sk∗−1)],
therefore it holds that

g(x) ≥ x · f(vk∗ |Sk∗−1)

c∗
. (13)

Then applying x = Γ(Sk∗−1) to (13), it gets

g(Γ(Sk∗−1)) ≥ Γ(Sk∗−1) · f(vk∗ | Sk∗−1)

c∗
(14)

Besides, since g′(Γ(Sk∗−1)) =
f(vk∗ |Sk∗−1)

ck∗ , rearranging (11) gets
f(vk∗ |Sk∗−1)

c∗ ≥ ck∗ ·f(OPTd)

(c∗+φ)(�B	+η−c′max)
. Putting them together, we

have g(Γ(Sk∗−1)) ≥ f(OPTd)·Γ(Sk∗−1)·ck∗
(c∗+φ)(�B	+η−c′max)

.

Now we can derive a lower bound for the objective value of the
set Sk∗ . Recall that vk∗ is the next added element for the solution
Sk∗−1. Thus f(Sk∗) is at least

g(Γ(Sk∗)) = g(Γ(Sk∗−1)) + ck∗g′(Γ(Sk∗−1))

≥ ck∗ · (Γ(Sk∗−1) + c∗)
(c∗ + φ)(
B�+ η − c′max)

· f(OPTd).
(15)

Furthermore, by Observation 1 it yields that Γ(Sk∗−1 ∪
{vk∗ , zmax}) = Γ(Sk∗) + c′max ≥ 
B�. Put them together gets

g(Γ(Sk∗)) ≥ ck∗ · (Γ(Sk∗−1) + c∗)
(c∗ + φ)(
B�+ η − c′max)

· f(OPTd)

≥ ck∗ · (Γ(Sk∗−1) + c∗)
(c∗ + φ)(Γ(Sk∗) + η)

· f(OPTd)

=
φ

c∗ + φ
· f(OPTd).

(16)

Therefore the GGMA achieves a φ
c∗+φ

-approximation. Since at least
one element is included in the greedy solution, the expression of

φ
c∗+φ

is (1/2 − o(1)). Additionally, as the objective value of the
augmented output solution T is no worse than g+(Γ(Sk∗)), it holds
f(T ) ≥ (1/2− o(1)) · f(OPTd).

7 Experiments

In this section, we regard the GA as the baseline algorithm and eval-
uate the experimental performance of other algorithms (namely the
GGA and the GGMA) on two significant submodular optimization
problems such as the maximum coverage problem (MCP) and the in-
fluence maximum problem (IMP) with chance constraint. Following
the specific setting described in Section 2, the expectation of each
element’s weight is set as 1, and the dispersion value of each item is
different.

7.1 The Maximum Coverage Problem

The first submodular problem is the maximum coverage problem [5,
9]. We consider a chance-constrained version of the MCP based on
the graph. Given an undirected graph G = (V,E), we denote the
degree of the node vi by D(vi), and the number of all nodes of V ′ ⊆
V and their neighbors in G by the objective function N(V ′). The
MCP aims to find a subset V ′ so that N(V ′) is maximized under the
constraint. Moreover, given a linear cost function c : V → R

+, the
problem under chance constraint is formulated as

argmax
V ′⊆V

N(V ′) s.t. Pr[c(V ′) > B] ≤ α. (17)

The graph used in the instances are frb30-15-01 (450 nodes and
17827 edges) and frb35-17-01 (595 nodes and 27 856 edges) [22].
In terms of settings, for each node vi, the cost ai is 1 but the value
of the dispersion δi is set by two different methods. The first method
is that δi is independently uniformly at random sampled from [0, 1].
To analyze our experiments more rigorously, we independently ran-
domly sample the value of dispersion five times for each graph.
Moreover, we also consider δi is associated with the degree of the
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Figure 1. N(V ′) (top) and |V ′| (bottom) for the graph frb30-15-01 with different budgets when δ is randomly sampled from the uniform distribution.

Figure 2. N(V ′) (top) and |V ′| (bottom) for the graph frb35-17-01 with different budgets when δ is randomly sampled from the uniform distribution.

node, which can be expressed as δi = D(vi)/
∑

v∈V D(v). Further-
more, we investigate all combinations of α ∈ {10−4, 10−5, 10−6}
and B ∈ {10, 15, 20, 25} for the experimental investigation of the
algorithms. The performance of the algorithms is measured in terms
of the function value N(V ′).

The experimental results are shown in figures 1, 2 and 3, which
indicate that for the instances with the same budget, both the func-
tion value and the number of nodes of the solution by the algorithms
GGA and GGMA decline as α increasing. They also show that the
performance of the GA is worse than GGA and GGMA using strat-
egy II among most instances. It also can be found that GA collects
fewer items before reaching the budget, which matches our theoret-
ical analysis. Besides, for the same strategy applied to the different
algorithms, the GGMA slightly outperforms the GGA while apply-
ing strategy I to the instances with a lower budget. Additionally, the
performance of the GGMA using strategy II is comparable to the
GGA.

In terms of strategies, we observe from figures that using strategy
II can improve the performance of all algorithms by strategy I. More
precisely, the algorithms with strategy I can output a solution that
includes more nodes but is with a lower function value, among most
instances. It is noticeable that the GGMA with strategy II can obtain
high-quality solutions for these instances.

7.2 The Influence Maximization Problem

We now study the influence maximization problem [28, 19, 11]. The
IMP aims to identify the set of users, who are the most influential in
a large-scale social network.

The goal of the IMP is to maximize the spread of influence over
a given social network, i.e., a graph of interactions within a group
of users [8]. This section presents the experimental analysis of some
chance-constrained IMP instances.

Let a directed graph be G = (V,E) to represent a social network,
in which each node vi ∈ V corresponds to a user, and the probability
pi,j of the edge in E represents the strength of the influence between
a pair of users vi and vj . The IMP aims to find a subset X ⊆ V such
that the expected number of nodes E[I(X)] (the objective function
of the problem) activated by propagating from X is maximized sub-
ject to the constraints. Given a linear cost function c : V → R

+ and
a budget B, the chance constraint version of the IMP is formulated
as

argmax
X⊆V

E[I(X)] s.t. Pr[c(X) > B] ≤ α. (18)

The dataset Social circles: Facebook consists of friends lists col-
lected from a social networking service, which includes 4,039 nodes
and 176,468 edges [12]. We transform the instances in this dataset
to chance-constrained IMP instances. For each node vi, its expected
cost is set as 1, and the dispersion δi is independently and uni-
formly sampled from [0, 1]. The algorithms are evaluated for all
pairs of budgets B ∈ {20, 50, 100, 150} and tolerate probabilities
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Figure 3. N(V ′) for the graphs frb30-15-01 (top) and frb35-17-01 (bottom) with different budgets when δ is based on the degree.

Figure 4. E[I(X)] (top) and |X| (bottom) for IMP with different budgets when δ is randomly sampled from the uniform distribution.

α ∈ {10−3, 10−4, 10−5}. We use the function value E[I(X)] to
evaluate the performance of algorithms, and independently sample
the value of dispersion three times to analyze our experiments more
rigorously.

Figure 4 clearly shows that the GA collects fewer nodes than other
algorithms and performs unwell when α is small. For the same bud-
get instances, the function value obtained sharply decreases with the
increasing value of α. This phenomenon is common among those
algorithms. Moreover, we observe that the GGMA includes fewer
nodes than GGA but obtains higher function values in most instances.

In terms of strategies, the results demonstrate that the algorithms
with strategy I is significantly worse in some instances than them
with strategy II, even worse than the GA although it collects more
elements. On the other hand, the algorithms applying strategy II can
fix it in most instances, which coincides with our theoretical analysis.
In addition, the GGMA beats the GGA in terms of the quality of the
output solution in most instances.

8 Conclusion

The paper studied a chance-constrained submodular optimization
problem with variable uncertainties and investigated the performance
of the GA, the GGA, and the GGMA on it. In the setting, the weights
of elements are sampled from distributions with the same expecta-

tion but varied dispersion values. We found that the GA does not
perform well even in some linear instances. Besides the GGA and
the GGMA respectively can achieve guarantee a (1/2 − o(1))(1 −
1/e)−approximation and a (1/2−o(1))−approximation of the opti-
mal solution for a deterministic setting. Additionally, the experimen-
tal results showed that the GGMA using the surrogate weight based
on the one-sided Chebyshev’s inequality beats other algorithms in
some instances of the MCP and the IMP which are typical submod-
ular problems.

The future work is to broaden the exploration of chance-
constrained submodular problems with variable weights and un-
certainties, and potentially different distributions. These subsequent
studies will be both challenging and engaging, with the aim of yield-
ing more meaningful insights to enhance our comprehension of the
problem.
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