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We ‘Hear’ the Structure Our Mind Creates
Hisao Tokizaki
Sapporo University

ABSTRACT. Chomsky (2021) argues that children ignore what they hear (linear order) and rely on
the structure they never hear. This paper claims that an utterance contains prosodic features such as
pause, pitch and stress, which the hearer uses in interpreting the hierarchical structure the speaker
intends. In this sense, we ‘hear’ the structure our mind creates. I point out the fact that a pause and a
boundary tone may well appear at the end of a phrase and tell the hearer that there is a constituent break
there. It is also argued that phrasal stress, which is assigned to the bottom of a structure, helps the hearer
to construct the hierarchical structure the speaker intends. The syntax-phonology interface is explained

in terms of a mapping rule and Set Stress.”
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1. Externalization in the architecture of grammar
In the minimalist program of linguistic theory, it has been argued that narrow syntax
derives expressions, which are externalized to the sensori-motor (SM) medium (Chomsky 2021

among others), as shown in (1).

(1) Narrow syntax (Merge)

v

Derivation — Externalization — Sensory-motor (SM) medium

v

Conceptual-Intentional (CI) interface

To illustrate this architecture, let us consider some examples. If we have two syntactic objects
X and Y (words or phrases) in the Workspace, we can merge them together to make a set {X,
Y}, which has no linear order. This set is externalized to the sensori-motor system in the form

of asequence X YorY X.

* This article is based on my presentation at the 13th workshop on the Phonological Externalization of
Morphosyntactic Structure: Theory, Typology and History held online, February 12, 2023. I would
like to thank the participants of the workshop. This work was supported by JSPS KAKENHI (Grant
Number 20H01269).
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2 a XY
b. {X,Y} Merge

c. XYorYX Externalization = Linearization

If there is another syntactic object Z in the Workspace, Z can merge with the set {X, Y} to
make a larger set {{X, Y} Z}, which has no linear order in the syntax. This set is externalized

in one of the orders shown in (3¢).

3) a X Y,Z
b. {{X,Y},Z} Merge
c. XYZ,YXZ,ZXYorZY X  Externalization = Linearization

In this standard view of externalization shown in (2) and (3), the Externalization of a
hierarchical structure amounts to the linearization of syntactic objects.

However, I point out that Externalization contains more information than the linear order
of syntactic objects shown in (2¢) and (3¢). Specifically, I argue that the speaker encodes the
hierarchical structure in (3b) with prosody including pause, pitch and stress as shown in (4c¢),

where stressed objects are in bold.!

4 a X, Y,Z
b. {{X,Y},Z} Merge
c. XYZ YXZ,ZXYorZYX  Externalization = Linearization + Prosody

Here, adjacent syntactic objects can be separated by a pause. I will discuss the role of pause,

pitch and stress in encoding/decoding hierarchical structure in section 3.

2. Agreement and structure
Chomsky (2021: 8) argues that agreement is based not on the linear order but on the
structure. He points out that the sentence in (5) is “mastered by children as young as 30 months

of age or less as experiment has shown:™?

! Generally, the order YX Z in (3c) is not acceptable because it represents the structure [zp [yp Y X]
7], which violates the Final-Over-Final Constraint (Biberauer et al. 2014).
2 Chomsky put a footnote here: “According to some experimental work, down to 18 months. Shi et

al. (2020).” In fact, Shi et al. (2020) use the French sentences in (i) for their experiments.

(1) a. [La bananerem dans le chapeaunias]rem, ellerem/*ilvas V ...

the banana in the hat it
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(5) the boy and the girl are/*is in the room

He argues that the child does not use adjacency but relies on the structure, as shown in the

citation in (6) (underscore HT).

(6) To determine agreement, the child does not use the simplest computational rule,

adjacency. Instead, the child reflexively relies on something it never hears: the structure

its mind creates. The child then assigns plurality by virtue of the nature of this abstract
structure. (Chomsky 2021: 8)

The structure of the sentence (5) can be represented as in (7).

%) TP
/\

&P T
})Q/\&’ T/\vp
N & op, v pp

| l N
ate

N\
the b!)y all\d D N P DP
| | el N
the girl [*is | in D N
the room

In (7), the verb should agree with &P the boy and the girl, not with DP; the girl, hence the verb
form should be are rather than is. I basically agree with the idea that this example shows that
the child relies on the structure, not on the linear adjacency.

However, some questions arise. Does the child only hear the words linearized in a
sequence? Aren’t there any prosodic cues in (7) that makes the verb agree with the &P rather
than DP»? Can we say that DP; is really ‘adjacent’ to the verb even if they are separated by a
pause? Below I argue that we ‘hear’ the prosody that the speaker uses in the Externalization of

syntactic structure.

3. The structure encoded in prosody
3.1 Pause duration
First, we ‘hear’ silence between words and phrases. When we utter the sentence in (5)

above, we are likely to put a pause of some length between the subject the boy and the girl and

b. [La bananarsm et le chapeaumas]vas, ilsmas/*ellesrem V ...

the banana and the hat they



90 HISAO TOKIZAKI

the verb are, as shown in (7) where x shows a certain length of pause (cf. Selkirk’s (1984)

silent demibeat).
(7) The boy and the girl x are in the room.

In an interview in 2023, Chomsky talked about the subject-verb agreement using an example

similar to (7).
(8) John and Bill are/*is here.

His utterance of this sentence in the interview is analyzed as Figure 1 with the Praat software.*

John and Bill are here

FIGURE 1

Here Bill and are are separated by a long pause, which might be due to some emphasis on the
verb form. However, if we compare a complex subject with a simple subject, the pause between
the subject and the verb is likely to be longer in a sentence with a complex subject than in a

sentence with a simple subject, as shown in (9).

(9) a. The boy and the girl x are in the room. (= (7))

b. The girl is in the room.

Cooper and Paccia-Cooper (1980) observe that the more complex the syntactic constituent, the
more likely a pause is to appear. Then, the hearer ‘hears’ the silence between the subject and
the verb in (9a) but not in (9b).

* Noam Chomsky on Theories of Linguistics (Part 2) Closer To Truth Chats (4:13)
https://youtu.be/E4KhK3kktcM?t=264

4 https://www.fon.hum.uva.nl/praat/
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How can we explain the effect of syntactic complexity on pause? In Tokizaki (1999,

2008), I propose a syntax-phonology mapping rule shown in (10).>
(10) Interpret a syntactic bracket [ or ] as a phonological boundary /.

This rule maps the syntactic structure of the sentences in (7) onto the prosodic structure as
shown in (11) and (12), where the boundaries between the subject and the verb are

underscored.®

(11) a. [1p [&p [DpP the boy] [« and [pp the girl]]] [ve are [pp in [pp the room]]]]
b. /// the boy // and / the girl //// are / in / the room ////

(12) a. [1p [pp the girl] [vp is [pp in [pp the room]]]]
b. //the girl // is/ in / the room ////

Between the subject and the verb, there are four prosodic boundaries in (11b) and two
boundaries in (12b). Thus, we can correctly predict that the pause between subject and the verb
is longer in (9a) (= (11)) than in (9b) (= (12)).

In this sense, the girl and the verb are not adjacent as claimed by Chomsky in (5), but are
separated by a pause, which I claim is a phonetic realization of the phonological boundaries.
In other words, the long pause between the girl and are in (9a) (= (11)) tells the hearer that the
girl and the following VP are not sister constituents in the sentence. The pause helps the hearer
to find that the intended subject is the boy and the girl rather than the girl.

This effect of pause is also seen in the high/low attachment of relative clauses in
psycholinguistics. The sentence in (13) is ambiguous in that the relative clause modifies the

high NP the servant of the actress or the low NP the actress.
(13) Someone shot the servant of the actress who was on the balcony.

It has been pointed out that this sentence can be disambiguated by placement of pause (#) as
shown in (14) (cf. Schafer 1997, Fodor 2002, Jun 2003, Hwang et al. 2011).

(14) a. Someone shot the servant # of the actress who was on the balcony.

b. Someone shot the servant of the actress # who was on the balcony.

> In Tokizaki and Okazaki (2022: 28-29), I discuss how to reinterpret the mapping rule (10) as an
Externalization rule in the minimalist program.
% In (11a) and (12a), I omitted the head T and its intermediate projection T’ between girl and are/is

because T does not contain any phonetic features (cf. Tokizaki 1999, 2008).
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The listener is likely to interpret (14a) as the low attachment and (14b) as the high attachment.
I argue that this preference of interpretation is due to the difference in syntactic boundaries as

shown in (15), where I omit the boundaries irrelevant to the discussion.

(15) a. Someone shot the servant of [the [actress [who [was [on [the balcony]]]]]]

b. Someone shot [[the [servant [of [the actress]]] [who [was [on [the balcony]]]]]]

The mapping rule (10) applies to the low attachment (15a) and the high attachment (15b) and
gives (16a) and (16b), respectively.

(16) a. Someone shot the servant of / the / actress / who / was / on / the balcony //////

b. Someone shot // the / servant / of / the actress //// who / was / on / the balcony //////

Between actress and who, there is only one prosodic boundary in the low attachment (16a) and
four prosodic boundaries in the high attachment (16b). The listener is likely to interpret the
pause between actress and who in (14b) as a sequence of boundaries in (16b) rather than a
boundary in (16a). Then, we can ‘hear’ the structure in this case as well as in the subject-verb

agreement case in (7) and (8).

3.2 Pitch
In addition to pause, pitch signals the structure the speaker creates in their mind. Let us

look at the pitch contour of the utterance in (8).

H% L%

John and Bill are here

FIGURE 2

The pitch contour shows that there is a H% boundary tone at the end of the subject NP and a
L% boundary tone at the end of the sentence. If we assume that a boundary tone appears at the

end of an intonational phrase (IntP), we can represent the intonational phrasing in (8) as (17).
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(17) (e John and Bill) (e are here)

The hearer hears the boundary tones as well as pause in (8) to construct the prosodic structure
in (17). This prosodic structure helps the hearer to build the syntactic structure (18a) rather than
(18b).

(18) a. [[John and Bill] [are here]]
b. [John and [Bill are here]]

If we apply the mapping rule (10) to (18a) and (18b), we get the phonological representations
in (19a) and (19b), respectively.

(19) a. //John and Bill // are here //
b. /John and/ Bill are here //

The intonational phrasing in (17) matches (19a) rather than (19b) because there are two
boundaries between Bill and are in (19a). Thus, the hearer hears the intonational phrasing in
(17) and recognizes that the structure the speaker intended is (18a) rather than (18b). In this

sense, the hearer ‘hears’ the structure through the syntax-phonology mapping mechanisms.

3.3 Stress
Next, let us consider the function of stress in the interpretation of structure. The sentence

in (8) is most likely to be uttered with stress on Bill and here.
(20) John and Bill are here

This stress placement can be seen in an analysis of the utterance (8) shown in Figure 3.

John and Bill are here

FIGURE 3
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Here we can tell high intensity on Bill and here from the wave form in the upper part and the
green line in the lower part.’

It has been argued that stress is assigned to the bottom of a syntactic tree diagram (Cinque
1993, cf. Szendréi 2001, Reinhart 2006). In order to formalize this idea in the minimalist
grammar, Tokizaki (2018, 2020a, b) proposes a rule Set Stress (21).

(21) Assign Strong to a set and Weak to a terminal.
This rule applies to the sentence in (20) to derive a representation in (22).%

(22) TPs
/\
&Ps T’s
RN
P PN
Jolhn &w  NPs Vw AdvPs

and Bill ¢ alre here o

Here, I assume that the words John, and, and are are non-branching terminals while {Bill, o}
and {here, @} are sets consisting of a word and an unpronounced modifier (o) (see Tokizaki
(2018, 2020a, b) for the problem of the first Merge). Bill and here receive the main stress in
the subject and in the predicate because they are dominated only by S. Thus, we can explain
the connection between stress and structure in terms of the rule (21).

The hearer can use the stress location for parsing the sentence structure. In (20), the stress
on Bill and here helps the hearer to choose the structure intended by the speaker (23a) rather

than the other structures, some of which are shown in (23b, ¢, d).’

(23) a.
John and Bill are/l}Te
b. *
John and Bill are here
c.*

PN
John and Bill are here

" In Figure 3, are also has some intensity, which is due to emphasis on the verb form.

¥ In (22), both &Ps and T’s are assigned S. This would cause stress clash between these constituents.
In Tokizaki (2018), I argue that this problem does not occur if we assume Transfer of VP to the
phonological component.

? In (23), I omit zeros (o) after Bill and here in (20) for the sake of simplicity.
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John and Bill are here

The stress is correctly assigned to the bottom of a structure in (23a), but not in (23b, ¢, d). In
(23a), the stressed words Bill and here are at the bottom of the structure containing them. In
(23b), neither John nor and receives stress, and Bill is assigned a stress even though Bill is not
at the bottom of the structure dominating Bill are here. In (23c), Bill is assigned a stress even
though it is not at the bottom of the structure dominating John and Bill. In (23d), a stress should
fall on are rather than Bill, and here should not receive stress because Ahere is not at the bottom
of the whole structure. Thus, the hearer can correctly build the structure the speaker intended

with the help of stress as well as pause and pitch.

4. Conclusion

As Chomsky (2021) claims, it is an amazing fact that we rely on structure rather than
linear order. However, utterances are not just a linear order of meaningful elements; they also
contain prosody such as pause, pitch and stress, into which we encode information about the
structure according to the rules of syntax-phonology interface, such as boundary mapping (10)
and Set Stress (21). The hearer hears the prosody of utterances and uses it in parsing the
sentence structure. In this sense, we (including children) ‘hear’ the structure our mind creates.

Of course, I am not arguing against Chomsky’s claim that we rely on the structure our
mind creates. The point is that structure is encoded in prosody, which we can ‘hear’ and use in

learning and using languages.
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