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Abstract

This paper investigates representations of outer matrix inverses with prescribed range and/or null
space in terms of inner inverses. Further, required inner inverses are computed as solutions of appro-
priate linear matrix equations (LME). In this way, algorithms for computing outer inverses are derived
using solutions of appropriately defined LME. Using symbolic solutions to these matrix equations it
is possible to derive corresponding algorithms in appropriate computer algebra systems. In addition,
we give sufficient conditions to ensure the proper specialization of the presented representations. As a
consequence, we derive algorithms to deal with outer inverses with prescribed range and/or null space
and with meromorphic functional entries.
Keywords: outer inverse; inner inverse; matrix equation; computer algebra; specialization of matrices;
matrices with functional entries.
Mathematics Subject Classification: 15A09

1 Introduction

For a given matrix A, an important characterization of generalized inverses arises from the following
Penrose equations with respect to X:

(1) AXA=A (2) XAX=X (3) (AX)*=AX (4 (XA =XA.  (11)

The Moore-Penrose inverse AT of A is the unique solution to (1.1). The Drazin inverse AP of A € C"*" is
the unique matrix X € C**™ which fulfills the matrix equation (2) in conjunction with

(1%) AHIX = Al 1 >ind(4), (5) AX = XA.

Here, ind(A) = min {j| rank(A7) = rank(A7™)} means the index of A. The group inverse X = A#
coincides with the Drazin inverse in the case ind(A4) = 1. The set of generalized inverses defined by the
equations implied by S C {1,2, 3,4, 1¥,5}, such that the equation (i) is satisfied for each i € S, is denoted
by A{S}. Any element from A{S} is termed as S-inverse of A and is denoted by A(S).

Let R( ) and M ( ) denote the range space and the null space of a given matrix, respectively. Arbitrary

X € A{S}, constrained by R(X) = R(B) (resp. N(X) = N(C)) is termed as Ag.f()B)’* (resp Asz/(c)).

*Corresponding author



A selected X € A{S} which fulfils R(X) = R(B), N(X) = N(C) will be denoted by Al rcy-
The collection A{S} with known R(B) (resp. N(X) = N(C)) will be termed as A{S}gp). (resp.
A{S}i n(c)- Generalized inverses satisfying (2) (resp. (1)) form {2}-inverses or outer inverses (resp. inner
or {1}-inverses). For other important properties of generalized inverses see [1, 31].

Most important generalized inverses AT, AP and A# are particular outer inverses [31]:

Al = AggA*),N(A*)’ AP = Angk),N(AkV A = Ang),N(A)' (1.2)

Representations and numerical algorithms for computing {2}-inverses have been investigated in a num-
ber of researches, among others, those in [2, 4, 5, 14, 22, 33, 34].

Symbolic computation of different varieties of generalized inverses is constituted as an important area of
computer algebra and scientific computing. It is well known that numerical algorithms often lack numerical
stability and some small quantities are identified as zeros. Also, the discontinuity of the pseudoinverse
causes certain problems in numerical computation. During the symbolic implementation, variables are
stored in “exact” form without numerical values, so that cumulative round off errors are completely removed
[10].

Moreover, algorithms developed for processing matrices in symbolic form, with unevaluated entries, are
applicable to certain classes of matrices and to as well as to a much broader class of problems compared
to widespread traditional numerical algorithms which are applicable to constant matrices with certain
numerical values. Results generated with unassigned symbols can be used in defining various classes of
test problems and, consequently, in the attestation of some hypothesis.

On the other hand, symbolic computation has certain disadvantages. Primarily, generating solutions
in analytical form occupies a large amount of memory and it is time consuming. For this purpose, simpli-
fications in symbolic computation are important. But, when analytical algorithms become unattainable or
unusable it always remains possible to use approximate numerical methods in any particular instance.

Various algorithms for error-free and symbolic construction of various generalized inverses have been
proposed and extensively investigated. Algorithms for symbolic computation of matrix generalized in-
verses can be separated in two different approaches: approach that uses an appropriate representation of
the polynomial elements and the approach based upon the matrix interpolation method. Also, effective
versions of these algorithms, appropriate for polynomial matrices where only a few polynomial coefficients
are nonzero, are developed. The set of one-variable as well as the set of multiple-variable matrices are
considered. Effective representations of multiple-variable polynomial matrices are described in [16].

Single-modulus and multiple-modulus residue arithmetic algorithms for the exact pseudoinverse compu-
tation of a matrix with rational element were developed in [18]. Various error-free Leverrier-Faddeev-type
algorithms, applicable to polynomial matrices, were investigated in [6, 9, 10, 11, 12]. Several extensions of
the Greville’s partitioning method from [7], that are applicable to matrices whose entries are unevaluated
rational expressions and/or polynomials expressions, were identified in [16, 17, 25, 29]. The algorithm based
on the LDL* factorization and aimed to exact computation of {1,2,3},{1,2,4} inverses was proposed in
[23]. An efficient algorithm for the exact evaluation of the QDR decomposition and its application in
developing corresponding algorithm for symbolic computing AE,?_ )S inverses of univariate unevaluated poly-
nomial or rational matrices was given in [26]. Yu and Wang in [35] introduced an algorithm for generating
{2}-inverses of polynomial matrices. In [19], the authors proposed an algorithm which is able to reduce
the computation of the Drazin inverse over certain computable fields whose entries are rational functions
of finitely many transcendental elements over a complex field into the computation of the Drazin inverse of
matrices with multivariate rational entries. The main idea consists in replacing the functions that appear
in functional entries by new variables. As a consequence, the computation of generalized inverses of ma-
trices with rational functional entries is reduced to an equivalent but simpler computational problem on
matrices whose entries are rational numbers. In this way, the problem of symbolic calculation of generated
inversions as well as calculations in matrix algebra is reduced to a simplified form. The key point in this
approach is to find sufficient conditions for matrices over a field to ensure that a generalized inverse is
stable with respect to the specialization.

Groebner basis approach for generating the Drazin inverse was originated in [21].



Major outcomes of the present manuscript can be highlighted as follows.
(i) An extension of the Urquhart formula from [30] is proposed. This extension gives representations of
outer matrix inverses with prescribed range and/or null space in terms of inner inverses.
(i) An algorithm for obtaining effectively generalized inverses is proposed on the basis of proposed represen-
tations. This algorithm consists of two major steps: generate required inner inverse by solving appropriate
linear matrix equation (LME) and then multiply the obtained result by appropriate matrix expressions.
(iii) New approach in symbolic computation of outer generalized inverses over the field K(x) of rational
functions with coefficients in the field K and with respect to variables x is proposed. The approach is based
on solving appropriate LME symbolically.
(iv) Our important topic is symbolic computation of generalized inverses of matrices with functional
entries over a field with or without an involution. We show how to reduce the generalized inversion over
certain computable fields to a simpler computation on matrices with rational functions as entries. As a
consequence, we derive an algorithm to compute, in symbolic form, {2}-inverses with determined range
and/or null space. The characterizations and representations for the Moore-Penrose and the Drazin inverse
are derived in particular cases.

The overall organization of sections is as follows. Representations of outer and inner generalized inverses
with prescribed range and/or null space in the form B(CAB){1}C are considered in Section 2. Section 3
is aimed to representations and symbolic computation of generalized inverses of matrices which entries are
multivariate rational expressions. Section 4 gives some representative examples in symbolic and generic
form. Properties of generalized inverses with respect to specializations are considered in Section 5. More
precisely, that section investigates the behavior of generalized inverses after the replacement of functional
entries f = (f1,..., fp) by unknown variables x = (x1,...,2,) and future value assignments defined after
the replacement of the unknowns x = (z1,...,2,) by constant field elements ¢ = (c1,...,¢p).

Throughout this paper we will use the following notation. A field of characteristic zero is termed as K,
x = (21,...,2p) is a p-tuple of indeterminates. We will denote by K[x] the polynomial ring with coefficients
in the field K and variables x. Similarly, K(x) is the field of rational functions with coefficients in the field
K and with respect to unknown variables x; i.e. K(x) is the quotient field of K[x]. For a field F, say e.g.
F =K or F = K(x), we denote by F™*™ the set of m x n matrices over F. Moreover, for M € F™*" we
denote by R(M) and by A (M) the range and null space of M over F, respectively.

2 Representations of outer generalized inverses over K(x)

The key idea for the design of our algorithms is the use of particular representations of the outer inverses
by means of inner inverses. In [24], we provide a complete description of this type of representations over an
arbitrary field, that in fact are inspired in [13], [28]. Here, we slightly give a different approach for the case
of K(x) as ground field, although they are applicable for arbitrary fields, and where the precise description
of the representations are emphasized. In order to simplify presentation, the notation o(Ay, ... Ax) will be
used instead of rank(A;) = - -+ = rank(A4y).

We start recalling that K(x)”™*™ is a regular (Von Neumann) ring (see e.g. [24, Lemma 2.1.]). The
next result gives a useful correlation between inner inverses and outer inverses with predefined range.

Corollary 2.1. If A € K(x)™*" and B € K(x)"** satisfy o(AB, B), then
A{2}r(B).« = B(AB){1}. (2.1)
Proof. See Theorem 2.3. in [13] and Theorem 3.3. in [24]. O

Computationally, the direct consequence of Corollary 2.1 is that the outer inverses, with prescribed
range, are of the form BU, where U € K(x)¥*™ is a solution of the LME (AB)U(AB) = AB with respect
to U € K(x)**™. However, (AB)U(AB) = AB can be simplified into BU(AB) = B. Details are provided
in Corollary 2.2.



Corollary 2.2. If A € K(x)™*" and B € K(x)"** satisfy o(AB, B), then
A{2}r(p)» = {BU|U € K(x)**™, BUAB = B} (2.2)
Proof. Tt follows from Theorem 2.3. in [13], and using that K(x)™*™ is regular. [

Theorem 2.1 gives an analogous representation of outer inverses with prescribed range on the basis of
the LME BUCAB = B, where C € K(x)™>™.

Theorem 2.1. Let A € K(x)™*", B € K(x)™**, C € K(x)*™.
(a) The next assertions are equivalent:

(i) thereis X € A{2} of the form X := B(CAB)WC € K(x)"*™ such that R(X) = R(B), denoted
by Ang),*;

(ii) there exists U € K(x)k*! which provides BUCAB = B;

(iia) there exists X € K(x)"*!, X € R(B), which provides XCAB = B;

(i) N(CAB) = N(B);

(iv) B(CAB)YCAB = B;

(v) o(CAB,B).

(b) In addition, if (a) holds for A, B,C, then

{BUC | U € K(x)"*!, BUCAB = B, o(CAB,B)} (2.3)
= {B((caB)Y +Y (1, - caB(CAB)M)) c’ Y e K(x)*'} (2.4)
= B(CAB){1}C (2.5)
= A{2}R(B),*~ (2.6)

Proof. (a) (i)=(ii). Let X € K(x)"*™ satisfy XAX = X and X := B(CAB)MC. Then there exists some
U € K(x)**! satisfying X = BUC. Also, R(X) = R(B) implies the existence of W € K(x)™** such that
B = XW. These two facts further imply B = XW = XAXW = XAB = BUCAB.

(ii)=(iii). Using known result N'(B) € N (CAB) in conjunction with BUCAB = B for some U € K(x)**!,
it follows N (CAB) C N(BUCAB) = N(B), and later N(CAB) = N(B).

(iii)=(iv). As N(CAB) = N(B) initiates B = VCAB, for some V € K(x)"*!, it follows that
B=VCAB=VCAB(CAB)YCAB = B(CAB)YCAB.

(iv)=(i). Let B = B(CAB)YCAB, and set X = B(CAB)VC. Then XAX = X immediately follows.
Now, using X = B(CAB)WC and B = B(CAB)W)CAB = X AB one concludes X € A{2}r(p).

(ii)<(iia). Follows from X := BU.
(iv)e(v). Evidently.
(b) Since N'(B) = N(CAB), it follows that B(CAB)")CAB = B, which implies solvability of the equation
BUCAB = B. In addition, U is of the general form
BWB(CAB)Y +Y — BOBYCAB(CAB)W,

which implies that X := BUC is given by (2.4).
The equation X AX = X can be verified straightforward. Clearly, R(X) C R(B). On the other hand
XAB = BUCAB = B implies rank(X) = rank(B) and further R(X) = R(B).



Finally, using Urquhart result and [1, Corollary 1, P. 52.], we can obtain
{B((cAB)V +Y (- caB(CAB)V)) © ] Y € K(x)'}
- {B ((CAB)<1> Ty - (OAB)<1>CABYCAB(CAB)<1>) C ‘ Y e K(x)le}
= B(CAB){1}C.

Finally, after the verification of { B(CAB){1}C| rank(B) = rank(CAB)} = A{2}x(p) . the proof is fin-
ished. O

In Theorem 2.1, outer inverses of A, with a prescribed range described by B, are expressed in terms of a
third matrix C. Taking into account this, for fixed and arbitrary matrices A € K(x)™*", and B € K(x)"**,
and for every | € N, we introduce the set

Ci(A,B) = {C € K(x)"*™| o(CAB, B), rank(B) < rank(C)}.
as well as
Ne = B(CAB){1}C, C € (A, B).
In this situation, the following theorem holds.

Theorem 2.2. The set of outer inverses of A € K(x)™*" defined by the range of B € K(x)"** is equal to

Arm-=UJ U 2c (2.7)

I>1 C€C/(A,B)

Proof. Clearly, Theorem 2.1 leads to Q¢ € A{2}x(p),s, for each C € Ci(A, B). Further, Corollary 2.1
implies A{2}% By« = Q1,,- So,

A{2}r(B)« = Q1,, C U U Qc C A{2}r(B) +

I>1 CeCi(A,B)
which completes the proof. [

The previous development admits a dual treatment for the case of outer inverses with predefined null
space. Theorem 2.3 is dual to Theorem 2.1. Before stating it, it is important mentioning that Theorem
3 proposed in [28, Theorem 5] offers several equivalent characterizations and computationally efficient
representations of A{2}, r(¢). Also, the following dual result with respect to Corollary 2.1 also holds.

Corollary 2.3. If A € K(x)™*" and C € K(x)"*™ satisfy o(CA,C), then
A{2}, (o) = (CA){1}C. (2.8)

Theorem 2.3. Let A € K(x)™*" and C € K(x)"*™ be fired and B € K(x)"**.

(a) The next statements are equivalent

(i) there is X € A{2} of the form X := B(CAB)MC € K(x)"*™ which meets N'(X) = N(C),

denoted by ASJ)\/(C) ;

(ii) there is V € K(x)**! such that CABVC = C;
(iia) there is X € K(x)**™, X € N(C), satisfying CABX = C;

(iil) R(CAB) =R(C);
(iv) CAB(CAB)M)C = C;
(v) o(CAB,C).



(b) In addition, if (a) holds for A, B,C, then

{BVC |V eK(x)"!, CABVC =C, o(CAB,C)} (2.9)
- {B ((CAB)“) n (Ik - (CAB)<1>CAB) Y) C‘ Y e K(x)’m} (2.10)
— B(CAB){1}C (2.11)
A2}, n (o) (2.12)

Also, using Theorem 2.10. in [13], and the fact that every field is a right FP-injective ring (see Def.
2.6. in [13]), one gets the dual version of Corollary 2.2.

Corollary 2.4. If A € K(x)™*" and C € K(x)™*™ satisfy Kc = Kca, then
A2} v(o) = {CV |V e K(x)"™™, CAVC = C} (2.13)
Now, for every k € N, and for fixed and arbitrary A € K(x)™*", C' € K(x)"*™ we introduce the set
Bi(A,C) = {B e K(x)"** | o(CAB,C), rank(C) < rank(B)}.

as well as

Qp = B(CAB){1}C, B € Bi(A4,QC).
In this situation, Theorem 2.4 is valid.
Theorem 2.4. Let A € K(x)™*", C € K(x)"*™. Then
A2bnve=J U s (2.14)
k>1 BeBiL(A,C)

Proof. According to Corollary 2.3 and Theorem 2.3,

A{2} vy =Q1, C U U Qp € A{2}, N0

k>1 BEB(A,C)

and the proof follows immediately. [

In the essence, we investigate the influence of the matrix C' € K(x)"*™ with variable dimension [

satisfying rank(C' AB) = rank(B) in Theorem 2.1. Analogously, the influence of the matrix B € K(x)"**
with variable dimension k satisfying o(CAB, C) is considered in Theorem 2.3.

Result for A%EB),N(C) is a consequence of theorems 2.1 and 2.3.

Corollary 2.5. Let A € K(x)™*", B € K(x)"** and C € K(x)"*™. Then Ang) N(c) Possesses the
following representation:

{AggB),N(C)} = {BVC |V e K(x)"!, CABVC =C, o(CAB,B,C)} (2.15)
{BUC |V e K(x)"!, BUCAB = B, o(CAB,B,C)} (2.16)
(2.17)
(2.18)

{BUC |V e K(x)**!, BUCAB = B,CABUC = C, 9o(CAB, B,C)
= {B(CAB){1}C| o(CAB, B,C)}.

Also, the following notation is useful:

Qp.c = B(CAB){1}C, B € By(A,C), C € C/(A,B).



Corollary 2.6. The outer inverse X := Ang) N(C ofA € K(x)™*"™ is represented as

(2) -
AR(B),N(C) = Qp.c-

;From the previous results one gets a complete description of the inner and outer inverses.

Corollary 2.7. Let A € K(x)™*™, then

A=Y U { (CAB)MC| B € K(x)"™*,C € K(x)>*™, @(CAB7A)}~
keNleN

Corollary 2.8. Let A € K(x)™*" and C € K(x)"*™. Then,

A2} o) = | {B(CAB)VC| B e K(x)" ", o(CAB,C)}.
keN

Corollary 2.9. Let A € K(x)™*" and B € K(x)"**. Then,

A2}« = | {BCABVC|C e Rx)'™™, 0(CAB, B)} .

leN

Remark 2.1. Urquhart representation investigated a fized expression X := B(CAB)MC and then gives
corresponding statements about X . Our representations derived in theorems 2.1, 2.3 and Corollary 2.5 offer
complete characterizations of outer inverses in terms of B(CAB){1}C. More precisely, our representations
imply that all outer inverses can be presented in the form B(CAB){1}C.

3 Symbolic computation of generalized inverses based on LME

In general, presented results offer one specific and efficient computational-algorithmic framework based
on solving appropriate equations and then multiplying the obtained solution by appropriate matrices. A
selected approach used in solving underlying equations can generate corresponding class of algorithms.
Approach based on the usage of Gradient Neural Networks (GNN) and Zeroing Neural Network (ZNN) is
very popular and based on the Frobenius on the error matrix which is defined on the basis of an appropriate
matrix equation which is being solved. The GNN evolution design is defined upon the Frobenius norm
of the matrix corresponding to the equation which is being solved. In [28], starting from theoretical
characterizations and representations, the GNN evolution was used in solving underlying matrix equations
and proposed a number of algorithms for calculating outer and inner inverses with predefined range and/or
null space for matrices over a field. In time-varying case, ZNN evolution is defined using, so called,
Zhang functions which represent the underlying equation in matrix, vector or scalar case [8, 36]. Also,
the hyperpower iterative method with numerous modifications are defined using the powers of the residual
matrix corresponding to the underlying matrix equation [27, 32].

In the present article, an approach based on finding symbolic solutions to underlying matrix equations
over an arbitrary field is proposed.

According to the results presented in Theorems 2.1, 2.3 and Corollary 2.5 it is possible to state the
Algorithm 1 for computing B(CAB)MC.

Algorithm 1 Computing outer inverse with prescribed range and/or null space.
Require: A € K(x)™*", B € K(x)"*F, C' € K(x)"*™.
1: Solve symbolically the LME
BUCAB = B if o(CAB, B) or
CABUC = C if o(CAB,C).
2: Compute X := BUC.
3: Return X.

The output of Algorithm 1 is defined in Corollary 2.5.



Corollary 3.1. Let A € K(x)™*", B € K(x)"*F, C € K(x)"*™. Then the output X of Algorithm 1
satisfies

2
(1) X = AR5,

(2) X = Ai% () == 0(CAB,C);
(3) X = ARl ) ey <= o(CAB, B,C);
(4) X = AR ) <= o(CAB,B,C, A).

<= o(CAB, B);

Proof. Follows from theorems 2.1, 2.3 and Corollary 2.5. O

The output of Algorithm 1 depending on specific values of A, B, C is defined in Corollary 3.2. For the
core-EP inverse, in statement (8) in Corollary 3.2, we refer to [15].

Corollary 3.2. Let K(x) be taken as C(x). The output X := B(CAB)MC of Algorithm 1 satisfies:
(5) X = AP if B=C = A*, k > ind(A).

(6) The group inverse X = A¥ if B=C = A.

(7) X = AT if B=C = A* or when BC = A* is a rank factorization of A*.
(8)

(9)

8) The core-EP inverse X = A® = A* ((Ak)*AkH)(l) (AF)* A%(Ak N((ary f B= AR, C = (AR~

9) The core inverse X = A® = A (A*AQ)(U A* = A%EA N(A%) ifB=A, C = A"

The following Mathematica function GinvBC[A_, B_, C_] is aimed to perform the implementation of
Algorithm 1, which requires the computation of X := BUC, where BUCAB = B or CABUC = C.

GinvBC[A_, B_, C_] :=
Module[{m, n, k, 1, U, C1 = C.A.B},
{n, k} = Dimensions[B]; {1, m} = Dimensions[C];
If [MatrixRank[C1] < MatrixRank[B] && MatrixRank[C1] < MatrixRank[C], Return[{}]];
U = Table[Subscript[u, i, jl, {i, k¥, {j, 1}1;
vars = Flatten[U];
If [MatrixRank[C1] == MatrixRank[B],
ret = Solve[B.U.C1 == B, vars] // Simplify,
ret = Solve[C1.U.C == C, vars] // Simplify
1;
ret = vars /. Sort[Flattenl[ret]];
U = Table[ret[[(i - 1)*1 + j11, {i, k}, {j, 1}]1;
Return[B.U.C] // Simplify
1;

4 Examples on symbolic computation of outer inverses

This section gives some representative examples in symbolic form. Unknown matrix U is considered in
generic form, with arbitrary entries, in order to obtain some general conclusions.

Example 4.1. Consider general nonzero matrices
A=[a1 a2 |, C=[c11 ], a11#0,c11#0.

(a) If we take nonzero matrices in unevaluated form

b
Bl:{b;i}’ U=]u, |,



then rank(CAB;) = rank(C) = rank(B;) = 1. So, GinvBC[A,B;,C] generates family of points (each
specialization generates a particular point):

U Qp, = U Qc =9B, ¢

B1€B1(A,C) CeC1(A,B)
b11
_ 412 . a1,1b1,1+a1,2b2,1
= AR(Bl),N(C) = b , a1,1b1,1 +ai2b21 # 0.

a1,1b1,1+a1,2b21

It is important to note that the nonzero outer inverse does not exist in the case a1,1b1,1 + a1,2b21 = 0,
corresponding to rank(C' ABy) = 0. In general case, GinvBC[A,B;,C] generates the family

{ b1 a2 b1 b O}
a1,1b11 +a12b21 a1 aiibig Faigbe ain ’
So, all the points Angz)N(C) belong to the line
a
T+ —=y=—": (4.1)
(b) Consider
bii bia U1,1
By=| b b2 y=|
2 { ba1 bao U,
(b1) Let us observe the situation rank(Bs) = 2 firstly. If By satisfies 1 = rank(C'AB;) = rank(C'), then

GinvBC[A,B,,C] generates the infinite family (only one line) (each specialization generates a particular
line or point):

ay,2by 1b2 2c1 1ur 1+b1 2(1—ay 2ba 1c1 1u1,1)
_ ay,1b1,2+a1 2b2 2
U DB? - a1,1b1,2b21¢1,1u1,1+b2 2(1—a1,1b1,1¢1,1u1,1) » UL € Ko
B2€B>(A,C) ai,1b1 2+a1 2b2 2

If we use the replacements

a1 obiabopciuiy +bio (1 —aioboiciauiy)  aiabiobacyuiy + b (1 —ay by ieriug )
a1,1b1,2 + a1,2b22

b

a1,1b1,2 + a1,2b22 ’
one can verify that the line generated by GinvBC[A,B5,C] is defined as (4.1). All the points AS}V(C) belong
to this line.

(b2) Our choice in this part is By = I. Since rank(CAl) = rank(C'A) = rank(C), in view of Corollary
2.3, GinvBC[A,I5,C] produces the infinite family (line)

C1,1U1,1
l—ci1a1,1u11 , U1 € C ,  a1,2 7& 0
— —_— a 32
Qp, = A2 no) = 1
{|: C1,101,1 :| , U2,1 c K}7 a1’2 — 0
U21
17(;1 1a1,1U1,1 17(11_1:13 . . .
In the case a; 2 # 0 we can use « := c¢; ju1,;. Then y:= e T o which implies that (x,y)

satisfy (4.1).
(c) Further, use

b1 b1 b1,3:| U— 41,1

U211
b2,1 b2,2 b2,3 ’

By — {
us,1



(cl) Let us observe the situations rank(Bs) = 2 firstly. Then 1 = rank(CAB3) = rank(C), but not
rank(C AB3) <rank(Bj3)=2. So, GinvBC[A,B3,C] generates the infinite family (line)

a1,2ba3c1,1(b1,1u1,1+b1 2u2,1)—b1 3(a1,2¢1,1(b2,1u1,1+b2 2u2,1)—1)
_ ay,1b1,3+a1 2b2 3

U Qp = ay,1b1zcr1(baaur 1+ba ouz1)—bas(ar 1c11(br1ur 1+b12uz 1)—1) ; UL,1,U2,1 € Co.
BeB3(A,C)

ay,1b1,3+a1 2b2 3

The replacements

a1,2b2 3¢1.1 (b1 w11 + b1 2u21) — b1s (a1 2¢1,1 (b21u1,1 + bogus ) — 1)
a1,1b13 + a1,2023

a1,1bl,301,1 (b2,1U1,1 + b2,2U2,1) - bz,g (01,101,1 (bl,lul,l + b1,2U2,1) - 1)
a1,1b1,3 + a1,2b2 3

Y=

confirms that GinvBC[A,Bs,C] is again the line (4.1).

(c2) Now, observe the matrix
10 0 big
335_{0 0 bgyg]

which satisfies rank(Bss) = 1. Then rank(CABsg) = rank(C) = rank(Bss) =1. So, GinvBC[A,Bss,C]
generates the infinite family (line)

bi,3
_ ai,1b1,3+a1 2b2 3
U Qp = ba,3 :
BeB3(A,0) ay,1b1,3+a1 2023

v b1,3 oy b13
a1,1b1,3 + a1,2b2.3 a1,1b1,3 + a1,2b23
confirms that GinvBC[A,Bss,C] is again the line (4.1).
General conclusion is that each Bj of rank 2 generates the same line (4.1). Moreover, each Bs of rank
1 generates a point, but all these points belong to (4.1).

The replacements

Example 4.2. (a) Consider the symmetric matrix S5 from [37]:

t+1 t t t t+1
t t—1 t t t
S5 = t t t+1 ot
t t t t—1 t
t+1 t t t t+1
and the following matrices B and C"
2t+1 t t
t 2t — 1 t t2+1 2 2 2 2+
B= t t 204+1 |, C= 2 t2—-1 2 2 42
t t t t2 2 24+1 2 2
2t +1 t t
The unique solution to BUCS5B = B is given by
U= (CS5B)71
365184 1665 13t2 11 t(42t* +-57t°+8t%+19t+2) t(6t*+39t° —10t>—5t+6)
6310218541t +t3+1012+126+4  —6310— 210 +ALE3 13+ 102+ 12t+4  —6310—2160+41t3 13+ 1062 +12t+4
_ 63142143 15624t 2(63t*+21¢°+22t4+10t+2) 7t% (9t 4+3t—2)
o 6315 —42t1 113 —2t2—8(—4 6315 —42tT 113212 —8t—4 T 6315 —42tT 15 —2¢2—8t—4
t(21¢*+30t° —8t>42t+3) t2 (77t +42t° +11¢422) 4(14t°+3t* —4t°—1)
(t+1)(63t5—42tT 132t —8t—4) T (+1)(63t° 427115 —2t2—8t—4) (t+1) (6385 —42tT 13212 —8t—4)
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The unique outer inverse (55)552 B)N(C) of S5 corresponding to B and C can be generated by the expression
X = GinvBC[S;, B, C], and it is equal to

(2) - - “lo =
(85)32(m) ar(cy = BUC = B(CS3B)”'C =

[ 106546644363 2 4¢41

t(15t4+t3+6t2 —2)

t(— 15t4413¢3 —8¢2 +4t+2)

2 3642 -
t <—zot +6t +3t—1) 1085 16644363 12 44

—63t54+42t4 —¢t342t248t+4
t<—2t4+3t3+8t2 —3t—2>

63t5 —42t4 4¢3 -2¢2_8t—4

—66t° 41314 —25¢3 42¢2 412644

63t5 —42t4 4¢3 _2¢2_8t—4
t(3t4+t3 +16t2 —8t—4)

63t5 —42t4 443 —2¢2 8t —4 —63t54+42t4 13 42t248t+4

2 (67t3—9t2—18t—4) t(—2t4+3t3+8t2—3t—2>

63t5 —42t3 4¢3 _2t2_8t—4
t(—16t4+13t3 —6t2+3t+2)

63t5 —42t4 4¢3 -2¢2_8t—4
t(39t4 —7t3 4812 —4)

63t5 —42t4 4¢3 —2¢2_8t—4

—24t% 4 7t4 4 15¢3 —6t2 44t 44

63t5 —42t4 4¢3 _2¢2_8t—4
t(— 16t44+13t3 —6t2+3t+2)

63t5 —42t4 4¢3 _2t2_8t—4
tz(—31t3+13t2+2t—4)

63t5 —42t3 4¢3 _2t2_8t—4
t (2t4 —3t3 4142 —5t+1)

63t5 —42t4 4¢3 -2¢2_8t—4
t (3t4+29t3+6t2+18t+4)

—63t54+42t4 13 42t248t+4
t(3t4+t3—2t2+10t—4)

63t5 —42¢4 4¢3 —2¢2 8t —4 63t5 —42t4 4¢3 —2¢2_8t—4

3 (4t2+33t—1) t(2t4—3t3+t2—5t+1>

—63t54+42t4 3422 48t+4

—10t°46t443¢3 124141

T 63t5—42t% 413 —2t2_8t—4
t(15t4+t3+6t2 —2)

63t5 —42t4 4¢3 _2¢2_8t—4
t<— 15t4 41363 —8t2+4t+2)

63t5 —42¢4 4¢3 —2¢2 8t —4 —63t54+42t4 13 42t248t+4

2 3,642
t <—zot +6t +3t—1) 1085 16644363 12 e

L —63t5+42¢t% —342¢248t4+4

63t5 —42t4 4¢3 -2¢2_8t—4

63t5 —42t4 4¢3 _2¢2_8t—4

63t5 —42t3 443 242 _8t—4 —63t5+42¢t% 342624 8¢44 |

(b) Consider now the function GinvBC[Ss5,Tanspose[S5],Tanspose[S5]] with the aim to compute Sg.
This particular choice corresponds to the assignments A = S5, B = C = S¥. The matrix system
BUCAB = B becomes STUSTS5ST = ST. The expression U = Table[Subscript[u, i, jl, {i, k},
{3, 1}] generates the 5 x 5 matrix U = [u;;] with symbolic entries u;;. Then the solution to the system
STUSTS5ST = ST can be obtained using the expression Solve [SEUSTS55F = ST, vars] // Simplify

and it is equal to

u1,1 5 ulg u1,3
u2,1 e s e | Lt (49¢% + 3t + 4)
U=| uz; 11 (492 + 3t + 4) _%4_%_375_&_1
u4,1 — 3t (49t2 + 31t 4 12) 11 (4962 + 3t + 4)
us L (8 (4962 + 10t +3) —du1o) 1 (¢ (—4962 + 18t — 7) — duy 3)
U1,4 u1,5
— %t (492 + 31t + 12) 1t (49t + 10t + 3) — duz 1)
It (4962 + 3t 4 4) — 3t (49t2 — 18t 4+ 7) —uz 3
. 1 (t (49t + 10t + 3) — duy 1)

4
L(t(49t2 410t + 3) — duyg) 5 (—49t3 + 1142 — 3t — dug 1 — duy 5 — dus 1 + 1)

and the result is the Moore-Penrose inverse of Si, equal to

1_t t _t t1_t
4 4 2 2 2 4 4
L —t—-1 ¢ —t i
T T
STust =si = —tg t 1—t ot —tg
t —t t —t—1 L
120 0 o or 12y
4 4 2 2 2 4 4
(c) In this part of the example we consider
t+1  t  t+1
S3 = t ot—1 t |,
t+1  t  t+1

the matrix B as in the previous cases, but assume that C' := C; is defined as

2t+1 t t
B = t 2t—1 ¢
t t t

?4+1 2 2
= e e

Now, rank(C7S55B1) = rank(C7) < rank(B;). So, GinvB[S3,B;,C1] is not applicable. On the other hand,
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GinvC[S3,B1,C1] produces the following outer inverse with prescribed null space:

t3+(t3+t2+t+1)u1,2t2—t+(t+1)(t2+1)2u1.1+1
2(¢2+1)
t(t2+t-1)
34 (3424141 tt22+1t (t+1)(#2+1)” 1
—t t* u U, 1—
. +(£3+7+t+1) 1,22(t2114)r (¢ + 1,1 %(—(t+1)u171t2+t7(tf1)(t+1)2u172)
2 (=2t (2424t 41 )ug 1+ (82241 )ug o+1)
2(2+0)
t2(2t+1)
t24+1
2 (2t4+ (2 7+t 41 )ug 1+ (342 ++1)uy 2 —1)
2(t241)

L+ Duat? +t+ (= 1)(t+ 1) 2)
—t—1

Example 4.3. (a) Consider the two-variable rational matrix from [21]:

i z1 0
A= 0 i z1
0 0 O

Since the index of A is ind(A) = 1, we can ask the group inverse of A in symbolic form by the expression
X = GinvBC[A,A,A]. This particular choice corresponds to the assignments B = C' = A. The matrix
system BUCAB = B becomes AUAAA = A. The expression U = Table[Subscript[u, i, jl, {i,
k}, {j, 1}] generates the 3 x 3 matrix U = [u;;] which contains unassigned symbols u;;. The solution to
AUAAA = A can be obtained using the expression Solve[AUAAA = A, vars] // Simplify and it is
equal to

3
urg —z2122 (223 tugg) uis
3
Zo—UL,1
U= 2172 u2,2 u2,3
ul,lfzg ng’uzyz "
2322 2122 3,3

The result X = AU A is the same as in [21]:

29 —2128 —22223
X=AP=4#=1| 0 29 2123
0 0 0

(b) Further, consider GinvB[A,Transpose[A],Transpose[A]]. The general solution to ATUATAAT is
equal to

2225 +23 22228423
A 41 2.2 Ui L1~ a4, .2,2.7
2§25 +222241 2f25+222241
u1,1 s —
122 2{z3
U— o3
21z _ zg —u U z%z%{»z%z%{»l 2,2
122 z%z§+zfz§+l 2,2 2,2 Z122
uz1 us,2 us,3

and the final result is ATUAT coincides with the Moore-Penrose inverse of A:

z%zg-&-zQ zlzg
zi‘z%—&-?)ziz%—&-l R e
/1Jr = 1 421222 2 1.4 222 2 0
2125 +2{2z5+1 21z +z'1z2+1
zfzg zg z%szrzl) 0
_zfz§+zfz§+1 z%z§+z%z§+1

(¢) Now, consider

zZ122 0 2
1z 0
B = zn 2 |,C= 2 .
3 0 27 zi122
Z1%2 %y



Clearly, the requirement rank(C AB) = rank(B) = rank(C) = 2 = rank(A) is satisfied. Then GinvBC[A,B,C]
produces the {1, 2}-inverse

3(,5 3
22(2‘2’+Z1ZQ+Z1)
2(.51 ,4_ 3.2
zl(z§‘+z2—zlz2+zl)
5/ 5
z5—23 (5+25)
= -
P(e3+23—2823+21)
3 5 3,2 2, 4
22(72‘1’72221+z2(22+1)21+z2)

4(,51 ,4_ 3,2
27 (z§’+z2 —zf22+zl)

= (2+21)
ngrzgfz?ngrzl - ngrz%fz‘;’ngrzl
25 (21 —23)
Z1 (zg +z‘21—z:fzg+z1 )
z%—z?zz
zf (zg-ﬁ—zé—zlfzg—i-zl)

2
Ar(B)x(0) =

2122
5, .4_ 3,2
z2+22721z2+21
2(.3_ .2
23 (21 *22(Z2+1))

21 (z“;’-i-zé—z:fzg—i-zl)

(d) Consider the same A, B as in the part (c) and

2 220
C= 0 22 2129
29 21 0

Since rank(C AB) = rank(B) is true, GinvBC[A, B,

C] produces A{2}(p),«, defined in the generic form

4
z9 (22 +zl)
zg’-&-zg—zi)’ zg-‘,-zl

23 (=-23)

2 2
172

zg+z§—z%z§+zl

Z1%2

(-

5 4 2
z§+z2—z%22+zl

4 2
z5+2z125+21
zg-ﬁ—zg—z‘;’zg-&-zl

2 3
zZ92 ((Zl — Zg) Ui,1 —
g2 +edteatt +21(Zf*23)“2,1>)
22

4 2
234212242 2 3
2 2 +(zl—22)U1,1+21

5 4 2
z§+22—z%22+z1

21 (234202723421

5 4 3,2
22+22 —2122+21

21

3
z%«l»zlz%«i»zl
23425232242

Z1

25425 —2322+2 22
Z1%22 3

2
2p224:2 42041 21(xf-23)us i s s
T Z2 (z1*Z2)u1,1*
: +
#1

23 (2 =23 (2241))
zl(zgﬁ»z;lfz%zg«kzl)

_ zgfz:fzg
z%(zg+z§7zfz§+zl)

5 Computing generalized inverses via specializations

In this section we analyse the behavior of generalized inverses when unknown variables included in
x = (x1,...,%p) are substituted by field elements ¢ = (¢q,...,¢p). The results are stated for the case of
matrices over the field K(x). However, the results can be extended for the case of quotient fields of integral
domains of characteristic zero.

In the sequel, for a matrix A(x) € K(x)™*" and ¢ € KP, A|___ indicates the specialization of A(x) at
X =c.

5.1 Rank invariance under specialization

The entries of a matrix A = (a;;) € K(x)™*" are rational expressions of polynomials in K[x]. Thus,
each a;; can be represented as

num(aij)

o den(aij) ’ Where ng(num(ai7j)7den(ai7j)) =1.

%7

Then, we define the denominator of the matriz A as den(A) = lem{den(a;;)}, where lem stands for the least

common multiple. The numerator of the matriz is defined similarly as num(A) = lem{num(a;;)| a;; # 0}.

On the other hand, associated with any matrix we introduce an appropriate polynomial to ensure that,

under specializations, the rank is preserved. For this purpose, we recall the notion of square-free part of a
polynomial. If f =[]L, fzk € K[x], with f; irreducible over K, the square-free part of f is

q

SqFree(f) = Hfl

i=1
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In this situation, the association is as follows. Let A € K(x)™*™ be non-zero. Let U be the upper triangular
matrix output by the Gaussian elimination process when applied to A. Let us say that the process generates
the sequence of matrices {Al) := A, AMN . Al .= U}, The notation G(A) is used with the meaning

G(A) = {den(AMy num(Ally | i =o0,... ¢}

Then, we define the rank polynomial of A as the polynomial

RankPol(A) = SqFree H u(x) | . (5.1)
u(x)EG(A)

Let
K4 = {c € K?|RankPol(A)(a) # 0} C KP.

The following result ensures that the rank is preserved when specializing with elements in K 4.

Theorem 5.1. Let A € K(x)™*™. For every ¢ € K4 it holds that
Q(A|ch, A)

Proof. Let U be the output of the Gaussian elimination process applied to A. By construction, none
denominator appearing through the Gaussian elimination process vanishes at c¢. Moreover, since the
numerators do not vanish either, one has that Uj__ _ is the output of the Gaussian elimination process
applied to A|____. Furthermore, since the first non-zero entries of the non-zero rows of U vanish at ¢, we
get

Q(Aa U, U\chv Alch)v

which was our initial intention. [
Remark 5.1. We observe that
1. If c € Ky, then den(A)(c) # 0, and hence A|,____ is well-defined.

2. For simplicity we have taken num(AM) in the definition of G(A). However, our reasonings are also
valid if we take only the numerator of the first non-zero entries of each non-zero row of every Al

3. If A is not the zero matriz, since K(x) has infinitely many elements, and RankPol(A) is not the zero
polynomial, one deduces that K4 has infinitely many elements.

4. Let {A; }je{l ,,,,, ¢y be non zero matrices over K(x). Taking into account the previous remark, and the
fact that KP is irreducible, one has that Ka, N---NKa4, # 0, and indeed has infinitely many elements.

Example 5.1. Let

x1
o o, T2
A= 1 % S C($1,$2,$3)3X2.
L 0
1‘221‘3
The matriz U is -
xr1 + Xo 23
U= 0 _ X2 (5'332531 + x3%ry — 331)
X3l
0 0

Therefore,
RankPol(A) = (x1 + 932)1:2x3x1(:1732:171 + 23229 — x1).
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5.2 Generalized inverses for matrices with rational entries

Our motivation is to extend the specializations of the Moore-Penrose inverse from Proposition 5.1 as
well as of the Drazin inverse from [3, 19] to various classes of generalized inverses.

Lemma 5.1. Let A € K(x)™*", with x = (21,...,xp), and let c = (c1,...,¢,) € KP. If an inner inverse
AWM of A satisfies
den(A)(c) - den(AM)(c) #0

then the following statement is satisfied:
1)
(AW e = (A

Proof. According to the assumption, both the specializations A __ _ and (AM)
ther, it is possible to conclude the following;:

. are defined well. Fur-

[P

A =(AAWA) = A__ (A AL

So, (AM) = (A‘ch)(l) and the proof is completed. [

[xemc

Theorem 5.2. Let A € K(x)™*", B € K(x)"**, C € K(x)"*™, and let ¢ = (c1,...,c,) € KP. Let
X := B(CAB)MC € K(x)"*™, then the following statements hold.

(1) Let o(CAB, B). For every c € Keap NKpg satisfying
den((CAB)M)(c) - den(A)(c) - den(C)(c) # 0,

it holds that

(2)
X‘ch = (Ang),*) = (A|x~wc>R(B|ch)7* !

(2) Let o(CAB,C). For every ¢ € Koap NK¢ satisfying

[ eme

den((CAB)M)(c) - den(4)(c) - den(B)(c) # 0,

it holds that @ @
X = (A*,N(C))‘ch = (Alch>*,/v(0\ch)'

(3) Let Let o(CAB,B,C). For every c € Kcap NKp NKe satisfying
den((CAB)M)(c) - den(A)(c) # 0,

it holds that

(4@ _ @)
Koo = (AR<B>,N<C>)|W = (Al ) R (Blyoe) M (e (5-2)

(4) Let o(CAB,B,C, A). For every c € Keap NKp NKe NKy satisfying
den((CAB)M)(c) # 0,

it holds that 02) 0.2)
1,2 _ :
Hheoe = (AR(B)’N <C))|ch = (A ) R (Bl Ml
Proof. We prove statement (1); the reasoning for the other statements is analogous by using Theorem 2.3
and Corollary 2.5.

Let us use the notation Ma = A __, Mp = B|_ ., Mc = C|__, Mcap = (CAB),|,___. By the
hypotheses, den(A)(c)den(C)(c) # 0. So, M4, and M¢ are well-defined. Moreover ¢ € Kcap NKp, and

15



by Remark 5.1 (1) we get that Mcap and Mp are also well defined. Furthermore, den((CAB)™*))(c) # 0.
Thus, (CAB)Y),, __ is well-defined,

Using o(CAB, B), by Theorem 2.1, we get X = Ang) .- Further, since ¢ € Kcap NKp, by Theorem
5.1, it holds that

o(Mcap,CAB, B, Mp).

On the other hand,

X|eoo = Mp((CAB)W) __ Mc
= Mg(Mcag)™M Me (see Lemma 5.1)
= Mp(McMaMp)™MMe

Thus, applying Theorem Theorem 2.1, we get that

_ (2)
X\ch = (MA)R(MB),*

Therefore,
_ (4@ _ (2) _ (2)
Xlch = (AR(B)7*)wac = (MA)R(MB),* = (Alch)n(mch),*'
O
Remark 5.2. In each statement of Theorem 5.2 appears a different condition for ensuring the correspond-

ing specialization. Nevertheless, one may simplify and give a global conditions for all cases. More precisely,
it is sufficient to require that

RankPol(CAB) - RankPol(B) - RankPol(C) - RankPol(A4) - den((CAB)W) (5.3)

does not vanish at c.
In the last part of the section we consider (K, ), where K is a field of characteristic zero and ¢ is
an involutory automorphism of K. In addition, let ¢ the natural extension of ¢ to the field K(x). If
the field K(x) is a Moore-Penrose field (MP field shortly, see [20] for the notion of MP field), then it is

possible to use the Moore-Penrose inverse instead of arbitrary {1}-inverse. Then we will need the notation
K, ={z € K| p(z) =z} and KL, := K, x - - - x K.
—_———

p times

Proposition 5.1. ([20, Theorem 13]) Let (K(x),©°®) be an MP field. Let A € K(x)™*"™, with x =
(x1,...,2p), and let ¢ € K, satisfy

den(A)(c) - den(AT)(c) # 0.

Then
(AT)lch = (A‘XMC)T :

Corollary 5.1. Let A € K(x)™*", B € K(x)"**, C € K(x)"*™, with x = (x1,...,7,) and let (K(x), ¢%)
be an MP field. Let c € Kg NKeap NKp NKe NK4 satisfy

den ((CAB)Y) (c) # 0. (5.4)

Then X := B(CAB)TC € K(x)™*™ satisfies the statements of Theorem 5.2.
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5.3 Computing generalized inverses for matrices with functional entries

Algorithms proposed in this subsection are applicable to matrices whose entries are rational expressions
of functions. Let 2 C C be open and connected, and let Mer(2) denote the meromorphic functions over €.
Choose the functions F = {fi(2),..., fp(2)} C Mer(Q)}. The tuple f = (fi(2),..., fp(2)) will be shortly
denoted as f .

To start with, we assume in the beginning that the elements in F are algebraically independent over
C. In later investigations we will skip this assumption.

Elements in F are algebraically independent.

We will work with matrices whose entries belong to the field C(F), that is, matrices whose elements
are rational expressions of the elements in f. In addition, we consider the map Rat (called rationalization)
that converts a matrix with functional entries into a matrix involving rational expressions:

Rat: C(F)™*" — C(x)™*"
A — Rat(A) = A, .

So, the mapping Rat consists of replacing f;(z) by z; in A. In addition, we consider the mapping (called
functionalization):
Func: C(x)™*" — C(F)™*"
M — Func(M)=M,__..

We observe that, since F is algebraically independent, Func is well-defined and, indeed, it is the inverse
map Rat. The next lemma shows how the inner inverses behave under the map Rat.

Lemma 5.2. Let A € C(F)™*", with F algebraically independent. Then, AN exists and meets the
following characteristics:

Rat(AM) = (Rat(4))";
Func(Rat(A4)®) = AW,
Proof. The existence of A™) is ensured on the basis of the fact that C(F) is a field (see e.g. Lemma
2.1. in [24]). By definition, A = AAMA. So, Rat(A) = Rat(AAA) = Rat(A)Rat(AM))Rat(A). Thus,

Rat(A™M) € Rat(A){1} which proves the first statement. For the second statement, we apply the inverse
function Func to the equality in the first statement. [

Using Lemma 5.2, and reasoning as in the proof of Theorem 5.2, one gets Theorem 5.3.

Theorem 5.3. Let A € C(F)™*", B € C(F)"**, C € C(F)*™, with F algebraically independent. The
next statements hold for X := B(CAB)V(C::

(1) If o (Rat(C)Rat(A)Rat(B), Rat(B)) then
_ 212 _ (2)
X = AR(B)’* = Func (Rat(A)R(Rat(C))’J .
(2) If o (Rat(C)Rat(A)Rat(B), Rat(C)) then
_ 22 _ (2)
X = A*,N(C) = Func (Rat(A)*’N(Rat(C)O .
(3) If o (Rat(C)Rat(A)Rat(B), Rat(B), Rat(C)) then
_ 22 _ (2)
X = AR(B),N(C) = Func (Rat(A)R(Rat(B)),N(Rat(C))) :

(4) If o (Rat(C)Rat(A)Rat(B), Rat(B), Rat(C), Rat(A)) then

_ 2(12) _ (1,2)
X = AR(B),N(C) = Func (Rat(A)R(Rat(B)),N(Rat(C))) :
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Proof. Since F is algebraically independent the rank of a matrix M over C(x) and the rank of Func(M)
are the same. Thus, the proof is a consequence of theorems 2.1, 2.3 and Corollary 2.5. [

Elements in F are not necessarily algebraically independent.

Let us now treat the case in which the functions in F could be algebraically dependent. In this case, the
function Func is, in general, not well-defined. More precisely, the function Func is not defined on matrices
over C(x) which denominator has non-trivial greatest common divisor with any of the polynomials that
provides the algebraic dependency of the elements in F. A second difficulty in this new theoretical frame is
that the rank may decrease during the functionalization |x...e. Therefore, in order to generalize Theorem
5.3, one needs to ensure that none of denominators during the computational process vanishes at f as well
as that the ranks of involved matrices are preserved. For this purpose, we will use the rank polynomial
introduced in (5.1) (see Theorem 5.1).

Lemma 5.3. Let A € C(F)™*", where F is not necessarily algebraically independent. Then, A1) exists.
Moreover, if

den(Rat(A™M))(F) £ 0

then
Rat(AM) = (Rat(A)V;
(Rat(A)M), _, =AW,

X

Theorem 5.4. Let A € C(F)™*", B € C(F)"**, C € C(F)™™™, where F is not necessarily an algebraic
independent set. Let us assume that

RankPol(Rat(C)Rat(A)Rat(B))(f) - RankPol(Rat(B))(f) - RankPol(Rat(C))(f) -

. RankPol(Rat(A))(f) - den(Rat((CAB)V)(E) = 0. )

The next statements hold for X := B(CAB)MC.
(1) If o (Rat(C)Rat(A)Rat(B), Rat(B)) then
_ A _ (2)
X =A% = (Rat(A)R(Rat(B)),*)

st
(2) If o (Rat(C)Rat(A)Rat(B), Rat(C)) then
_ A2 _ (2)
X=A N = (Rat(A)*,N(Rat(C)))lxwf'
(3) If o (Rat(C)Rat(A)Rat(B), Rat(B), Rat(C)) then
_ 1@ _ (2)
X = Az ne) = (Rat(A)R(Rat(B)),N(Rat(C)))‘xwf :
(4) If o (Rat(C)Rat(A)Rat(B), Rat(B), Rat(C), Rat(A)) then
_ A(12) _ (1,2)
X =ArBywne) = (Rat(A)R(Rat(B)),/\/(Rat(C)))‘xwf'

According to Theorems 5.3 we state Algorithm 2 for computing outer inverses of matrices whose entries
are rational expressions.
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Algorithm 2 Computing outer inverses of matrices of functions.

Require: A subset F = {fi(2),..., fp(2))} C Mer(f2), not necessarily independent, and A € C(F)™*",
B € C(F)™F, C e C(F)xm.

1: Compute the matrices Rat(A), Rat(B), Rat(C) by replacing the function f;(z) by the variable z; in
A, B,C, for each i = 1,...,p. Let Rat(A) € C(x)™*", Rat(B) € C(x)"**, Rat(C) € C(x)"*™ be the
resulting matrices of the execution of this step.

Compute X := Rat(B) (Rat(C’)Rat(A)Rat(B))(l) Rat(C) € K(x)™*™ applying Algorithm 1.
Compute the polynomial P(x) introduced in (5.5).

If P(f) = 0 the method fails.

Replace in X each variable z; by the functional entry fi(2),i =1,...,p. Let X(f) = X|__ € C(F)™*™
be the result of this step.

6: Return X (f).

Generalized inverses of matrices over F with involutions.

In the last part of this section, we consider the involutory automorphism ¢ : Mer(§2) — Mer(Q2), defined
as ¢(f(z)) = f(Z), where - means the conjugation in C. Further, consider (C(z),), where C(z) is the
field of the complex rational expressions in the complex variable z and the restriction ¢ . of ¢ to C(z) is
defined by

_ ] T(z)  Yigaiz D Yy

“:C(2) — C(z); *°:R(z):= W( = zkg - = R(z) = 277

2) YR b Sk bz

Considering this theoretical frame, we will be able to approach the outer inverse computation problem by

means on Penrose inverses. For this purpose, we will assume in the sequel that the elements in F are

self-adjoint functions (see Def. 7 in [20]). Moreover, x = (z1,...,2,) and £ = (f1(2),..., fp(2)). Further,
observe

T(f
C(F) = {\I/Efg | P,Q € K[x], Q(f) # 0} C Mer(Q).
We investigate matrices with elements taken from (C(F),>*). We will treat first the algebraically indepen-
dent case to deal afterwards the algebraically dependent case.

Elements in F are algebraically independent.

In this situation, the existence of the Penrose inverse is guaranteed since (C(F),%) and (C(F)(x),°)
are MP fields; see Theorems 18 an 19 in [20]. Furthermore, as a consequence of Theorem 21 in [20], if
A e C(F)™*™ then

(Rat(A)) = At (5.6)

[ ¢ ens £

Therefore, the following result holds

Corollary 5.2. Let A € C(F)™*", B € C(F)"*k, C € C(F)*™. Then X := B(CAB)'C € K(x)"*™
satisfies the statements of Theorem 5.4.

Elements in F are algebraically independent.
Let us now treat the case where the elements in F are not necessarily independent. In this case, we need
to ensure that the denominators appearing throughout the process do not vanish at F. If A € C(F)™*",

and
den(Rat(A)")(f) # 0

then Theorem 22 ensures that Af exists and can be computed by (5.6). As a consequence of this fact and
of Theorem 5.4 one gets the follows corollary.

Corollary 5.3. Let A € C(F)™*", B € C(F)"™**, C € C(F)'*™, where F is not necessarily an algebraic
independent set. Let us assume that

RankPol(Rat(C)Rat(A)Rat(B))(f) - RankPol(Rat(B))(f) - RankPol(Rat(C))(f) -

-RankPol(Rat(A))(f) - den(Rat((CAB)(E) # 0. 7
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Then X := B(CAB)'C € K(x)"*™ satisfies the statements of Theorem 5.4.

As an application of the previous results, we present an algorithm for computing outer inverses of
matrices over C(F). Algorithm 3 is a generalization of Algorithm 1 from [20]. Its main idea is the
replacement of each function f; included in A by a variable x;.

Algorithm 3 Computing inner and outer inverses of matrices with functional entries.
Require: Let F = {f1(2),..., fp(2)} C Mer(Q2) be such that the elements in F are self-adjoint functions
(see Def. 7 in [20]), and let A € C(F)™*", B € C(F)"*F, C € C(F)>*m.
1: Compute D = CAB and simplify entries in D.
Compute the matrix Rat(D) by replacing in D the function f;(z) by the variable x;, foreachi =1,...,p.
Let Rat(D) € C(F)"** be the resulting matrix of the execution of this step.

»

3: Compute Rat(D)' := (Rat(C)Rat(A)Rat(B))" € C(F)*k*L.

4: Compute the polynomial P(x) introduced in (5.7).

5: If P(f) = 0 the method fails.

6: Replace in Rat(D)' the variable z; by the function f;(z), for each i = 1,...,p and generate D €
(C(]:)kxl.

7. Compute X := BD'C.

8: Return X.

5.4 Examples of specializations

Example 5.2. Consider the two-variable rational matrix from [21]

1
22 zZ1 0
A= 0 L 2
z2
0O 0 O
and the matrices
Z122 0 9
) 21 oz 0
B = z9 2{ |, C= )
) 0 27 zi122
Z1%22 Zg

Since, rank(C AB) = rank(B), the function GinvBC[A,B,C] solves BUCAB = B and produces the result

4 3(.5 3
Zz(z2+21) 2222 zz(z2+2122+z1)
51 .4_.3,2 T 5a 43,2 -
z5+tz5—2725+21 z5tz5—2725+21 zf(ngrz%fz:fngrzl)
2(.3_ .3 8_ _3(,5,.2
X = Z2 (21_22) 2122 27 %1 (22""22)
- - 5 I 3.2 -
21 (25 +25—2323+21) 23+25 232242 23 (25 +24—2323+21)
4 3 2(.3__2 3(_.5__ 3,2 2, 4
_ 25—2325 _ 22(z1 z5(z2+1) z5(—27—2z227+25(22+1) 27 +25
2(.51 ,4_ 3,2 5, 4_ 32 a( 5, ,4__3.2
27 (22+z27z1z2+21) 21(22+z2721z2+21) zy (z2+227z122+z1)

Let the specialization of X:=GinvBC[A,B,C]l € (Ang) .

c = (1,1). This replacement in Mathematica is defined by X/.{z1 — 1,29 — 1}, and it is equal to

)‘ be defined as X|,___, where z = (21, 22) and

_1 _3
1 2 2
1 1
0 5 3
1 1
0 5 3

The polynomial in (5.3) is

5 4 3,2 3,2 2 2 2
2129 (22 + 25 — 2725 +zl) (zlzl + 2129 + 2 +22)
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that does not vanish at ¢ = (1,1). After a simple verification, it can be confirmed that the same matrix is
generated using

GinvBC[A/.{z1 = 1,220 = 1} ,B/. {21 = 1,20 = 1},C/. {z1 — 1,22 — 1}].

So, the conclusion is

GinvBC[A, B,C]/. {21 — 1,22 = 1}=GinvBC[A/. {21 = 1,20 = 1} ,B/. {21 = 1,20 = 1},C/. {21 = 1,20 — 1}]
or GinvBC[A, B,C] =GinvBC[A|, ., B|,._.,C|,...]-

|zeme

Example 5.3. Consider the matrices A, B, C' with respect to unknown wu:

isin(u) isin(u) isin(u) 2 sin(u)
cos(u)+isin(u) cos(u)—isin(u) cos(u)+e sin(u) cos(u)—esin(u)
A= cos(u) sin(u)+esin(u)  cos(u)sin(u)+esin(u)  cos(u) sin(u)+esin(u)  cos(u) sin(u)+e sin(u)
cos(u)—usin(u) cos(u)+esin(u) cos(u)—usin(u) cos(u)+e sin(u) ’
2 sin(u) cos(u) sin(u)+2 sin(u) 2 sin(u) cos(u) sin(u)+12 sin(u)
cos(u)+esin(u) cos(u)—1sin(u) cos(u)+e sin(u) cos(u)—esin(u)
i sin(u) 2 sin(u) )
cos(u)+esin(u) cos(u)—usin(u) v sin(u) 0 e
COS(u)(SU)l(u)-i-z(su;(u) COS(u)(SJLI)l(u)+z(SU)1(u) cos(u)+esin(u) cos(u)+usin(u)
cos(u)—2sin(u cos(u)+12 sin(u
_ _ cos(u) sin(u)+2 sin(u) e" sin(u)+esin(u)
B = 4 sin(u) cos(u) sin(u)+2sin(u) ’ C= cos(u)—1sin(u) 0 cos(u)+esin(u) ’
cos(u)~+esin(u) cos(u)—1sin(u) Lsin(u) L
i sin(u) i sin(u) wosrsn@ 0 cost)tesma)
cos(u)+esin(u) cos(u)—usin(u)

where 1 stands for the imaginary unit. After the replacement f «w x, given by {cos(u) — x1,sin(u) — x2,e* — x3},
we obtain the next matrices with rational entries:

r 1T 1T2 1T 1x2
xr1+rxe xr1—1iT2 xr1+ixre Tr1—1ix2
Rat(A) _ T1x2+1T2 T1T2+1T2 T1x2+1T2 Ti1x2+1T2
xr1—1To x1+rx2 T1—1T2 x1+1xo ’
12 x1To+1x0 1T 2 T1T2+1x2
L x1+wz2 T1—1T2 x1+1T2 T1—1T2
r 1T 12
x1+1xo xr1—1To 1To 0 1T
T1T2+iT2 T1x2+1T2 z1+eT2 z1+eT2
Rat(B) — T1—1T2 r1+122 Rat(C) = xT1T2 1T 0 T3To+1T2
a - ’ a - T —x T14rx
1T T1T2+1T2 1 2 1 2
x1+1xo xr1—1To 1o O T3
1T 1T r1+1x2 T1+1x2
L xz1+xe xr1—1T2

Then, one gets that

Rat(X) := Rat(B) (Rat(C)Rat(4)Rat(B))" Rat(C)
1(:61+1z2)(—m?+m§+2(m1+21)(2z1+z)z2)

i(xl—&-zmg)(m?—&mgml—(12—4)z2)

zlzg(w‘;’+2z(x2+l)a:f7x2(a:2+10)w1781w2) 0 wlwg(z‘;’+2i(w2+1)w?7w2(w2+10)x178'&2)
B (z1 -H)(If+5iw2w§—312(12+4)11 +izd (w2+4)) 0 (z1 +z)(x:f+zx2x%+(w2—12)w2w1 +zw§(w2+4))
- mlmg(z?+22(12+1)xf—xg(zg+10)ml—SirQ) r1r2(m§+21(z2+1)z?—12(z2+10)ml—81m2)
(xo—121) (2t +1(222+3) 28 — (22 (2248)+3)x? —izo (x2+8) @1 +x2 (22 +4) (z142x2) ((w1+iz2) (23 +o(ze+3)x1 —22 ) —4dizs
0 —
wlwz(1‘;’+21(I2+1)$§—I2(I2+10)$1—8Z$2) wle(m?+2z(x2+1)w§—xg(acg-‘rlO)xl—Sza:z)
1(a:1+iw2)(—w%+x§+2(w1+21)(2x1+1)12) 0 z(m1+zx2)(w§—6]x2x1—(w2—4)a:2)
L 11311132(I?+2i(12+1)2%712(ZQ+1O)I1*8’L$2) mlm’g(93:1‘+21(12+1)z?712(12+10)x178m2) i

In addition, the polynomial P(x) in (5.7) is

3 2 2 2 2 3,2 2 4 2, 2 2, 2 2, 2 2 2, 2 4 3 2 2
z1waxy (—2xiwaa] + 22Ta3x] + 2w a52] + 2ias — dxiades + dwixdal + @il — 2xTaaws + xiw] + x5 + 20323 + 237; + T123)
6 4,2 2, 4 4 2.3 4 2, 2 2 2 .
xy + 2zix; + xiry, — 12zxe + 20272; + 4a] + 68xix; — 32x7w2 + 64I2) (z1 + ix2) (22 — x1)

zlzgzg — 41:6?12 — 2z12223 — 41:6?:62:63 — 21‘%1213 + ZI;IIg — 221:?:1:% - 4zxfx3 - 31?1’3 + zlzg + 2zx§x3 - 21:%3:1 - zzf:ngzg + 21@% — zng)

(zz?z2z3 — Qszazg — 411%13 — z‘;’acg — 2zx§ — 21xox3 — 2w§$1 — 2x1x2x3 + 4122 + 4w1x3)
3 3 3 3 2 4 2, 2 2 2 2 2 2 2 3 2
(21111213 +xox] 4+ 31T {x3 — 151 — 11 X5T3 + XT3 — T T53 + 2051 + 2wx1 o3 — 207w, — 4xiroxy — 4xixe — 4dxirs + 225 + 2:63:62)

2 2 2 2 2 3 2 2 2
1T1T2T3 + 1T5T3 — 1T1T2 + 1T1T3 + T3 — T1T2T3 — Ty — Igmz) (Qzazla:z + 21z + x] — 2571 — 8112 — 109:1x2) (v 4 x1) (xl + w2)
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In order to check whether P(f) # 0, we observe that P(f)(r/4) ~ 4.28483693410° — 1.372886372 10191
Thus, we get that

X :=Rat(X)|,_, = B(CAB)'C =

(sec(u)—rcsc(u)) sin(u)((cot(u)—tan(u)—lOz) csc? (u)+4 sec(u)) tan(u)
cot(u)+2e(csc(u)+(5r—4 sec(u)) sec(u)+1)—tan(u)

_ (Cos(u)+7.)(cot(u)(cot2(u)+51 cot(u)—12 csc(u)73)+1(4 csc(u)+1)) sec(u)
cos(u)(cot(u)412)2+42i(cot(u)(cot(u)+52)—4 csc(u))

(1—2cot(u)) (0052 (u) (cot(u)+12)% —cot(u) (3 cot (u)+82)+1 cos(u) (cot (u) (3 cot (u)+82) —1)+4 csc(u)+1) sec? (u) tan(u)
cot(u)+2e(csc(u)+(5r—4 sec(u)) sec(u)+1)—tan(u)

(sec(u)—rcsc(u)) sin(u)((Cot(u)ftan(u)floz) csc? (u)+4 sec(u)) tan(u)
cot(u)+2e(csc(u)+(5r—4 sec(u)) sec(u)+1)—tan(u)

0 (csc(u) 42 sec(u)) sec? (u) (cos(u)(cot (u) —62) —sin(u)+4) 7
2(—2 cot(2u)+csc(u)+(5r—4sec(u)) sec(u)+1)
0 (cos(u)+i) csc®(u) sec(u)(c':os(u)—2z cos(2u)+1(sin(u)+62sin(2u)42))
cos(u)(cot(u)+12)2+22(cot(u) (cot(u)+52)—4 csc(u))
0 e"" csc(u) sec(u)(—2 cot(u)+3 csc(u)+e tan(u) —sec(u) (4 sec(u)+tan(u)—41)+2)
8 sec? (u)+1(cos(2u) csc(u)—10) sec(u)—2(csc(u)+1)

0 (csc(u) 42 sec(u)) sec? (u) (cos(u) (cot (u) —61) —sin(u)+4)
2(—1 cot(2u)+csc(u)+(5r—4 sec(u)) sec(u)+1) ' J

Indeed, it can be verified after simplifications that

X, := B(CAB)IC =

csc(u) sec(u)(2 cos( )+27, bm( ))( cos(2u)—3sin(u)+5 sin(2u)+sin(3u))
(2472) cos( ] )+(6 81) cos( 3“) (442) cos( Su ) (7+422) Sll’l( ) (8—612) Sll’l( Su )+(1+4'L) sln( 5 )

csc(u) sec(u)((6+4z) cos( ) (4—22) COS( 3”)+(4 ) cos( 5“) (4+42) cos( 7”) +(4+67) sln( ) (2—42) sm( 3“) (7— )sln(%)+(1+4z) sin(%))
(2+72) cos( )+(6 81) cos( 3“) (4+2) cos( 5“) (7+22) ‘311’1( ) (8—612) sm( 3u )+(1+4'L) sln( o

o &

(csc(u)+isec(u))(Scos(%)ﬁ»(lOfSi)cos(%)7(4+6z)cos(%)f(172z)cos(7“) 37,sm( ) (8— 101)sln(3u)+(6+41 1n(57“)+(271)sin(%))
2((2-&-71)605(!)—%(6—81)cos(?’—“)—(4+z)cos(5“) (7+21)§m( ) (8— 61)§1n(‘5u)+(1+41)§1n( ))

csc(u) 5ec(uz)(2 (,Ob( )+27, bm( ))( cos(2u)—3sin(u)+5 sin(2u)+sin(3u))
(2472) cos( x )+(6 82) cos( Su ) (442) cos( ‘)“) (74+22) sm( x ) (8—61) Sll’]( D )+(1+47,) sin(%)

31Ul _o o it o; 3wu | diu 1
0 8e ( 2—271e" " +2ie +e )
(—14eZ ) (1462 (—4148e % +20e274 — T3t L 6redvu febiu)
0 46111.(_4_8lelu_2621u+32631u+6€41u+31651u+2€61u)
(—1+€2"“)(1+e2“‘)(—4z+8rj"“+2i62"“—763"u+6164"“+651u)
0 4e4lu(4+2161u_3621'u+41631u+e4zu)
(714»62“‘)(1+62'L“)(4+826“"72e2“‘777,63’“‘7664”‘4»7,65’”)
0 8631“(727226“‘+2263“‘+64“‘)
(714»627'“)(14»821“)(7414»85“‘4»2162“‘77631“+61647‘“+651“)

Finally, after simplification, it is possible to verify that X — X; coincides with the zero matrix.

6 Conclusion

This research investigates representations of outer matrix inverses with prescribed range and null space
in terms of inner inverses. More precisely, we explore the relations among the sets A{2}zB),«, A{2} n(0)
and A{2}zB)n(c) in terms of the set B(CAB){1}C. Further, required inner inverses are computed as
solutions of appropriate LME. More precisely, (CAB){1} is generated as the solution to BUCAB = B
under the constraint rank(C AB) = rank(B) or the solution to CABUC = C' if rank(CAB) = rank(C) is
satisfied. In this way, algorithms for computing outer inverses are derived using solutions of LME.
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The underlying LME can be solved in different ways. Approach used in [28] is based on the usage of
matrix the dynamical system arising from Gradient Neural Network (GNN) approach. Here we propose
approach based on symbolic solutions to involved LME. Using symbolic solutions to these LME it is possible
to derive corresponding algorithms in appropriate computer algebra systems, such as Mathematica or Maple.
Based on two different approaches in the implementation of proposed representations and algorithms, it can
be concluded that the presented algorithms are applicable both in symbolic calculation and in numerical
calculations.

Alternative possibilities for solving BUCAB = B and CABUC remain open for further research.
Efficient solutions to these LME are important in defining efficient algorithm for computing inner and
outer generalized inverses with prescribed range and/or null space.

In addition, we study how the above representations, and hence the associated algorithms, behave
under specializations. As a consequence of this analysis, we are able to derive algorithms to compute outer
inverses of matrices with functional entries satisfying certain conditions.
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