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A B S T R A C T   

This work presents a new people re-identification method, using depth and intensity images, both of them 
captured with a single static camera, located in an overhead position. The proposed solution arises from the need 
that exists in many areas of application to carry out identification and re-identification processes to determine, 
for example, the time that people remain in a certain space, while fulfilling the requirement of preserving 
people’s privacy. This work is a novelty compared to other previous solutions, since the use of top-view images of 
depth and intensity allows obtaining information to perform the functions of identification and re-identification 
of people, maintaining their privacy and reducing occlusions. In the procedure of people identification and re- 
identification, only three frames of intensity and depth are used, so that the first one is obtained when the 
person enters the scene (frontal view), the second when it is in the central area of the scene (overhead view) and 
the third one when it leaves the scene (back view). In the implemented method only information from the head 
and shoulders of people with these three different perspectives is used. From these views three feature vectors are 
obtained in a simple way, two of them related to depth information and the other one related to intensity data. 
This increases the robustness of the method against lighting changes. The proposal has been evaluated in two 
different datasets and compared to other state-of-the-art proposal. The obtained results show a 96,7% success 
rate in re-identification, with sensors that use different operating principles, all of them obtaining depth and 
intensity information. Furthermore, the implemented method can work in real time on a PC, without using a 
GPU.   

1. Introduction 

People re-identification consists of determining if two persons in 
different images, taken using a different camera or with a different point 
of view, correspond to the same individual or not. This task has attracted 
the attention of the scientific community in recent years, emerging an 
increasing number of proposals based on different approaches (Zheng, 
Yang, & Hauptmann, 2016; Islam, 2020), since it is a fundamental task 
in different applications such as video-surveillance (Vezzani, Baltieri, & 
Cucchiara, 2013) or customer behavior analysis (Merad, Aziz, Iguer-
naissi, Fertil, & Drap, 2016; Liciotti, 2017). However, it is still and open 
and challenging problem due to changes in the appearance of people 
caused by lighting changes, occlusions, unconstrained poses or camera 
point of view variations. 

The first works in this topic were based on two main steps: feature 
extraction and classification using different metrics to compare people 

detected by different cameras (Bedagkar-Gala & Shah, 2014). In these 
works, the feature vectors are usually based on people appearance 
(D’Angelo & Dugelay, 2011; Satta, 2013; de Carvalho Prates & 
Schwartz, 2015; Liao, Hu, Xiangyu Zhu, & Li, 2015; Mingyong Zeng, 
Wu, Tian, Lei Zhang, & Lei Hu, 2015; Matsukawa, Okabe, Suzuki, & 
Sato, 2016; Devyatkov, Alfimtsev, & Taranyan, 2018), being widely 
used features based on color information. 

In this context, the authors of (D’Angelo & Dugelay, 2011) propose a 
Probabilistic Color Histogram (PCH) descriptor that is then classified 
using a fuzzy K-Nearest Neighbours (KNN) for people re-identification in 
a video-surveillance scenario. Similarly, the proposal in (de Carvalho 
Prates & Schwartz, 2015) describes a Color-based Ranking Aggregation 
(CBRA) method for combining different color features in a descriptor. 
Covariance-based feature descriptors are also used to fuse color and 
gradient information in (Devyatkov et al., 2018; Zeng et al., 2015). Thus, 
the authors of (Zeng et al., 2015) also propose a new coding based Multi- 
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shot method named CRC-S (CRC in Subtraction form) to compare the 
obtained descriptors based for people re-identification. Furthermore, 
there are several approaches for dealing with lighting change. In (Liao 
et al., 2015), it is proposed a new feature representation for people re- 
identification called Local Maximal Occurrence (LOMO), and a sub-
space and metric learning method named Cross-view Quadratic 
Discriminant Analysis (XQDA). Based in the same idea than LOMO, the 
authors of (Matsukawa et al., 2016) describe each local path color and 
texture using a set of Gaussians, proposing a novel region descriptor 
based on hierarchical Gaussian distribution of pixel features, and test 
two widely used metrics: XQDA (Liao et al., 2015) and the KISS Metric 
learning (KISSME) (Kostinger, Hirzer, Wohlhart, Roth, & Bischof, 2012). 
However, these appearance descriptors can change quickly since people 
may variate their clothes, thus they only work for people re- 
identification during short periods of time. 

In recent years, there have appeared the RGB-D cameras (Smisek, 
Jancosek, & Pajdla, 2011; Sell & O’Connor, 2014) that provides both, 
color and depth information (distance from each point to the camera) 
from the environment. Thus, RGB-D data allow obtaining a 2.5D point 
cloud (only the objects in front of the camera appears in the point cloud). 
In addition, these cameras also provide an intensity image with infor-
mation about the received infrared (IR) intensity at each pixel. The 
emergence of these cameras has led to an important number of proposals 
that use these RGB-D data for people re-identification (Barbosa, Cristani, 
Del Bue, Bazzani, & Murino, 2012; Baltieri, Vezzani, & Cucchiara, 2015; 
Gharghabi, Shamshirdar, Shangari, & Maroofkhani, 2015; Pala, Satta, 
Fumera, & Roli, 2016; Patruno, Marani, Cicirelli, Stella, & D’Orazio, 
2019). Most of these works also includes the two previously mentioned 
stages: first there are extracted 3D feature descriptors that are then 
classified to detect if they correspond to a previously detected person or 
to a new one. The authors of (Pala et al., 2016) propose combining 
clothing appearance descriptors extracted from RGB images with 
anthropometric measures extracted from depth data, based on the 
Multiple Component Dissimilarity (MCD) representation. Other works 
use skeleton data obtained from detected people (Baltieri et al., 2015; 
Gharghabi et al., 2015; Patruno et al., 2019), thus Gharghabi et al. 
(2015) introduce the novel VHF 3D descriptor of the body shape com-
bined with skeleton data for people re-identification, that is invariant to 
color and lighting changes. Similarly, Baltieri et al. (2015) propose 
combining 3D skeleton data with color and gradient histograms, 
reducing the effects of occlusions, partial views or pose changes, 
whereas in (Patruno et al., 2019), there is built a person signature from 
its skeleton standard posture (SSP). Most of the aforementioned pro-
posals work well under controlled conditions, but they fail in complex 
environments, with multiple people and occlusions. To reduce the oc-
clusions, there are other proposals in which the camera is located in a 
top-view configuration (Liciotti, 2017; Liciotti, Paolanti, Frontoni, 
Mancini, & Zingaretti, 2017; Paolanti et al., 2018). It is noteworthy that 
descriptors based on shapes and dimensions of the skeleton have the 
drawback of the errors in 3D measurements with current depth sensors. 

As in other fields, recently, numerous deep-learning alternatives for 
people re-identification have emerged (Wu et al., 2019; Ye et al., 2020). 
These works include supervised (Ahmed, Jones, & Marks, 2015; Chen, 
Zhu, & Gong, 2017; Chung, Tahboub, & Delp, 2017; Li, Zhao, Xiao, & 
Wang, 2014; Qian, Fu, Jiang, Xiang, & Xue, 2017; Schumann & Stie-
felhagen, 2017), semipervised (Xin et al., 2019) and unsupervised 
(Chen, Zhu, & Gong, 2018; Li, Zhu, & Gong, 2018; Wang, Zhu, Gong, & 
Li, 2018) approaches. The use of deep learning techniques for many 
applications presents two fundamental drawbacks: (a) the need to have 
a large number of images for training, that may not be available for the 
re-identification task; (b) although there are proposals to reduce 
computation time (Satta, Fumera, & Roli, 2012; Wang, Gong, Cheng, & 
Hou, 2020), it is usually high or the approaches require specific hard-
ware resources. 

To reduce the problems raised above, the proposal described in this 
paper use a camera located in an overhead position. In addition, the use 

of overhead information, specifically depth and intensity images, en-
ables the method to be used in applications where it is required to 
preserve the privacy of people and reduces the occlusions. Furthermore, 
the use of depth data increases the robustness against lighting changes. 
This proposal is based on a classic method with ad hoc descriptors and 
uses only three depth and intensity frames to carry out re-identification, 
reducing computational cost. 

In what follows, the structure of the paper is: Section 2 describes the 
proposed solution, then Section 3 includes the experimental setup, the 
obtained results and discussion, and finally, Section 4 presents the main 
conclusions and some ideas for future work. 

2. Proposed solution 

The proposal described in this work is based on the use of a single 
static camera located in an overhead position, which allows to obtain 
both depth and intensity images. Due to the overhead location of the 
camera, the information in both types of images (depth and intensity) 
are related to the most relevant parts of a top-view of a person, i.e., the 
head and shoulders. 

First, people detection is performed from depth images, following the 
procedure described in (Luna et al., 2017), after that, feature extraction 
is carried out. For each person who comes into the scene, there are 
computed the following characteristics: the person height, a depth 
feature vector and an intensity feature vector for their identification and 
re-identification. To increase the robustness of the proposal to the 
changes of the appearance depending on the position of the person and 
the camera, for each person who comes into the scene these character-
istics are calculated for three different person positions: frontal, over-
head and back. Therefore, three mean person height, three depth feature 
vectors, and three intensity feature vectors are used in the identification 
and re-identification processes. In the identification process, there are 
obtained the features for each person who comes into scene (three mean 
person height, three depth and three intensity feature vectors) and them 
are saved into a Dataset. Whereas, in the re-identification process, for 
each person that leaves the room, the three mean person height, three 
depth and three intensity feature vectors are obtained and compared 
with all the previously saved into the Dataset. The person leaving the 
room is identified as the person in the Dataset whose characteristics are 
most similar. 

A general block diagram of the proposal is shown in Fig. 1. There are 
two main stages: the identification and the re-identification processes. In 
the identification (ID) process, there are obtained the feature vectors 
from the depth and intensity images of the people that enter into the 
room (Person in), an saved into a Dataset. Then, in the re-identification 
process, for each user that leaves the room (Person out), the depth and 
intensity feature vectors are obtained and compared with all the previ-
ously saved feature vectors, that are included in the Dataset during the 
identification stage. As it can be seen in Fig. 1, the three first steps are 
the same for the identification and re-identification processes, whereas 
the last one is different. Besides, in both processes, the feature vectors 
are determined from three different images of each user crossing the 
scene: the first one is acquired when the user comes into the scene 
(frontal view), the second when in the center (overhead view) and the 
third when the user leaves (back view). 

An example of the depth and intensity images of the same person in 
the three positions and in both directions is shown in Fig. 2, where the 
three positions are indicated in the depth image with red, yellow and 
blue lines. It is important to highlight that all these images have been 
obtained from a single static camera in overhead position, which has 
captured the same person in three positions of the scene, which are 
named as frontal, overhead and back. As it can be seen in Fig. 2, since the 
viewing angles with which the images have been acquired are small, 
there is no information on people’s faces, being not possible to recognize 
them. This allows performing people re-identification while preserving 
their privacy. 
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Each of the stages shown in Fig. 1 are detailed in the following 
sections. 

2.1. Pre-processing 

In order to reduce the noise in depth images we have implemented a 
noise reduction algorithm that includes three steps:  

1. The depth image is transformed to a height image, so each pixel 
represents the height from the floor, instead of the distance to the 
camera. To do that, each pixel of the height image is computed as the 
height of the camera with respect to the ground minus the value of 
the pixel in the depth image. Then, all pixels with values under 
100cm or over 220cm are removed (assigning height = 0cm), 
assuming that this is the people height range to be re-identified. This 
range has been set taking into account anthropometric characteris-
tics of the human body (Matzner et al., 2015), since the height of 
adult people must be included in this range. Thus all the adults, and 
even most of the children must be correctly detected.  

2. The background is removed using the procedure described in (Luna, 
Losada-Gutiérrez, Fuentes-Jiménez, & Mazo, 2021).  

3. A mean filter (of 3 × 3 elements) is used to smooth the object 
surfaces. 

Invalid pixels are not taken into account neither in the background 

extraction nor in the mean filter. Fig. 3 shows an example of an image 
after each of the pre-processing steps of depth and intensity images, 
especially in the case of depth images. 

2.2. People detection 

The detection of the people present in the scene is carried out from 
the pre-processed depth images. Since most of the objects in the scene 
are removed in the pre-processing stage and only small portions of them 
remain, the people detection process can be considerably simplified. We 
have carried out the people detection using the regions of interest (ROIs) 
estimation procedure described in (Luna et al., 2017), choosing the 
object with the largest area as the person, since we assume that there is 
only one person in each frame. It is worth highlighting that the proposal 
in (Luna et al., 2017) is able to detect people, as well as the pixels that 
corresponds to each person, with high accuracy (over 99%) even if there 
are multiple people in the scene and they are close to each other, so the 
re-identification can be correctly performed for each person in the scene 
if there are multiple people. 

Regardless of the sensor used and the height where it is located, in 
this procedure we perform the following steps:  

1. Divide the height image into subregions of 20 × 20 pixels.  
2. Find the mean value of the set of valid height measurements for each 

subregion 

Fig. 1. General block diagram of the identification and re-identification procedure.  

Fig. 2. Example of the depth and intensity frames of a person in the three selected positions.  
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3. Determine the subregion with the highest mean value, and take this 
mean value as the maximum person height (h).  

4. Determine the set (τ) of subregions that belong to the person. 

2.3. Feature extraction 

In this stage, there are obtained depth and intensity features from 
those pixels associated with the person head, neck and shoulders. For 
each person who comes into the scene, there is computed a feature 
vector that includes a mean person height (h) and six vectors, three of 

depth (d) and other three of intensity (I). These characteristics are 
calculated from depth and intensity images captured from three 
different positions (frontal, overhead and back) of the person in the 
scene. 

The value of h is obtained as the average of the three values of h 
obtained in the frontal (hF), overhead (hO) and back (hB) positions, as 
shown in Eq. 1. 

h =
hF + hO + hB

3
(1) 

Fig. 3. Sample images showing the results after each of the pre-procesing steps.  

Fig. 4. Representation of slice segmentation for a person. The number of valid pixels in each slice (φ) is shown in the left. The values for the 4 components of the 
depth feature vector (φ̂i) are shown in the right. 
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Each of the depth feature vectors dP (where P = F, OandB for 
Frontal, Overhead and Back position respectively) is composed of 4 
elements: 

dF = [φ̂1F φ̂2F φ̂3F φ̂4F ]
T   

dO = [φ̂1O φ̂2O φ̂3O φ̂4O]
T (2)  

dB = [φ̂1B φ̂2B φ̂3B φ̂4B]
T 

Since the procedure for obtaining the components φ̂iP (i = 1,…,4)
is the same for all positions P, in what follows we will call them as φ̂i. 
The steps for computing these components are detailed below:  

1. From the maximum person height h, there are created 20 slices 
s (s = 1,…,20) of heights of 2cm, that include the number of valid 
pixels at different heights. In the left part (red bars) of Fig. 4 there is 
shown an example. Taking the silhouette of a person as a reference, 
red bars on the left represent the number of valid depth measure-
ments in each of the 20 slices. Besides, the components φ̂i are rep-
resented by blue bars in the right part of Fig. 4.  

2. The pixels included in the subregions belonging to τ are assigned to 
the corresponding slice s. It is worth highlighting that the first slice 
(s = 1) also includes pixels with a height greater than h, since it is the 
average value of the corresponding subregion.  

3. For each s, the number of pixels is counted, being φS the number of 
pixels of slide s, that provides information about the pixel density for 
the identification of the head and shoulders areas of a person.  

4. φ̂1 and φ̂2 are related to the head and they are obtained as shown in 
Eq. 3. 

φ̂1 =
∑s=4

s=1
φs and φ̂2 =

∑s=8

s=5
φs (3)    

5. φ̂3 and φ̂4 are related to the shoulders and they are obtained as 
shown in Eq. 4. 

φ̂3 =
∑s=μ− 1

s=μ− 4
φs and φ̂4 =

∑s=μ+3

s=μ
φs (4)  

where μ is the slice between φ11 and φ17 with the maximum number 
of valid pixels. This maximum value coincides with the upper part of 
the shoulders, which due to the biometric characteristics of an adult 
person must be in this range of heights. 

The features related to the intensity image include 200 components. 
These are the normalized histograms of the intensity values corre-
sponding to the valid pixels IP (where the subscript P = F,O,B is used to 
identify the position of each frame, as in the depth images). The vectors, 
obtained in frontal (IF), overhead (IO) and back (IB) positions, are 
defined as: 

IF = [ϕ1F ϕ2F ϕ3F ϕ4F ]
T

IO = [ϕ1O ϕ2O ϕ3O ϕ4O]
T (5)  

IB = [ϕ1B ϕ2B ϕ3B ϕ4B]
T 

Each component is described in Eq. 6: 

ϕiF =
HiF

φ̂iF
, ϕiO =

HiO

φ̂iO
, ϕiB =

HiB

φ̂iB
(6)  

where HiF = [bi1Fbi2F…bi50F ], HiO = [bi1Obi2O…bi50O], HiB = [bi1Bbi2B… 
bi50B] and the bijF, bijO and bijB (i = 1,…,4, j = 1,…,50) are the 50 bins 
of the intensity histogram, where invalid pixels are discarded as they can 
add uncertainty to intensity values. 

2.4. People re-identification 

In the re-identification process, for each person that leaves the scene, 
there are computed the Euclidean distances between feature vectors and 
h of this person and feature vectors and h of the N people previously 
registered in the Dataset Person In, as shown in Eq. 7. 

Δdp(n) = |dPout − dPin(n)|

ΔIp(n) = |IPout − IPin(n)|
(7)  

Δh(n) =

⃒
⃒
⃒hout − hin(n)

⃒
⃒
⃒

where dPin(n), IPin(n) and hin(n), (n = 1, 2,…N and P = F,O,B) are the 
vectors and h associated with the person n in the Dataset and dPout , IPout 

and hout are the vectors and h obtained for the person who leaves the 
room. Due to the great differences between the magnitudes of the 
computed Euclidean distances, there are normalized dividing ΔdP(n) by 
1000 and Δh(n) by 10, to do a re-scaling, in order the values of the three 
variables ΔdP(n),ΔIP(n) and Δh(n) have magnitudes on similar scales. 

For each person, the average of the distances ΔdP(n) and ΔIP(n)for 
each position P are then obtained, as shown in Eqs. 8 and 9: 

Δd(n) =
ΔdF(n) + ΔdO(n) + ΔdB(n)

3
(8)  

ΔI(n) =
ΔIF(n) + ΔIO(n) + ΔIB(n)

3
(9) 

The person k is identified as the one who is leaving the room, if the 
quadratic sum δ(k) of the mean values Δd(k),ΔI(k) and Δh(k) is the smallest 
among the N people δ(n) with n = 1,2,…,N present in the room, ful-
filling Eq. 10. 

δ(k)⩽δ(n), ∀n ∕= k (10)  

where δ(k) and δ(n) are defined in Eq. 11 and 12 respectively: 

δ(k) =
(

Δd(k)

)2
+
(

ΔI(k)
)2

+
(

Δh(k)

)2
(11)  

δ(n) =
(

Δd(n)

)2
+
(

ΔI(n)
)2

+
(

Δh(n)

)2
(12) 

It is worth note that we have squared the Euclidean distances to 
achieve better discrimination, since the obtained Euclidean distances 
are usually lower than the unit for k = n and greater than the unit for 
k ∕= n. 

3. Results and discussion 

This section presents the main experimental results obtained with 
the proposal. First, there is described the experimental setup. Next there 
are exposed the performance evaluation results, and the comparison 
with the state-of-the-art proposals. To end this section, the computa-
tional cost is analyzed. 

Regarding the comparison to other works, it is worth highlighting 
that, to the best of authors’ knowledge, there are no other works that 
carry out re-identification from depth and intensity images acquired 
form an overhead camera. The most similar is the proposal of (Paolanti 
et al., 2018) that used RGB-D from an overhead camera. Therefore, no 
other comparisons have been made with respect to other works, as the 
working conditions are very different, especially in terms of camera 
placement and the information used, being in most of these cases RGB. 

3.1. Datasets 

The experimental evaluation has been carried out using two different 
datasets: the first one is GODPR, that has been recorded and manually 

C.A. Luna et al.                                                                                                                                                                                                                                 



Expert Systems With Applications 182 (2021) 115287

6

labeled by the authors, and the other one is the publicly available TVPR 
dataset (Liciotti, 2017; Liciotti et al., 2017). Both of them are briefly 
described below.  

• GODPR: the GODPR (Geintra Overhead Depth People Re- 
identification) (Fuentes-Jimenez, Gutierrez, Guarasa, Luna, & 
Pizarro, 2020) is a dataset recorded with 2 high resolution RGB-D 
sensors, being the first a Kinect V2 time of flight depth sensor with 
a resolution of 512x424 pixels and framerate of approximate 30 fps. 
The second is an Intel Real-Sense D435 active stereo depth sensor, 
with a resolution of 1280x720. The used Both sensors provide depth 
measurements, but their working principles are different. In the first 
case the principle of the sensor is the time of flight, while in the 
second case the principle is the active stereo. In this dataset the 
camera is positioned in a top view configuration with different 
heights from 2760 mm to 3400 mm. The captured sequences were 
obtained in scenarios with different backgrounds and different nat-
ural and non-natural lighting conditions. We used for the experi-
ments different users people to evaluate with a variety of features 
(clothes, face cover masks, hair, age, etc.). Each sequence contains a 
person walking in forward or backward direction, as it can be seen in 
the sample images shown in Figs. 2 and 3. This dataset contains a 
total of 136136 sequences, divided in three sets:  
– GODPR1: 42 sequences acquired with Kinect V2 at a height of 

3360 mm and framerate of approximate 30 fps. This set contains 
21 different people in each direction.  

– GODPR2- 48 sequences acquired with Intel Real sense D435 at a 
height of 3400 mm and low framerate of approximate 3 fps. This 
set contains 24 different people in each direction. The people wear 
face cover masks.  

– GODPR3- 46 sequences with Intel Real sense D435 at a height of 
2760 mm and framerate of approximate 30 fps. This set contains 
23 different people in each direction. The people wear face cover 
masks. 

For each person, there are recorded two sequences, walking 
along the scene in different directions. One of these sequences is 
used for identification (People In) whereas the other one is used for 
re-identification (Person Out). This dataset has been made avail-
able to the scientific community (Fuentes-Jimenez et al., 2020) 
including the used vectors with the number of pixels (φs) in each 
slice, the intensity histogram of each slice and the maximum per-
son height (h), for the three frames used in each direction.  

• TVPR: the TVPR (Top View Person Re-identification) (Liciotti, 2017; 
Liciotti et al., 2017) dataset is an RGB-D dataset that contains depth 
frames obtained from an Asus Xtion Pro Live RGB-D camera posi-
tioned in an overhead configuration. Depth measurements are made 
by means of a camera dedicated to IR detection and an infrared 
structured light source. All the images are captured with a resolution 
of 640x480 pixels and at an approximate framerate of 30 fps. TVPR 
recorded 100 different people, in 23 registrations sessions, that took 
place in 8 different days. The illumination conditions are not con-
stant due to the natural light changes at different hours of the day 
and the weather changes. In the recorded sequences, RGB and depth 
images are not synchronized. For this reason, we firstly manually 
synchronize both sequences and then convert the RGB images to 
intensity (16 bits), however, there is always a small desynchroniza-
tion between both images. We also determined that the camera is 
located at an approximate height of 3180 mm. As in GODPR, there 
are provided two sequences for each person in different directions, 
using one of them for identification, and the other one for re- 
identifications. 

3.2. Performance evaluation 

To evaluate the performance of the proposed classification model, 
for each dataset (including between 21 and 32 people), we assume that 

all the people have entered the room and then, we compare each of the 
person who leave the room with all those who have previously entered. 
Figs. 5–8 show the confusion matrices for each of the analyzed datasets. 
In these matrices, each row represents the value δ(n) (defined in Eq. 12) 
obtained after comparing each person n with all the previously identi-
fied people. As it has been explained before, The person k is identified as 
the one who is leaving the room, if the quadratic sum δ(k) of the average 
values Δd(k),ΔI(k) and Δh(k), is the smallest among the N identified 
people, so the smallest value in each row represents the re-identified 
person. For easier interpretation, the position of the three smallest 
values in each row are coloured: the smallest one in black color, whereas 
the other two in grey color. In each element of the matrix the value of δ(n)
is also shown. 

Table 1 summarizes the percentage of correctly re-identified people 
for each dataset. As it can be seen, the results obtained are highly 
satisfactory, since for the four datasets the percentage of correct re- 
identifications exceeds 91%. The worst result is obtained for GODPR2. 
There are two causes that influence this result: the first one is that the 
sampling rate is so low (3 fps), thus the images are not capture at the 
same positions when each person enters and leaves the room, which can 
lead to changes in their appearance and the extracted features. The 
second cause is related to the height at which the camera is located 
(higher than in the other datasets), because, in general, the precision in 
the depth measurements worses as the object is further from the sensor, 
being this effect significantly noticeable in the Real-Sense D435 sensor. 
It is worth highlighting that, sometimes, although the person is correctly 
detected, there are other candidates whose value of δ(n) is close to that of 
the correct person δ(cp). To evaluate the robustness of the system, we 
have determined the number of wrong candidates whose difference 
between δ(n) and δ(cp) is less than a certain percentage X% of the value of 
δ(cp) (Eq. 13). Table 1 also shows the percentage of wrong candidates 
with a difference less than 10% and less than 30%. Assuming a differ-
ence between δ(n) and δ(cp) less than 10%, the percentage of wrong 
candidates in the worst case (12.5%) is also for dataset GODPR2 and the 
best result is for dataset GODPR3, where there is no candidate with this 
difference. 

dcorrect =
δ(cp) − δ(n)

δ(cp)
⩽X% (13) 

Fig. 5. Confusion matrix obtained for GODPR1 dataset.  
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The precision, recall and F1-score are shown in Table 2. To obtain the 
results in this table, if the re-identified person is the correct one, it is 
considered a True Positive (TP), whereas if the re-identification is not 
correct, it is considered as a False Negative (FN) for the actual person, 
and a False Positive (FP) for the incorrect one. Since all the evaluated 
people are re-identified as one of the previously identified people, the 
number of FP and FN are equal. Due to that, the precision and recall have 
the same value for each dataset. 

To ease comparison with the state-of-the-art, Table 2 also shows the 
results obtained in (Paolanti et al., 2018) for the TVPR dataset, but it is 
worth highlighting that, although this proposal uses an overhead cam-
era, their method is based on RGB-D data, instead of intensity and depth 

data. As it can be observed, our method obtains a precision, recall and 
F1-score over 91,7% for all the tested datasets. Besides, the precision for 
the TVPR datasets is over 96%, what outperforms the results in (Paolanti 
et al., 2018) with a precision of 86%. 

3.3. Computational cost 

To analyze the computational efficiency of the proposed algorithm, 
we have determined the average time to find and store the used features: 
d, I and h and the average time to perform the people re-identification, 
showing the obtained values in Table 3. These values are computed 
without any optimization and taking into account the time used to store 
and read the vectors into the SSD. The time values has been obtained in 
computer with a processor Intel (R) Core(TM) i5-7500 CPU, 3.40 GHz 
and 32 GB of RAM. The time needed to find features depends directly on 
the resolution of the sensor. Although it presents relatively high values 
for both sensors, it allows the system to operate in real time, since it is 

Fig. 6. Confusion matrix obtained for GODPR2 dataset.  

Fig. 7. Confusion matrix obtained for GODPR3 dataset.  

Fig. 8. Confusion matrix obtained for TVPR dataset.  

Table 1 
Percentage of correctly re-identified people and percentage of wrong candidates 
with a difference between δ(n) and δ(k) lower than 10% and 30%.  

Dataset Correct re-ID (%) People with dcorrect ≤

10%  
People with dcorrect ≤

30%  

Quantity % Quantity % 

GODPR1 95.24 2 9.52 2 9.52 
GODPR2 91.67 3 12.50 4 16.67 
GODPR3 100.0 0 0.00 2 8.70 
TVPR 96.88 2 6.25 6 18.75  

Table 2 
Precision, recall and F1-score obtained for the different tested datasets.  

Method Dataset Precision Recall F1-score 

Our proposal GODPR1 0.952 0.952 0.952 
GODPR2 0.917 0.917 0.917 
GODPR3 1.0 1.0 1.0 

TVPR 0.969 0.969 0.969 
(Paolanti et al., 2018) 0.86 0.85 0.83  
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much less than the time it would take people to enter or leave the room, 
crossing along the area of interest. In the case of the time to carry out the 
people re-identification, it is important that it should be as short as 
possible, since it is multiplied by the number of people models in the 
Person in dataset (and this value can be high). With the obtained value 
(0.1 ms), the person who leaves can be compared with up to 10 000 
people models in one second, what allows real-time people re- 
identification. 

4. Conclusions 

In this work, it has been presented a method to identify and re- 
identify people entering and leaving a room, from the depth and IR in-
tensity information provided by a depth camera located in an overhead 
position. The proposal is based on ad-hod feature vectors, that include 
information about people head and shoulders anthropometric and 
texture characteristics, and a classificator based on the Euclidean dis-
tance, and it is able to work in real time without specific hardware. The 
proposal has been evaluated in two different datasets, including infor-
mation acquired with sensors that use different operating principles to 
perform depth and intensity measurements, with re-identification re-
sults over the 90% in all cases, outperforming other state-of-the-art 
approaches for top-view people re-identification. From the obtained 
results, the following conclusions can be reached:  

• The height at which the camera is located has a great influence on the 
re-identification process, with the Real Sense sensor at the height of 
3400 mm (GODPR2 dataset) and 2760 mm (GODPR3 dataset), re- 
identification values of 91.67% and 100% respectively are ob-
tained. It is because the height of the camera can modify the depth 
and intensity features, as the measurement errors increases signifi-
cantly with the distance. 

• The method works correctly even when there is a small desynchro-
nization between the depth and intensity frame, as it can be seen in 
the results obtained with the TVPR dataset (with a 96.88% of 
precision).  

• The method correctly re-identifies people even if they wear masks on 
their faces (GODPR2 and GODPR3 datasets), since it is used infor-
mation related to anthropocentric characteristics.  

• The method can be implemented in a low-performance PC and it is 
able to work in real time. 

Regarding future works, we have observed that depending on the 
type of sensor and the height at which it is located, the different features 
change their weight in the re-identification process. Thus, we propose to 
carry out a study of the weight of each feature to improve the results. 
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