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CNN based 3D Facial Expression Recognition
Using Masking and Landmark Features

Huiyuan Yang and Lijun Yin
Department of Computer Science

State University of New York at Binghamton

Abstract—Automatically recognizing facial expression is an
important part for human-machine interaction. In this paper,
we first review the previous studies on both 2D and 3D facial
expression recognition, and then summarize the key research
questions to solve in the future. Finally, we propose a 3D facial
expression recognition (FER) algorithm using convolutional
neural networks (CNNs) and landmark features/masks, which
is invariant to pose and illumination variations due to the
solely use of 3D geometric facial models without any texture
information. The proposed method has been tested on two
public 3D facial expression databases: BU-4DFE and BU-
3DFE. The results show that the CNN model benefits from the
masking, and the combination of landmark and CNN features
can further improve the 3D FER accuracy.

1. Introduction

Facial expression, as a non-verbal communication cue,
is an important part for human interaction. A wide range
of applications can benefit from the ability of automatic
recognition of facial expressions, e.g., human computer in-
teraction, social behavior analysis, health-care application,
and many others. The goal of FER is to automatically
distinguish a variety of facial expressions associated with
various human emotions, including six basic expressions
as shown in Figure 1. Although a lot of work have been
done on 2D facial expression recognition, there are still
some challenges, mainly caused by the variations of head-
pose, illumination, registration, occlusion and identity [22].
Compared to 2D texture image, 3D face model is expected
to contain more information about facial expressions, e.g.,
invariant to pose and lighting conditions. Therefore, ana-
lyzing facial expressions in a 3D space has a great potential
in order to address those issues for FER [20] [24] [2].

Convolutional Neural Networks (CNNs) have been
widely used in recent years, which show superior perfor-
mance in a wide range of tasks, such as image classification
[12], object detection [6] [21], face recognition [23] and
more. One of the main factors for the successful applications
of CNN is that it can automatically learn the complete
representation from a large scale dataset, such as, ImageNet
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Figure 1. Example of 3D face models. A, B and C are different subjects,
each of them shows six basic expression: anger, disgust, happiness, fear,
sadness and surprise.

[12], VGG face [25] and FaceNet [23]. Inspired by this,
different researchers start applying CNN to facial expres-
sion recognition. Tang [26] replaced the softmax layer with
SVMs in the CNN model, and showed an improved per-
formance for facial expression recognition. Mollahosseini
et al. [17] proposed a novel CNN structure to improve the
FER performance cross databases. Lopes et al. [15] trained a
CNN model for facial expression recognition on a small face
database by utilizing some specific image pre-processing
steps. Pramerdorfer and Kampel [19] analyzed and com-
pared several state-of-the-art CNN based methods for facial
expression recognition. Although using CNN for 2D facial
expression recognition is well studied in the literature, as
far as we know, few works have been done for 3D facial
expression recognition, due to the lack of large scale of 3D
face expression databases as well as the inconsistency and
uncertainty of 3D objects for input to the CNN model.

2. Research Questions

2.1. CNN based 3D Facial Expression Recognition

Recently, with deep models overcoming more and more
challenges, researchers turn to embrace deep learning based
methods, and find that combining the two stages of fa-
cial expression recognition (feature extraction and classi-
fication) could get a better result. Liu et al. [14] unified
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the three training stages(feature learning, feature selection
and classification) by using a boosted deep belief network,
which was effective to learn the expression-related facial
appearance/shape changes. Khorrami et al. [10] presented
two schemes to learn multiple deep convolutional neural net-
works for static images classification, and generated state-of-
the-art results on several datasets. Zhao et al. [34] proposed
a peak-piloted deep network, which used peak expression
to supervise the recognition of non-peak expression, but it
only facilitated the recognition of same expression of the
same subject.

Until we write this paper, 3D facial expression recog-
nition is still not well studied. The lack of large labelled
3D database is the first reason; and how to pass a 3D face
model to a CNN is yet not determined. Wu et al. [28] used a
30×30×30 voxel grid representation of 3D model for object
recognition, but that is too coarse for a high resolution 3D
face model, and a higher voxel grid representation requires
a massive labelled 3D training data, which is not available
right now.

2.2. Identity-independent CNN for Facial Expres-
sion Recognition

We notice the performance gap between the training
and testing in deep model for FER. In other words, the
performance degrades on unseen subjects. Although the
performance may be improved with extra subjects added to
the training procedure, it isn’t always easy to obtain more
data for both the cost of the device and the availability of
new subjects. So, current works focus on how to transfer the
pre-trained model to the rather small dataset and alleviate
the personal variations in the training dataset. Ding et al. [5]
proposed a FaceNet2ExpNet to train an expression recogni-
tion network on a relatively small dataset, and was able to
capture improved high-level expression semantics. Ng et al.
[18] performed a supervised cascaded approach to fine-tune
a pre-trained deep model, and showed comparable results
on small datasets. Both of the beforementioned methods try
to transfer the pre-trained model to a small dataset, but still
suffer on unseen subjects due to high variations between
subjects. Meng et al. [16] tried to alleviate inter-subject
variations by using expression-sensitive contrastive loss, and
achieved identity-invariant expression recognition on three
public databases. But, this method just alleviates the inter-
subject issues to some extent, and still suffers from large
inter-subject variations.

2.3. Dynamic and Multi-modal Facial Expression
Recognition

Some expressions such as sadness and anger are usually
hardly recognized using only static images due to subtle
face deformations involved in those cases [3], but we can
generally obtain better understanding if we analyse the
facial deformations over time. This is the core of dynamic
approaches, which not only capture the appearance features

but also the spatio-temporal features. Dapogny et al. [4] pro-
posed a pairwise conditional random forests to learn spatio-
temporal patterns, and showed significant improvements on
several facial expression benchmarks. Le et al. [13] utilized
the facial level curves based 3D shape representation for
dynamic 3D facial expression recognition. Dapogny et al.
[3] showed a promising result for dynamic FER by training
a transition classifier that was fused with static estimation.
Readers can find more details in [1].

Many works have also considered using multimodal-
ity (e.g., audio, video and physiological data) for facial
expression recognition. The advantages of fusing multiple
modalities are the increased robustness and complementary
information. Zamzmi et al. [31] showed an improved perfor-
mance to assess infants’ pain by combining both behavioral
and physiological pain indicators. He et al. [7] used a deep
bidirectional long short-term memory recurrent neural net-
work to fusion multimodal features, and showed promising
results on AVEC 2015 challenge. Irani et al. [8] utilized
the combination of RGB, depth and thermal facial images
for pain level recognition. Because of the availability of
multimodalities in some database, e.g., BP4D [32], BP4D+
[33], we may also consider adding those information for 3D
facial expression recognition.

3. Proposal and Experiments

We propose a CNN based 3D facial expression recogni-
tion method using masking and landmark features. Figure 2
is the framework of our proposed method. We first pre-
process the 3D face model by cropping and face regis-
tration to remove pose variation; and then generate depth
and curvature maps from 3D face model using orthogonal
projection, which are combined with masks generated by
landmarks to train a CNN model. After training, we output
the fully connected layer (FC1) as features, which are further
combined with the landmark features for facial expression
recognition.

3.1. Data

BU-3DFE: The BU-3DFE [30] database contains 2500
3D face models of 100 subjects (56% female, 44%male),
with a variety of ages and ethnics. Each subject has six
basic expressions with four levels of intensity and a neutral
expression.

BU-4DFE: The BU-4DFE [29] is a high resolution
3D dynamic facial expression database, which contains 58
female and 43 male total 101 subjects, with a variety of eth-
nics. Six model sequences are captured for each subject, and
each of them shows one of the six basic expressions(anger,
disgust, happiness, fear, sadness and surprise) starting from
neutral(zero intensity) to apex(highest intensity), and then
ending with neutral again. Because no label information
available to split the neutral frames from the whole se-
quence, we manually label and remove the neutral frames
from both the beginning and ending of each sequence.
Thus, an experimental database consisting of 45,000 frames
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Figure 2. An overview of our method. (1) The upper part is data pre-processing steps. The nosetip is first detected on 3D face model, and then face crop
and pose normalization are applied. Finally, depth and curvature feature maps are generated from the pre-processed face model. (2) The lower part is the
combination of landmarks and CNN model. The landmark is first used to generate mask, which is combined with two other feature maps to generate a
three channel [mean curvature map, depth map, mask] image. The image is then used to train a CNN model with six outputs. After that, we output the
fully connected layer (FC1) as feature, which is further combined with the landmark features for facial expression recognition.

is built. The database is further divided into 10 subsets,
where the subject in any two subsets are mutually exclusive.
Then, following the general rule, a 10-fold cross-validation
strategy is applied, where we use 8 subsets for training, and
the remaining two subsets for validation and testing.

3.2. Data Pre-processing

Given a 3D face model, we first detect the tip of nose
based on SHOT [27] feature with a specific search radius
(25mm used in our experiments); then we crop the 3D
face model using a sphere with a 90mm radius and cen-
tring in nosetip. Those steps keep only the facial region
and also reduce the storage space. Finally, iterative closest
point(ICP) [9] is used to frontalize the 3D face model, so
the pose variations are eliminated. The processed 3D model
is further projected orthogonally to generate 2D represen-
tations: depth and curvature maps. Here we use the mean
curvature during our experiments. During the projection, we
also use bilinear interpolation to fill the holes in 2D feature
map.

Those steps firstly decrease the computation complexity
by using less vertices; second, improve the performance by
removing the pose variation.

Figure 3. Examples of generated feature maps after Rotating the 3D face
model along raw, roll and pitch directions.

3.3. Implementation

Our implementation is based on TensorFlow1. To avoid
overfitting, data augmentation procedures are employed to
train the CNN model, where a 3D face model is rotated
[−10o,−5o, 0o, 5o, 10o] along each of Pitch, Yaw and Roll
directions, as shown in Figure 3; then a 10x10 random black
block and gaussian noise with a 0.01 standard deviation are
also added to the feature maps, resulting in a 2.6M training
data.

Our implementation for the deep model follows the
practice in VGG face. The feature map is first resized to
64x64. The weight is initialized by a normal distribution

1. https://www.tensorflow.org
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TABLE 1. ACCURACY USING DIFFERENT FEATURES ON BU-4DFE
DATABASE.

Name Model Accuracy

Landmarks residual error 69.3%

depth map 62.1%

3D face model curvature map 67.3%

depth + curvature 69.0%

Combination depth + curvature + mask 73.3%

all together 75.9%

Joint [3] 2D texture 75.8%

PCRF [4] 2D texture 75.2%

with mean and standard deviation (0, 0.1), and all the biases
are given a 0.1 initial value. We use the Adam algorithm
[11] with a 0.0001 learning rate for optimization and a mini-
batch size of 100. The model is trained for 10,000 iterations.

3.4. Performance on BU-4DFE Database

3.4.1. 3D FER Using CNN Model. With using depth map
and mean curvature map only, the CNN model shows 62.1%
and 67.3% accuracy respectively. The deep model using
mean curvature map performs better than solely using depth
map because the curvature is invariant to head-pose, while
the depth maps still relies on an accurate face registration.
And, depth map and mean curvature compensate each other
for facial expression recognition, we get a 69.0% accuracy
after combining those two feature maps.

3.4.2. Combination of Landmark Features and CNN
Model. After adding the mask generated from landmarks,
the deep model reaches an accuracy of 73.3%. The mask,
which is generated based on the landmark positions, is used
to force the CNN model to focus on the areas that closely
related to expression changes. For example, the areas around
the mouth, eyes, and eyebrows. Finally, the residual error
based landmark features and the 3D face model features that
extracted by the CNN model are further combined, and a
simple neural networks is used for expression classification.
Our proposed method achieves a comparable accuracy of
75.9% on BU-4DFE database. It worth to note that both
Joint [4] and PCRF [3] report their results based on 2D
texture image on BU-4DFE, while our proposed method
using 3D face shade model. Figure 4 is the confusion matrix
for recognizing six basic expressions. We can note that the
happy expression has a higher accuracy rate than others.
While the fear expression only has a 46% recognition rate;
Looking at the confusion matrix, we may find that the fear
expression was confused majority with happy and disgust.

3.5. Evaluation on BU-3DFE Database

After training on BU-4DFE, we also test the model on
BU-3DFE. It worth to note that none of the BU-3DFE
database is used for training the model. We report our

Figure 4. Confusion matrix for recognizing six basic expressions.

TABLE 2. ACCURACY ON RECOGNIZING SIX EXPRESSIONS WITH

DIFFERENT LEVELS OF INTENSITY ON BU-3DFE DATABASE.

Expression intensity level

I II III IV

Accuracy 49.8% 56.9% 56.8% 66.7%

results based on the expression intensity level. As we can
see in Table 2, the expression intensity IV has the highest
accuracy than others; while the expression intensity I only
has a 49.8% recognition rate. The average accuracy over
four intensity levels is 57.6%.

4. Conclusion and Future Work

In this paper, we propose a 3D facial expression recog-
nition (FER) algorithm using convolutional neural network
(CNN) and landmark features/masks. The algorithm is in-
variant to pose and illumination variations due to the solely
use of 3D geometric facial models without any texture
information, and has been tested on two public 3D facial
expression databases: BU-4DFE and BU-3DFE. The results
show: (I) CNN model benefits from the masking; (II) the
combination of landmark features and CNN features can
further improve the 3D FER accuracy.

Our future work will extend the current work to make it
more robust for unseen subjects for facial expression recog-
nition. We will test the algorithm using the more challenging
spontaneous expression dataset - BP4D database, and also
address the issue of 3D AU detection and 3D AU intensity
estimation using the newly developed multi-modal dataset -
BP4D+ database.
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