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Identity-Adaptive Facial Expression Recognition Through Expression Regeneration
Using Conditional Generative Adversarial Networks

Huiyuan Yang, Zheng Zhang and Lijun Yin
Department of Computer Science
State University of New York at Binghamton, USA

{hyang51, zzhang27}@binghamton.edu; lijun@cs.binghamton.edu

Abstract—Subject variation is a challenging issue for fa-
cial expression recognition, especially when handling unseen
subjects with small-scale lableled facial expression databases.
Although transfer learning has been widely used to tackle the
problem, the performance degrades on new data. In this paper,
we present a novel approach (so-called IA-gen) to alleviate the
issue of subject variations by regenerating expressions from any
input facial images. First of all, we train conditional generative
models to generate six prototypic facial expressions from any

given query face image while keeping the identity related EXE_ASM Exp = happiness
information unchanged. Generative Adversarial Networks are D=B

emp]oyed to train the conditional generative models’ and each {seecreccrccanccnitticttecttccatctncctsttosttscecstecttesssessscssscsscssssascans
of them is designed to generate one of the prototypic facial =

expression images. Second, a regular CNN (FER-Net) is fine-
tuned for expression classification. After the corresponding
prototypic facial expressions are regenerated from each facial
image, we output the last FC layer of FER-Net as features for

both the input image and the generated images. Based on the wlw 9‘6 ’,? ] E —~— !
minimum distance between the input image and the generated == = : = .
expression images in the feature space, the input image is : .
classified as one of the prototypic expressions consequently. I

Our proposed method can not only alleviate the influence of
inter-subject variations, but will also be flexible enough to
integrate with any other FER CNNs for person-independent
facial expression recognition. Our method has been evaluated
on CK+, Oulu-CASIA, BU-3DFE and BU-4DFE databases,
and the results demonstrate the effectiveness of our proposed
method.

Keywords-FER; GAN; Identity-adaptive; CNN;

I. INTRODUCTION

In the past decades, research on automatic facial expres-
sion recognition has been conducted through classifying
classic prototypic facial expressions (i.e., anger, disgust, fear,
happiness, sadness, surprise) from static images or dynamic
image sequences. Although significant progresses have been
made in recent years, the challenge still remains in real-
world scenarios with respect to various poses, illumination,
occlusion, and in particular, the identity related expression
variations. The inter-subject variations come from a variety
of identity components, including age, gender, race and
person-specific characteristics [1]. Compared with the VGG
face dataset [2] and Imagenet [3], the current public expres-
sion datasets are limited in size, making it more difficult to
deal with identity-related variations.

By = happiness Feature Space
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Figure 1. The upper part is the illustration for features of different subjects
with a variety of expressions in the feature space. The lower part shows
the generated identity-adaptive sub-space for each subject.

Recently, several approaches have been proposed by fo-
cusing on improving performance on person-independent
facial expression recognition [4] [1] [5]. Transfer learning is
one of the mostly used methods, which fine-tunes a network
that has been pre-trained on a large dataset i.e. VGG [2],
FaceNet [6] and FER-2013 [7], to a relatively small facial
expression dataset. Other methods include: using a deeper
network with more training data [8]; learning a person-
specific model [9] and adding extra constraints for identity-
related variations in FER task. Although those efforts have
alleviated the problem to a certain degree, the challenge still
remains unsolved.

For facial expression recognition task, the same expres-
sions are expected to have a smaller distance between each
other in the feature space than others of different expres-
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Figure 2. Framework of our proposed method (IA-gen)

sions. As illustrated in Fig. 1, I(happiness,a) and I(sqq a)
are the same subject A showing different expressions,
while I(happiness,a) a0d I(happiness,B) are different subjects
showing the same expressions. However, due to high inter-
subject variations, the distance between [ (happiness, A) and
I(happiness,B) is larger than I(happiness,A) and I(sad,A)-

Variations are greater related to identity compared to
variations related to expression. This partially explains why
most current methods could degrade on unseen subjects. As
in the lower part of Fig. 1, we generate two sub-spaces
for subject A and subject B respectively, each of them
contains the generated six basic expression images of the
query image. Only the same identity information exists in
each sub-space, thus allowing for expression classification
to be more reliable. This motivated us to design a new
scheme by generating a kind of sub-space for facial expres-
sion classification while aiming each subject individually.
This identity-adaptive FER approach is robust to identity
variations, achieving the goal of person-independent facial
expression recognition.

Generative Adversarial Networks (GAN) [10], an effective
training method for training generative models, was first de-
veloped by Goodfellow et al in 2014. The GAN framework
plays an adversarial game with two players, a generator and
discriminator. The discriminator is designed to distinguish
between samples from the generator and samples from the
training data. On the other hand, the generator learns to out-
put samples that can maximally confuse the discriminator.
The conditional Generative Adversarial Networks (cGAN)
[11], an extension of the basic GAN model, enables the
generative model to learn different contextual information
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by adding extra conditional variations to the input. Another
extension is the combination of GAN and CNN [12], which
has facilitated a number of interesting applications, e.g,
object attributes manipulation by vector arithmetic [12], face
generation [13], and object reconstruction from edge maps
[14].

The potential application of cGAN in face generation, as
well as the current limitation of facial expression recogni-
tion, motivated us to develop an identity-adaptive structure
to address the issue of high inter-subject variations through
regenerating six basic facial expression images of a same
subject. Unlike the previous method [1] that tried to split
the facial image feature into two parts: expression-related
and identity-related. However, our method is based on the
assumption that individual facial expression is dependent on
the individual’s identity, i.e. gender, age, and race with var-
ious expression styles, whereby expression-related features
and identity-related features are partially overlapped, and not
separable. By regenerating six facial expression images of a
subject given a face image of the individual, our approach
limits the feature comparison in a single identity sub-space,
allowing us to further compare the features merely caused
by expression variations of the subject. The feature space
is adaptive to a single identity without involving other
individuals, thus identity variations will not be an issue
for facial expression classification. This enables the facial
expression recognition to work in a person-independent
manner. The main contribution of this paper is two-fold:

o To our knowledge, this is the first work to address
the facial expression recognition by expression re-
generation through the exploration of GANs and the
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application of cGANS.

The proposed method can effectively deal with the issue
of subject variations, because the feature sub-space is
generated for a single subject with no affiliation with
the other subjects. This “adaptive” property allows FER
to work person-independently. In addition, the proposed
method can be easily integrated into regular networks
for performance improvement.

To validate the effectiveness of our proposed method, we
conducted four experiments on four public databases: CK+
[15], Oulu-CASIA [16], BU3DFE [17] and BU-4DFE [18].
The results show that our proposed method achieved superior
performance compared to the state-of-the-art methods.

II. RELATED WORKS

Facial expressions are varied from person to person with
respect to age, race, gender, and cultural background in terms
of their appearances and styles of facial actions. Such a sub-
ject variation issue could cause performance degradation in
facial expression recognition, especially on unseen subjects.
There are existing approaches developed for focusing on
improving person-independent facial expression recognition.
Chen et al. [9] attempted to learn a person-specific model
through transfer learning. Ding et al. [5] proposed a so-called
FaceNet2ExpNet structure for facial expression recognition
on relatively small datasets, which used the pre-trained
model as supervision rather than as a source of some initial
parameter values. Their method consists of two stages:
first, only the convolutional layers were trained to generate
similar intermediate features to those of the pre-trained
model; second, the whole deep model was trained with
the label information. The experiments showed that their
method worked well on relatively small expression datasets.
Zhao et al. [4] achieved invariance to expression intensity
by considering both peak expressions and weak expressions
to train a network. The invariance was achieved by a peak
gradient suppression learning algorithm, which drove the
intermediate features of weak expressions towards those of
peak expressions. Meng et al. [1] proposed an identity-
aware deep model for facial expression recognition, which
was capable of learning the features that were invariant to
both expression and identity-related variations, by utilizing
an expression-sensitive contrastive loss function.

Generative Adversarial Networks (GANs) have been
vigorously studied in recent years. It was first proposed by
Goodfellow et al. [10] known as the generative adversarial
net (GAN), which applied the minimax game to two players,
i.e., generator (G) and discriminator (D) for recovering the
distribution of the training data by G while keeping D to %
Radford et al. [12] had successfully scaled up GANs using
CNNs to model images, and showed good result with the
trained discriminators for image classification tasks, as well
as the interesting vector arithmetic properties of generated
samples of generator. Gauthier [13] extended the generative

296

adversarial net framework by adding a conditional informa-
tion, which could deterministically control the output of the
generator, and showed how to generate faces with specific
attributes from nothing but random noise and conditional
information. Isola et al. [14] utilized conditional adversarial
networks for image-to-image translation, and showed that
the conditional adversarial networks were applicable for a
wide variety of applications, i.e. synthesizing images from
labels, reconstructing objects from edge maps and colorizing
images.

Inspired by the above-mentioned prior works, especially
by the solution of image-to-image translation with condi-
tional generative adversarial networks [14], we propose to
explicitly train a set of expression-specific models (e.g., six
prototypic expression models) to generate the corresponding
expressions of each subject for a given image of the subject.
By doing so, we can utilize expression features oriented by
each individual adaptively in the corresponding feature sub-
space even with the identity-related variations occurred from
person to person, thus leading to the FER improvement with
unseen subjects.

III. PROPOSED METHOD

Our proposed method is based on the regeneration of six
basic facial expressions, which are adaptive to each identity
of individual, we call it the Identity-Adaptive Generation
method (a.k.a. TA-gen). As shown in Fig.2, the TA-gen
framework consists of two parts. The upper part is aimed
to generate six basic facial expression images of the same
subject for any query image using six cGANs, and each of
them is designed to generate one expression respectively.
The lower part is the facial expression recognition module.
A pre-trained CNN is first fine-tuned on the database, and
then the last fully connected layer is used as features for
both the query image and regenerated images. The query
image is labeled as one of the six basic expressions based
on a minimum distance in feature space.

A. GANs for Facial Expression Regeneration

GANs have been successfully used to generate images
[14] [13] [12]. Note that CNN based methods could also
be used for image generation. However, they use a mean
squared error (MSE) based solution, resulting in overly
smooth of the generated image. However, GANs force
the regeneration towards the natural image manifold and
produce more perceptually natural results [19]. Therefore,
we apply the GANS for facial expression image regeneration.

The generator G is trained to produce outputs that cannot
be distinguished from “real” image pairs by discriminator
D, which is adversarially trained to detect “fake” image
pairs. The training procedure is illustrated in Fig. 3, where G
generates an output for any input image, and the image pairs
< TLinputs Loutput > are constructed as negative examples

Authorized licensed use limited to: Missouri University of Science and Technology. Downloaded on October 31,2023 at 19:36:24 UTC from IEEE Xplore. Restrictions apply.
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Figure 3.  Training a GAN to generate facial expression image. The

discriminator (D) learns to distinguish between the [input, target] and
[input, output] pairs, while the generator (G) learns not only to fool the
discriminator, but also to be close to the ground truth (target image).

for the D, while image pairs < Iinput, liarger > from the
training dataset are also constructed as positive examples.
The objective for discriminator can be expressed as:

N
1 i i
LCGAN(D) = N Z {ZOQD(Iinput7 Iifargeit)+
i=1

log[l — D(I?

nput?

G(I!

znput))}} (1)
where N is the total number of training image pairs <
Linput, Itarger >. To against an adversarial D, G is used
to not only fool the discriminator, but also to generate an
output as similar to the target image as possible. The loss
function for the generator is defined as follow:

N
1
LCGAN(G) - N Z {Ladv —+ o - Lcont} (2)
=1
Lodgw = —log [D (Iinputa G(Iznput))] 3)

Here, L4, is the adversarial loss, as defined in Eq.3,
D(Imput, G(Imput)) is the probability that the regenerated
image pairs < Ijnput, loutpur > are recognized as training
example. L.,y 1s the content loss between the regenerated
Ioutput and training example I;qpge¢. The most widely used
loss function is the pixel-wise MSE loss, which is calculated
as:

cW cH

2.

r=1y=1

MSE _ 1
cont C2WH

2
{Itarget(xa y) - Ioutput (.I', y)}

(C))
Here, ¢, W, H are the channel, width and height of the
image, respectively. However, MSE based solution often
overly smooths textures, which results in the lack of high
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frequency content, and generates perceptually unsatisfying
results [19]. In our experiment, we use L loss rather than
Ly loss, because the L loss can reduce the effect of over-
smoothing on the generated image [14]. Another choice for
content loss is perceptual similarity that measure high-level
perceptual differences between images [20]. The perceptual
loss is defined on a loss network ¢ which is pre-trained
for image classification, e.g., VGG network [2]. Rather
than penalizing the pixel differences between I,y¢pu¢ and
Tiarget, the perceptual loss allows to have similar feature
representations to be computed in ¢. Let ¢,(I) be the j-th
convolutional layer with a shape of C; x H; x Wj; then
the perceptual loss is the euclidean distance between feature
representations:

C;W; CjH;

DY

rz=1 y=1

1 2
Lgsgt = C?ijg {¢m,y(Itarget)7¢m,y(loutput)}
(5)

The final loss function for the generator G can be written

as:
} (0)

+O['LMStE

con

N
1 e
LcGAN (G) = N Z {Ladv + B : LZOZJ&
i=1
and the final optimization target is to solve the adversarial
min-max problem:

G* =arg mcinmgx {Lcc,vAN(D) + >\L6GAN(G)} @)

The complete architecture of GAN follows the structure
used in [14]. Specifically, the generator G is a deconvo-
lutional neural network [21], which contains six Encoders
with output channels {64, 128, 256, 512, 512, 512} and six
Decoders with output channels {512, 512, 256, 128, 64, 1}.
Each layer is followed by a non-linear activation function
(ReLU) and batch normalization (BN) layer. The stride size
is set as 2 to avoid max-pooling operation, and the filter size
is set as 4 x 4 for all layers. Skip connections ( U-net [22]
) are also used here, which help pass low-level information
shared between the input and output image directly across
the net. The discriminator D is a regular convolutional neural
network with {64, 128, 256, 512, 1} output channels.

B. A CNN for Facial Expression Recognition

Due to large variations across subjects, facial expression
recognition performance degrades on unseen subjects in
real world scenarios. To cope with this problem, IA-gen
is first used to construct a sub-space with six expressions
of the same subject, and then a regular convolutional neural
networks (FER-net) is used for facial expression recognition.
The last fully connected layer of FER-net is used as features
for both the input image and the generated images, and
the input image is labeled as one of the six basic facial
expressions based on a distance function in the feature space:

Predict = argmin||Feat(Iinpy) — Feat(I;)|| (8)

Authorized licensed use limited to: Missouri University of Science and Technology. Downloaded on October 31,2023 at 19:36:24 UTC from IEEE Xplore. Restrictions apply.
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Here, Feat(-) is a feature extraction function. Any method,
except the FER-net used here, that can be used to extract
the facial expression related features works as well.

IV. EXPERIMENTS

We apply the proposed IA-gen approach to the task of
facial expression recognition on four publicly available fa-
cial expression databases: extended CK+ [15], Oulu-CASIA
[16], BU-3DFE [17] and BU-4DFE [18].

A. Implementation

We apply the tree-structured deformable models (TSM)
[23] for face detection and landmarks localization. The
faces are then cropped and resized to 70 x 70. The la-
beled facial expression database is quite small, thus we
utilize conventional data augmentation method to gener-
ate more training data, where each image is rotated by
degree [—15°,—12°,—9°, —6°,—3°,0°,3°,6°,9°,12°,15°]
respectively. Five 64 x 64 patches are cropped out from
five locations of each image (center and four corners,
respectively), then each patch is flipped horizontally, thus
resulting in an augmented dataset which is 110 times larger
than the original one. During testing, neither the rotation nor
the flipping operation is used on the input image.

The cGAN models are pre-trained on BU-4DFE database,
and then fine-tuned on other databases. In order to have
a similar baseline as [5], the VGG [2] model is used as
baseline in Oulu-CAISA database. All the others use the
FER-Net, which is fine-tuned from a pre-trained CNN model
on the Facial Expression Recognition (FER-2013) database
[7]. The batch size is 100, the momentum is fixed to be
0.9, and the dropout is set to 0.5 during training, and 1.0
during testing. The initial learning rate is set to 0.001, and
is decreased by 0.8 for 20 epochs. o, 5 and A are set to
100, 10 and 1 respectively. Both cGANs and FER-Net are
implemented using tensorflow [24].

B. Facial Expression Generation

Fig.4 illustrates the generated facial expression images by
cGAN. The first column (from top to bottom) represents the
input images from CK+ [15], Oulu-CASIA [16], BU3DFE
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Table I

AVERAGE ACCURACY ON THE CK+ DATABASE FOR SEVEN CLASSES.

Method Setting Accuracy
LBP-TOP [25] sequence-based 88.99
HOG 3D [26] sequence-based 91.44
3DCNN [27] sequence-based 85.9
STM-Explet [28] | sequence-based 94.19
TIACNN [1] image-based 95.37
DTAGN [29] sequence-based 97.25
CNN (baseline) image-based 89.50
Ours image-based 96.57
1.0
AN
co 0.8
DI
0.6
FE
0.4
HA
SA 0.2
su
0.0

AN

co DI FE HA SA suU

Figure 5. Confusion matrix on the CK+ database.

[17] and BU-4DFE [18] respectively, and the rest of the
columns show the generated facial images with different
expressions. As illustrated in Fig.4, the facial expression
regeneration part is capable of generating different facial ex-
pression images while keep the identity-related information
visually unchanged.

C. Evaluation on CK+

The Extended Cohn-Kanade database (CK+) [15] is
widely used for evaluating facial expression recognition. It
contains 593 video sequences recorded from 123 subjects,
each of which displayed one of seven expressions, from
neutral to peak expression. The label information is only
provided for the last frame of each sequence. Following
the general procedure, we use the last three frames of
each sequence with the provided label, which results in
981 images. The images are further split into 10 folds by
ID in ascending order, so the subjects in any two subsets
are mutually exclusive. Both the proposed method and
CNN based baseline are trained and tested on static images.
The reported results are the average of the 8 runs. As
shown in Table I, the performance of our proposed method
outperforms the CNN based baseline in terms of the average
accuracy of seven expressions. The proposed method is also
compared to the state-of-the-art methods evaluated on the
CK+ database. Among them. IACNN [1], CNN baseline and
our proposed method are image-based methods, while others
are sequence-based, and use the temporal information. In
contrast, our method [A-gen, which is more suitable for ap-
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Table IT
AVERAGE ACCURACY ON THE OULU-CASIA DATABASE.

Method Setting Accuracy
LBP-TOP [25] sequence-based 68.13
HOG 3D [26] sequence-based 70.63

STM-Explet [28] sequence-based 74.59
Atlases [30] sequence-based 75.52
DTAGN-Joint [29] sequence-based 81.46
FN2EN [5] image-based 87.71

PPDN [4](peak expression) image-based 84.59
VGG (baseline) image-based 82.33
Ours image-based 88.92

0.0

AN DI FE HA

SA

suU

Figure 6. Confusion matrix on the Oulu-CASIA database.

plications where videos or image sequence is not available,
achieves comparable result, with 96.57% for seven classes.
Aimed at solving the identity-related issues, IACNN [1] tried
to split the whole face image feature into two parts: identity-
related and expression-related features, but this method may
not generalize well for all six basic facial expressions. For
example, people may show something in common when
smiling, but often individuals have unique ways to express
other emotions. This difference can be related to age, gender,
race, and even the background of education. Instead of trying
to split the identity-related information (which, sometimes, is
not separable), our proposed IA-gen adaptively regenerates
a sub-space that contains six basic facial expressions of the
same subject, so the facial expression recognition is limited
in a single-identity subspace, and that’s why our proposed
method shows higher performance than JACNN [1].

Fig. 5 is the confusion matrix, from which we can see that,
our proposed method performs well in recognizing contempt
and surprise, while showing lowest recognition accuracy in
fear, which is confused mainly with contempt and anger.

D. Evaluation on Oulu-CASIA

The Oulu-CASIA database [16] contains two subsets: VIS
and NIR. Here, we only use the VIS subset, in which all
videos were captured by VIS camera. The Oulu-CASIA VIS
has 480 video sequences taken from 80 subjects and six ex-
pressions under dark, strong, weak illumination conditions.
In this experiment, only videos that were captured under
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Table III
AVERAGE ACCURACY ON THE BU-3DFE DATABASE.

Method Setting Accuracy
Wang et al. [31] 3D 61.79
Berretti et al. [32] 3D 77.54
Yang et al. [33] 3D 84.80
Lopes [34] image-based 72.89
CNN (baseline) image-based 73.2
Ours image-based 76.83

0.8
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0.6

0.5

0.4

0.3

0.1

0.0

AN DI FE HA SA su

Figure 7. Confusion matrix on the BU-3DFE database.

strong condition are used. As a general procedure, the last
three frames of each sequence with the provided label are
used, which result in 1440 images. Similar to experiment
settings in [4], a 10-fold subject independent cross validation
is performed.

The 82.33% baseline is reported by fine-tuning the VGG
[2] network on the dataset. With the introduction of IA-
gen approach, the classification performance is increased to
88.92%.We also compare with the state-of-the-art methods,
as summarized in Table II. Among them, FN2EN [5],
PPDN [4] and our proposed method are image-based, while
the others are sequence-based methods, which utilize the
temporal-spatio information for facial expression recogni-
tion.

In the confusion matrix in Fig.6, the happiness and
surprise expressions have the highest recognition rate, while
disgust shows the lowest recognition accuracy, and is mainly
confused with anger.

E. Evaluation on BU-3DFE

The BU-3DFE database [17] contains 100 subjects, rang-
ing in age from 18 to 70 years old with a variety of race.
Each subject displays six basic expressions with four levels
of intensity and a neutral expression, which results in a total
of 2,500 3D facial expression models and texture images.
In this experiment, we only use the texture images, and
high intensity expressions ( the last two frames). A 10-
fold cross-validation is performed, and the split is subject
independent. Table III shows the average result of 10
runs on the BU-3DFE database. Unlike the CK+ and Oulu-
CASIA databases, the BU-3DFE is more challenging as it

Authorized licensed use limited to: Missouri University of Science and Technology. Downloaded on October 31,2023 at 19:36:24 UTC from IEEE Xplore. Restrictions apply.



Table IV
AVERAGE ACCURACY ON THE BU-4DFE DATABASE.

Method Setting Accuracy
Dapogny et al. [35] | sequence-based 75.8
LSH-COREF. [36] sequence-based 77.1
PCRF [37] image-based 76.1
L4sz16 et al. [38] 3D 78.2
Pan et al. [39] image-based 80.89
CNN (baseline) image-based 76.45
Ours image-based 89.55

AN
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HA 0.4

SA
0.2

suU

0.0

AN DI FE HA SA su

Figure 8. Confusion matrix on the BU-4DFE database.

has a wider variety of ethnicities and a larger range of ages
while the data size is relatively small. Note that [33] has
higher performance due to the use of geometric feature of the
3D shape model. However, our proposed method improves
the baseline by 3.6%, and also outperforms the image-based
method [34].

Fig. 7 shows the confusion matrix, where the expressions
(surprise, happiness, and disgust) are classified better than
the other expressions.

F. Evaluation on BU-4DFE

The BU-4DFE [18] contains 606 facial expression se-
quences captured from 101 subjects. Each sequence shows
one of the six basic facial expressions starting from neutral
to peak expression, and ending with neutral again. Seven
frames around the peak expression are collected with the
provided sequence label, which results in 4272(101 x 6 x 7)
images. Similar to the CK+ database setting, a 10-fold
subject-independent cross validation is performed. Table IV
reports the average accuracy of 10 runs on the BU-4DFE
database for recognizing six expressions. As shown, our
proposed method has a 13.1% improvement over the CNN
baseline, and achieves the highest accuracy compared to the
stat-of-the-art methods, including sequence-based methods
[35] [36], image-based methods [37] [39] and 3D model
based method [38]. The confusion matrix in Fig.8 shows
that happiness and surprise are the easiest expressions to
recognize, while sadness shows relatively low recognition
rate, which is mainly confused with anger.
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Figure 9. Per-class precision and F1 score on CK+, Oulu-CASIA, BU-
3DFE and BU-4DFE databases
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Per-expression precision and F1 score for CK+, Oulu-
CASIA, BU-3DFE and BU-4DFE databases are shown in
Fig.9. We observe that both precision and F1 score are the
lowest in BU-3DFE database. This is due to the limited data
size and high variety of ethnicities with larger range of ages,
making it more challenging to recognize facial expressions.

V. CONCLUSIONS AND FUTURE WORKS

In this paper, we proposed an identity-adaptive training
algorithm for facial expression recognition. First, six basic
facial expression images are regenerated for any query im-
age. Then, the facial expression is recognized by comparing
the query image and the generated six facial images in
the face space. Rather than trying to split image features
into expression-related and identity-related parts, we keep
the identity-related information adaptive to each query im-
age, and make the facial expression recognition identity-
independent.

For the future work, we plan to apply our method for
facial expression recognition in the wild by training a more
general facial expression regeneration model using more
databases.
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