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ABSTRACT
Central Limit Theorems have a fundamental role in statistics and in

a wide range of practical applications. Themost famous formulation

was proposed by Lindeberg–Lévy and it requires the variables to

be independent and identically distributed. In the real setting these

conditions are rarely matched, though. The Lyapunov Central Limit

Theorem overcomes this limitation, since it does not require the

same distribution of the random variables. However, the cost of this

generalization is an increased complexity, moderately limiting its

effective applicability. In this paper, we resume the main results on

the Lyapunov Central Limit Theorem, providing an easy-to-prove

condition to put in practice, and demonstrating its uniform con-

vergence. These theoretical results are supported by some relevant

applications in the field of big data in smart city settings.

CCS CONCEPTS
• Theory of computation → Design and analysis of algorithms;

• Information systems→ Information systems applications; Mo-

bile information processing systems.
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1 INTRODUCTION
Central limit theorems (CLTs) cover a central role in statis-

tics and still attract interest (see [1, 2]). The most used ver-

sion is the Lindeberg–Lévy theorem, which asserts that a se-

quence of independent and identically distributed random vari-

ables {X1, X2, . . . , Xn }, under the conditions of E[Xi ] = µ and

∗
This research has been made in the context of the Excellence Chair in Computer

Engineering – Big Data Management and Analytics at LORIA, Nancy, France

Permission to make digital or hard copies of all or part of this work for personal or

classroom use is granted without fee provided that copies are not made or distributed

for profit or commercial advantage and that copies bear this notice and the full citation

on the first page. Copyrights for components of this work owned by others than ACM

must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,

to post on servers or to redistribute to lists, requires prior specific permission and/or a

fee. Request permissions from permissions@acm.org.

ICCBDC 2021, August 13–15, 2021, Liverpool, United Kingdom
© 2021 Association for Computing Machinery.

ACM ISBN 978-1-4503-9040-8/21/08. . . $15.00

https://doi.org/10.1145/3481646.3481652

Var [Xi ] = σ
2 < ∞ then,

√
n

n∑
i=1

( Xi − µ) converges to a normal

distribution N (0, σ 2
), where Xi =

n∑
i=1

Xi/n .

For this theorem, the convergence of the empirical cumulative

distribution function (cdf) to the standard normal cdf (reported as

Φ(x)) is uniform. Thus, the following statement holds:

lim

n→∞
supz∈R

�����Pr

[
√
n

( n∑
i=1

Xi − µ

)
≤ z

]
− ϕ

( z
σ

)����� = 0 (1)

It is worth noting that the Lindeberg–Lévy CLT is valid for both

discrete, continuous, and mixed random variables.

In the literature, there are several central limit theorems that

generalized the Lindeberg–Lévy theorem for non-identically dis-

tributed variables and for non-independent ones. Nevertheless,

they are not widely known and thus less applied. In particular, the

Lyapunov Central Limit Theorem does not require the identical

distribution of the random variables but it requires to check the

difficult Lyapunov’s condition. Therefore, it is mainly used in the-

ory and not in real applications. In this paper, we fill the gap by

summarizing the main results about the Lyapunov counterpart,

providing an easy-to-prove condition for its applicability and by

presenting some real world applications.

The paper is organized as follows. In Section 2, we report the

theoretical development by providing an easy-to-prove sufficient

assertion for the Lyapunov’s condition. Furthermore, we prove that

if such a sufficient condition holds, then the convergence of the

Lyapunov’s theorem is uniform. In Section 3, we apply the analysis

in a real setting, by also including a preliminary experimental eval-

uation that focuses on this setting. Finally, in Section 4 we present

the conclusion of the current work and possible future extensions.

2 THE LYAPUNOV CENTRAL LIMIT
THEOREM: EXTENSIONS TO UNIFORM
CONVERGENCE CONDITION

In this Section, we present the main results about the Lyapunov CLT

[3]. In order to clarify all the definitions, we recall the following

statement.

Definition 1. Fn → F means that for each x , Fn (x) → F (x). In
other words

∀x , ϵ > 0 ∃N such that |Fn (x) − F (x)| ⟨ϵ ∀n⟩ N (2)

For the sake of clarity, for a given ϵ , a value of N , making state-

ment in Eq. (2) true for some x , might not work for some other

x . However, the idea of uniform convergence implies that we can

choose N without any regard to the value of x . Thus, the concept
of uniform convergence is needed.
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Definition 2. Fn (x) converges uniformly to F (x) if for every
ϵ > 0 , there exists N such that |Fn (x) − F (x)| < ϵ for all n > N and
for all x .

It is clear that, in general, point-wise convergence does not imply

uniform convergence. However, the following theorem gives a

special case in which it does.

Theorem 1. If Fn (x) and F (x) are cdf’s and F (x) is continuous,
then the pointwise convergence of Fn to F implies uniform convergence
of Fn to F .

In order to introduce the Lyapunov CLT result we recall the

following definition.

Definition 3. Lyapunov’s Condition. If a sequence of indepen-
dent random variablesXk k = 1, . . . , n is such that E[Xk ] = µk < ∞,
E[(Xk − µk )

2] = σ 2

k < ∞, then for some δ > 0:

lim

n→∞

1

s2+δ
n

n∑
k=1

E
[
|Xk − µk |

2+δ
]
= 0 (3)

where s2

n =
n∑

k=1

σ 2

k > 0 the Lyapunov’s condition holds for

{Xk , k = 1, . . . , n }.

By using the Lyapunov condition it is possible to state the fol-

lowing known results.

Theorem 2. Lyapunov’s Central Limit Theorem. If the Lya-
punov’s condition holds, then for n → ∞,

1

sn

n∑
k=1

Xk − µk
d
→ N (0, 1) (4)

where sn =

√
n∑

k=1

σ 2

k and
d
→ indicates the convergence in distribution.

The proof of Theorem 2 is here omitted since it is out of the

scope of the paper, however the interested reader is referred to [3].

Condition in Eq. (3) is, in general, difficult to prove, hence we

recall an easier sufficient condition that holds for several distribu-

tions.

Theorem 3. Given a sequence of independent random variables
{Xk , k = 1, . . . , n } such that E[(Xk − µk )

2] = σ 2

k ≥ σ 2

k >

0 ∀ k holds and the centered 3-rd moments E[|Xk − µk |
3] = ηk ≤

ψ < ∞, then the Lyapunov condition holds

Proof. By considering the limit in (3) for δ = 1 we have

0 ≤ lim

n→∞

1

s3

n

n∑
k=1

E
[
|Xk − µk |3

]
= lim

n→∞

∑n
k η

3

k[∑n
k σ

2

k

]
2
≤ lim

n→∞

nη∗

n2σ 4

∗

→ 0 (5)

where η∗ = max

k
η3

k and σ 2

∗ = min

k
σ 2

k . Then, the Lyapunov condi-

tion holds.
In order to study the convergence of Theorem (2) we recall

another useful result, namely the Esseen inequality (see [4]).

Theorem 4. Esseen inequality. Let {Xk , k = 1, . . . , n }be in-
dependent random variables with E[Xk ] = 0, Var [Xk ] = σ 2

k > 0

and E[|Xk |3] = ηk < ∞ . Also, let

Sn =
X1 + X2 + · · · + Xn√
σ 2

1
+ σ 2

2
+ · · · + σ 2

n

(6)

Denote Fn the cdf of Sn , and Φ the cdf of the standard normal
distribution, then for all n there exists an absolute constant C0 such
that

supx ∈R |Fn (x) − Φ (x)| ≤
C0

∑n
k=1

vk√
(
∑n
k=1

σ 2

k )
3

(7)

Proof. see [5] and [6].
By using Theorem (5), it is possible to prove the following result.

Theorem 5. If a set of random variables {Xk }nk=1
with means µk ,

variances σ 2

k and 3-rd moments ηk is such that σ 2

k ≥ σ 2 > 0, ∀k and
ηk ≤ η < +∞, ∀k then the cdf of

Z1 + Z2 + · · ·Zn√
σ 2

1
+ σ 2

2
+ · · · + σn

2

(8)

where Zk = Xk − µk , converges uniformly to the standard normal
cdf.

Proof. The convergence to the standard normal distribution is
ensured by verifying the hypothesis of Theorem (3); furthermore, the
uniform convergence can be checked by using the Esseen inequality
to the variables Zk . In fact E[Zk ] = E[Xk − µk ] = 0, Var [Zk ] =
Var [Xk − µk ] = σ 2

k and finally

E
[
|Zk |

3
]
= E

[
|Xk − µk |

3
]
≤ E

[
|Xk |

3
]

+3E
[
|Xk |

2
]
µk + 3E [|Xk |] µ

2

k + µ
3

k < ∞

Remark 1. It is worth noting that the rate of uniform convergence
is 1√

n
. In fact,

supx ∈R
��Fn(x ) − Φ (x)

�� ≤ C0

∑n
k=1

vk√
(
∑n
k=1

σ 2

k )
3

≤
C0maxkvk√

minkσ
3

k

1

√
N

(9)

This rate does not depend by the nature of distributions. Thus, it
also holds for discrete and mixed distributions.

The concept of uniform convergence is important for several

applications. In particular, from 1, we know that the convergence

to the limiting distribution is
1√
n
. Hence, for a N sufficiently high

the simulation of a real case scenario can be done through the

asymptotic case, leading to an estimation of the error.

This is particular important in contexts such as stochastic pro-

gramming (see [7]), where small errors in the distribution can cause

huge economical losses (see [8]).

3 APPLYING THEORETICAL RESUTLS TO
BIG-DATA-POPULATED SMART CITY
SETTINGS

In this Section, we test the result of Section 2 by considering the

problem of approximating the number of people in a mobile phone

cell during a certain time interval. This need comes from the Coiote

project by TIM (Telecom Italia Mobile) and the ICT (Information

and Communication Technology) for City Logistics and Enterprises

Lab of Politecnico di Torino (see [9]). The goal of this project is to

develop a mobile phone application, enabling TIM to ask users to

share their Internet connection with smart sensors installed in the

dumpsters, according to the users’ positions in the mobile phone

cell. In this way, the sensors can transmit to a central server data
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regarding the collect amount of waste, and the company in charge

of the waste collection can plan the operations in an optimal way

(see [10]). In exchange for the Internet connection which users

share with the dumpster, TIM offers a reward. This is an example

of application of the more general social engagement paradigm,

reversing the usual direction of economic transaction in change of

rewards. More and more applications of these new business models

have been assuming central roles: some examples are the so-called

crowd-shipping and the opportunistic Internet of Things (oIoT),

respectively (e.g., [11-13]).

In particular, in crowd shipping, the company asks people to

carry packages from one point to another in the city. By including

enough people, it is possible to make the package reach the final

destination. Using these methods, the company can save part of

the cost of the standard workforce. Furthermore, it is likely that the

participants have already planned to do a similar trip, thus reducing

the environmental impact of travels. Among the several applications

of this business model, it assumes relevance the Walmart (a grocery

retailer) case, that asks in-store customers to carry packages to

on-line customers in exchange for discounts.

IoT aims to establish interactions between sensors-equipped ob-

jects, through Internet networks. Despite its novelty, this paradigm

is reshaping the world by offering a wide array of new applications

and services. Information provided by data gathered by these sen-

sors is of central importance for the development of smart cities,

because they enable both the public administration and private

companies to better provide their services and to more effectively

manage their offers and activities. However, the drawback of this

technology is about the requirements in terms of infrastructures

(i.e., 5G, 6G, etc.), in order to ensure the connection of a consid-

erable number of such items. An alternative approach to building

such network architectures is to ask people to share their internet

connection with the sensors, so that they could send data. This

model is called opportunistic IoT (oIoT).

Those applications have been considered in the stochastic op-

timization framework in [14, 15]. The mathematical model of the

problem deals with a minimization of the total amount of rewards,

while still performing all the needed tasks, statistically modelling

the locations of people in mobile network cells. Thus, a set of ran-

dom variables Xip is defined, for each single person p and each

time instant t such that:

Xip =

{
1, if person p is in cell i,

0, otherwise.
(10)

We assume that Xip ∀i,p are independent. This is due to two main

reasons: firstly, TIM can easily identify people with similar behavior

and exclude them for future calculation; secondly, the set of people

p is not the whole city population but just the people willing to be

involved in the TIM system. From the independence assumption,

θ · ·i (w) =
∑
p
Xip is distributed according to a generalized binomial

distribution (also known as Poisson binomial distribution). The

probability mass function of the generalized binomial distribution

is: ∑
A∈Fk

∏
i ∈A

pi
∏
j ∈Ac

(
1 − pj

)
(11)

where Fk is the set of all the subsets of k integers that can be

selected from 1, . . . ,n and Ac
is the complementary set of the set

A (the distribution of a sum of Bernoulli random variables with

different probabilities).

It is important to notice that we do not require that

I∑
i=1

Xip = 1

because person p can also be outside the city.

In an urban context, such as the one considered in this study, the

number of people can be huge, hence we can apply the Lyapunov

CLT.

Corollary 1. Given a set of Bernoulli’s random variables Xk ∼

B(πk ), k = 1, . . . , n such that 0 < πk < 1 for all k = 1, . . . ,n, then
√
n 1

n
∑n
i=1

(Xk − πk )√∑n
k=1

πk(1−πk )
n

(12)

converges in distribution to the standard normal distribution.

Proof. If each Xk ∼ B(πk ), k = 1, . . . ,n has finite 4-th order
moment and a strictly positive variance, then we can apply ??

By using Theorem 4, it is possible to prove the following corol-

lary:

Corollary 2. Given a set of Bernoulli’s random variables Xk ∼

B(πk ), k = 1, . . . ,n such that 0 < πk < 1 for all k = 1, . . . ,n, then�������
√
n 1

n
∑n
i=1

(Xk − πk )√∑n
k=1

πk(1−πk )
n

− Φ (x)

������� ≤ C1

√
n

(13)

where Φ(x) is the standard normal distribution.

Proof. Let us consider variables Xl − πk , k = 1, . . . ,n; they are
such that E[Xk − πk ] = 0, σ 2 = Var [Xk − πk ] = Var [Xk ] =
πk (1 − πk ) < ∞ and ηk = E[|Xk − πk |

3] = πl −3π 2

k +4π 3

k −2π 4

k <

∞. Furthermore,
√
n 1

n
∑n
i=1

(Xk − πk )√∑n
k=1

πk(1−πk )
n

=

∑n
k=1

(Xk − πk )√∑n
k=1

σk

(14)

Hence, by applying Theorem (5) we have that (15) holds.

supx ∈R
��Fn(x ) − Φ (x)

�� ≤ C0

∑n
k=1

vk√
(
∑n
k=1

σ 2

k )
3

(15)

The right hand side of the inequality can be reduced to (16).

C0

∑n
k=1

vk√
(
∑n
k=1

σ 2

k )
3

≤
C0n ρ∗√
n3σ 6

∗

(16)

where η∗ = maxk=1, ...,nηiand σ 2

∗ = mink=1, ...,nσ
2

k . Since we
assume that πk , 0, 1 ∀k = 1, . . . , n, then σ 2

∗ , 0. . Finally, we
obtain Eq (17).

supx ∈R
��Fn(x ) − Φ (x)

�� ≤ C0

∑n
k=1

vk√
(
∑n
k=1

σ 2

k )
3

≤
C0n ρ∗√
n3σ 6

∗

=
C1

√
n

(17)

Remark 2. It is worth noting that Corollary (2) proves that the
convergence of the statistics in (12) to the standard normal cdf is
uniform.
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Figure 1: The figure shows the decrease of e norm | |F̃n − Φ(x)| |∞with respect to the number of observations. In blue the empir-
ical curve and in red the theoretical oneC/

√
n

In Corollary 1, the assumption that πk , 0, 1 ∀k is not strict

because in the application that we are considering, means that

person p is certainly in cell k , while if πk = 0 person p is certainly

not in cell k . Both cases are not good model choices because of

Cromwell’s rule (see [16]).

Owing Corollary 1 and since we are considering a crowded

environment, we can simulate the number of people in a node by

using a normal distribution. This result gives us a distribution to

use for the simulation of the number of people in a network node.

Furthermore, given data about the number of people in a cell in a

certain hour, we can fit these values by using a normal distribution.

In order to further prove our results, we perform some examples

in order to verify the theorems stated in Section 2. We consider the

speed of convergence of the sum of Bernoulli random variables with

different probabilities (i.e.,Xi ∼ B(pi )). We simulate the probability

for each random variable from a uniform distribution between 0

and 1, i.e., pi ∼ U[0, 1]. Then, for several numbers of observations

(n), we compute the maximum error between the empirical cdf

of random variable in Eq. (10) (we call it F̃n (x)) and the standard

normal cdf (Φ(x)). In Figure 1 we report the results.

As the reader can notice, the theoretical curve (in red) is really

close to the empirical one and, in particular, for big values of n, the
empirical error is bounded above by the theoretical one (

1√
n
).

4 CONCLUSIONS AND FUTUREWORK
In this paper we resume a set of useful properties for the application

of the Lyapunov CLT in the practical field. Furthermore, we prove

that the convergence to a normal distribution is uniform for every

type of distributions and we provide some easy-to-prove conditions

to ensure the applicability of the Lyapunov CLT in the real setting.

We hope that the results in this paper will lead more researchers

to use this CLT, thus exploiting the possible range of applications

that this variant encompasses. A final contribution of the paper is

to show that the Lyapunov CLT has several applications relevant

to the economic and social sciences and, in particular, in the Smart

City and Gig Economy branches. Future work is mainly oriented

on the enrichment of our framework with special features of big

data management and analytics (e.g., [17-25]).

ACKNOWLEDGMENTS
This research has been partially supported by the French PIA project

“Lorraine Université d’Excellence", reference ANR-15-IDEX-04-LUE.

REFERENCES
[1] Zou, Y.Y., Liang, H.Y.: CLT for integrated square error of density estimators with

censoring indicators missing at random. Statistical Papers, pp. 1–30, 2019

[2] Xia, N., Bai, Z.: Functional CLT of eigenvectors for large sample covariance

matrices. Statistical Papers 56, pp. 23–60, 2013

[3] Billingsley, P.: Probability and Measure. John Wiley & Sons, Inc., 1995

[4] Deng, X., Wang, X., Wu, Y.: The Berry–Esseen type bounds of the weighted

estimator in a non-parametric model with linear process errors. Statistical Papers

62, pp. 963–984, 2021

[5] Esseen, C.: On the Liapunoff limit of error in the theory of probability. Ark. Mat.

Astron. Fys. A 28(9), pp. 1–19, 1942

[6] Berry, A.C.: The accuracy of the Gaussian approximation to the sum of inde-

pendent variables. Transactions of the American Mathematical Society 49, pp.

122–136, 1941

[7] Birge, J.R., Louveaux, F.: Introduction to Stochastic Programming, 2nd ed. Springer

Publishing Company, 2011

[8] Maggioni, F., Cagnolari, M., Bertazzi, L.: The value of the right distribution in sto-

chastic programming with application to a newsvendor problem. Computational

Management Science 16, pp. 739–758, 2019

[9] Fadda, E., Mana, D., Perboli, G., Tadei, R.: Multi period assignment problem for

social engagement and opportunistic IoT. Proc. of COMPSAC 2017 Int. Conf., pp.

760–765, 2017

[10] Fadda, E., Gobbato, L., Perboli, G., Rosano, M., Tadei, R.: Waste collection in urban

areas: A case study. Interfaces 48(4), pp. 307–322, 2018

[11] Pakarti, C.R., Starita, S.: Minimizing Urban Logistics Cost Using Crowd-Shipping.

Proc. of ICVISP 2019 Int. Conf., pp. 82:1-82:6, 2019

[12] Macrina, G., Di Puglia Pugliese, L., Guerriero, F., Laporte, G.: Crowd-shipping

with time windows and transshipment nodes. Comput. Oper. Res. 113, 2020

[13] Lin, H., Kim, K.S., Shin, W.-Y.: Interference-Aware Opportunistic Random Access

in Dense IoT Networks. IEEE Access 8, pp. 93472-93486, 2020

[14] Fadda, E., Perboli, G., Tadei, R.: Customized multi-period stochastic assignment

problem for social engagement and opportunistic IoT. Computers & Operations

Research 93, pp. 41–50, 2018

[15] Fadda, E., Perboli, G., Tadei, R.: A progressive hedging method for the optimiza-

tion of social engagement and opportunistic IoT problems. European Journal of

Operational Research 277(2), pp. 643 – 652, 2019

[16] Lindley, D.: Making Decisions. John Wiley & Sons, 1991

37



Lyapunov Central Limit Theorem: Theoretical Properties and Applications in Big-Data-Populated Smart
City Settings ICCBDC 2021, August 13–15, 2021, Liverpool, United Kingdom

[17] Chatzimilioudis, G., Cuzzocrea, A., Gunopulos, D., Mamoulis, N.: A novel dis-

tributed framework for optimizing query routing trees in wireless sensor net-

works via optimal operator placement. J. Comput. Syst. Sci. 79(3), pp. 349-368,

2013

[18] Cannataro, M., Cuzzocrea, A., Pugliese, A.: XAHM: an adaptive hypermedia

model based on XML. Proc. of SEKE 2002 Int. Conf., pp. 627-634, 2002

[19] Cuzzocrea, A., Mansmann, A.: OLAP Visualization. Encyclopedia of Data Ware-

housing and Mining, pp. 1439-1446, 2009

[20] Cuzzocrea, A., De Maio, C., Fenza, G., Loia, V., Parente, M.: OLAP analysis of

multidimensional tweet streams for supporting advanced analytics. Proc. of. SAC

2016 Int. Conf., pp. 992-999, 2016

[21] Cuzzocrea. A.: Combining multidimensional user models and knowledge repre-

sentation andmanagement techniques formakingweb services knowledge-aware.

Web Intell. Agent Syst. 4(3), pp. 289-312, 2006

[22] Cuzzocrea, A., Pilato, G.: Taxonomy-based detection of user emotions for ad-

vanced artificial intelligent applications. Proc. of HAIS 2018 Int. Conf., pp. 573-585,

2018

[23] Cuzzocrea, A., Damiani, E.: Pedigree-ing your big data: Data-driven big data

privacy in distributed environments. Proc. of CCGRID 2018 Int. Conf., pp. 675-681,

2018

[24] Abbasi, A., Rehman Javed, A., Chakraborty, C., Nebhen, J., Zehra, W., Jalil, Z.: El-

Stream: An Ensemble Learning Approach for Concept Drift Detection in Dynamic

Social Big Data Stream Learning. IEEE Access 9, pp. 66408-66419, 2021

[25] Xue, Z., Wang, H.: Effective density-based clustering algorithms for incomplete

data. Big Data Min. Anal. 4(3), pp. 183-194, 2021

38


