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Abstract

This thesis explores the thermodynamics of the cosmological horizon, aiming to make progress

towards a better understanding of the microscopic nature of its entropy. We utilise the

constrained nature of low-dimensional theories of gravity to do so and investigate timelike

boundaries in these theories, with an emphasis on the stretched horizon holographic picture.

Throughout, we make use of the Euclidean continuation of de Sitter to the sphere.

Given the success of the AdS/CFT correspondence, one might attempt to embed a piece

of de Sitter inside an anti-de Sitter geometry, and then describe the expanding region from

the AdS boundary. In two dimensions, there exist dilaton potentials that give rise to such

geometries and, by studying this problem in the presence of a timelike boundary, we demon-

strate how to stabilise such solutions against thermal fluctuations. We then propose a dual

matrix model living at the AdS boundary that should describe the interior spacetime, includ-

ing the expanding region. Having proposed such a duality, a key method for testing it would

be to compare correlation functions in the bulk and boundary. However, for de Sitter this

poses a puzzle: in the saddle point approximation two-point functions can be calculated as a

weighted sum over geodesic lengths. Such correlation functions are known to exist for any two

points in de Sitter, but geodesics do not exist between arbitrary points. The puzzle is resolved

by including complex length saddles that appear upon analytic continuation from the sphere.

Additionally, one can use the semi-classical relationship between three-dimensional gravity

and Chern-Simons theory to explore thermodynamic contributions to the de Sitter horizon.

The Euclidean gravitational path integral provides the exact, all-loop quantum corrected de

Sitter entropy. To better understand the microscopic origin of this entropy, one hopes to

find an analogous Lorentzian calculation that produces this result. This takes the form of an

edge-mode theory living close to the cosmological horizon with a complexified gauge group,

leading to an unbounded spectrum. To make progress, we study an analogous Abelian theory

and see that the there is an entanglement character to the entropy of the horizon. Finally, we

summarise some new results on edge-mode theories arising from general boundary conditions.
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Introduction

For more than twenty years we have had observational evidence that the expansion of the

universe is accelerating, driven by a mysterious source which we refer to as dark energy [1–3].

This accelerated expansion causes galaxies to recede away from us in all directions, with the

furthest away galaxies retreating the fastest. If a galaxy is far enough away such that the

light it emits cannot overcome the expansion in order to reach us, it will be hidden behind

our cosmological horizon – the ultimate barrier to our observations of the cosmos. Eventu-

ally, the expansion will push more and more galaxies beyond our cosmological horizon, and

future civilisations may believe that the entire universe consists of just the stars of the Milky

Way and Andromeda, since these will be all that they see when they peer up at the night

sky. Such a future civilisation may not even be able to detect the presence of dark energy at

all since they will have no distant supernovae to use to detect it, as we do today. On long

enough timescales even the radiation of the cosmic microwave background - the imprint of

light from the very early universe - will dwindle behind the cosmological horizon, cutting the

inhabitants of Milkdromeda off from the history of the universe. Fortunately, we happen to

live in an era where we can observe this accelerated expansion, and we are therefore conscious

of the fact that a complete understanding of the universe must incorporate this phenomenon.

In fact, it seems that this is not the only occasion in the history of the universe that it

has exhibited accelerated expansion. The first was the epoch directly after the Big Bang,

where the universe rapidly increased in size to 1078 times its original volume in only around

10−33 seconds [4, 5]. We call this era inflation [6–9], and it is clearly a much more rapid

flavour of expansion to that which we experience today, yet we are able to model both pe-

riods using the same mathematical description. A universe exhibiting accelerated expansion

is described by solving Einstein’s equations with a positive cosmological constant, denoted

by Λ > 0, the result of which is the de Sitter solution [10]. After inflation ended, the expan-

sion of the universe slowed until dark energy started to drive the uptick that we see today.

Experiments indicate that the observed value of the cosmological constant in our universe is

ΛObs ∼ 10−52m−2; an incredibly small, but notably positive quantity.
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The cosmological horizon is a fascinating feature that begs to be better understood. The

more familiar situation in which horizons occur in physics is in the study of black holes,

which are comparatively understood in greater detail. There are certainly some key differ-

ences between the black hole and cosmological horizons, perhaps amongst the more glaring of

which is their behaviour with respect to an observer. The position of the black hole horizon

is independent of where we are when we measure it, while if one tries to move towards their

cosmological horizon, it will always move away in such a way as to keep them in the centre.

However, there are also some key similarities between the two. Bekenstein and Hawking pro-

posed that we should associate an entropy to a black hole that is proportional to the surface

area of its horizon [11, 12]. This entropy can be thought of as quantifying the lack of infor-

mation that we have about the system; it is counting the possible configurations of all the

particles that are inaccessible to us behind the black hole horizon. It is therefore somewhat

surprising that this entropy is proportional to the area of the black hole horizon, rather than

its volume, given one would expect that all the possible configurations of matter inside the

black hole would fill its entire interior. In a complete theory of quantum gravity, we should

be able to perform this counting of configurations (known as microstates) precisely, and we

even know how to do so in some highly symmetric setups. Gibbons and Hawking proposed

that, similarly to the black hole, we should also associate an entropy to the cosmological

horizon, and that this entropy should also follow an area law [13, 14]. However, it is fair to

say that the question of whether a horizon should have an associated entropy is much less

well understood for the cosmological case. It is therefore important to search for a theory of

quantum gravity that describes expanding spacetimes, since if we could achieve this then we

would be able to count the microstates of the cosmological horizon precisely and thus ver-

ify the proposal. In this thesis, we will be examining the hypothesis that such a theory exists.

As already mentioned, accelerated expansion can be modelled by the de Sitter solution,

which has Λ > 0, and it is therefore quantum features of this spacetime with which this body

of work is concerned. We already have a good understanding of how quantum gravity works

in a very closely related spacetime, which is appropriately known as anti-de Sitter since it

is the solution to Einstein’s equations with a negative cosmological constant, Λ < 0. The

key to understanding quantum features of anti-de Sitter space lay in uncovering the corre-

spondence between anti-de Sitter space and conformal field theory, which is abbreviated to

AdS/CFT [15]. This correspondence states that a theory of quantum gravity in anti-de Sitter

space can be completely described by a non-gravitating theory that resides at the boundary

of AdS. This reduction in dimension of spacetime is known as holography, reflecting the fact
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that the volume’s worth of information in the interior is expressed as a hologram on the

surface area at the boundary. This harks back to our description of the black hole as having

an entropy proportional to its surface area, rather than the volume of its interior. Indeed,

holography has been very successfully applied to the case of black holes by, for example,

studying black holes in anti-de Sitter spacetime [16–18]. We are very fortunate to be able to

describe quantum gravity in any theory of gravity, but somewhat unfortunate in the sense

that where we have been able to do so, it is not for the spacetime that describes the universe

that we inhabit. It is still very much an open question whether it is possible to describe de

Sitter holographically in a similar way to that which has been achieved for anti-de Sitter.

In this thesis, our aim is to take some steps towards understanding quantum features of

expanding spacetimes, and hence build towards a better understanding of the microscopic

origin of the de Sitter horizon entropy.

One reason for the success of anti-de Sitter is that it possesses the virtue of a boundary

at spatial infinity where gravity effectively ‘switches off’, allowing us to identify the holo-

graphic dual theory more easily. We call such a boundary timelike since it is extended in

time. In de Sitter space, by contrast, the boundaries are in the far future and far past. This

originally led to the dS/CFT proposal [19–21], which states that a conformal field theory

living in the far future of de Sitter should describe the physics of the interior. This was cer-

tainly a useful step forward and may have applications for describing early universe inflation,

since for that de Sitter era the accelerated expansion came to an end. We therefore presently

exist as ‘metaobservers’ of inflation since the far future of the early universe exists in our

past today. However, this setup is not as useful for describing the period of dark energy

driven expansion that we experience today since we are confined to our current cosmological

horizon, and it is impossible to make measurements in the infinite future. Therefore, it is

widely thought that we should search for a quantum theory of de Sitter that is intrinsic to the

piece of the universe that we have access to inside our de Sitter horizon. There are two main

proposals for this, which are known as worldline holography [22, 23] and stretched horizon

holography [24–27]. Both of these involve putting an artificial timelike boundary between us

and our horizon. Worldline holography attempts to establish a holographic dual in the vicin-

ity of an observer, who could be a person with a telescope on Earth, say. Stretched horizon

holography, on the other hand, suggests that the natural placement of the holographic dual

is very close to the cosmological horizon. Here, we will be investigating several versions of

the latter setup. This picture has gained renewed interest in recent years [28–30], but it is

fair to say that a deep understanding of holography in de Sitter is still lacking.

9



When we encounter a difficult problem, our job as physicists is to simplify it as much as

possible, and then once the simpler system is understood, we can attempt to gradually add

details back in. When we calculate the orbits of planets, for example, we do not attempt to

keep track of every atom in the solar system. The method of simplification that we will em-

ploy in this body of work is to remove some spacetime dimensions from the problem, and work

in theories of low-dimensional gravity. These are theories consisting of two or even just one

spatial dimension, along with one timelike dimension. This strategy has a long and fruitful

history in many areas of physics [16,31–37]. The hope is that this lower dimensional system

is constrained enough that we can perform experiments more concretely, and yet that we

still retain some of the features that we are interested in studying in the higher dimensional

theories. Indeed, this methodology has been particularly worthwhile in the analogous setup

for black holes since theories of low-dimensional gravity often still exhibit horizons [37]. As

we will see, the cosmological horizon is also retained in theories of lower-dimensional gravity,

allowing us to more easily probe features that we are interested in understanding, such as

the thermodynamic behaviour. Thus, eventually we may be able to uplift our findings to

the real world of three space and one timelike direction. Occasionally, we will be able to

extend our results to higher dimensions explicitly, but in other situations it may not yet be

straightforward to do so. In such cases, it is not unreasonable to expect that the results we

obtain will still be able to guide our understanding in four dimensions.

The results of this thesis are split into two main parts. In Part I, we discuss features of

de Sitter in two dimensions. Recently, there has been an increased interest in applying the

standard tools of AdS/CFT to probe the static patch of de Sitter. A non-comprehensive

list includes [26, 38–53]. One approach is to study geometries that flow between an anti-de

Sitter boundary and a de Sitter interior. One could then attempt to probe the expanding

region from the boundary. In dimensions d > 2, solutions with dSd embedded within AdSd

either defy the null energy condition, or contain black hole horizons which cloak the de Sitter

piece of the geometry from being examined using the boundary theory [54, 55]. However,

in two dimensions there are no such impediments, and these solutions have been dubbed

interpolating geometries [56, 57]. The thermodynamics of such theories in the presence of a

timelike boundary are examined in Chapter 1, where we demonstrate how to stabilise the

solution under thermodynamic fluctuations. This progress in establishing a thermodynami-

cally stable realisation of dS2 inside AdS2 enables us to propose concrete microscopic models

that could live at the AdS2 boundary. These are matrix models whose degrees of freedom

we expect will capture some of the physics of the expanding piece of the bulk geometry. In

Chapter 2, we look at quantum fields in the presence of a fixed de Sitter background. It is
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interesting to study whether scalar fields behave differently in the vicinity of a cosmological

horizon compared to black holes. We utilise the worldline formalism and show that in order

to correctly reproduce the large mass expansion of the correlator, it is necessary to include

saddles of complex length in the geodesic approximation. These complex geodesics result in

oscillatory behaviour in the two-point function, a behaviour which is not seen in the example

of the AdS black hole in two dimensions.

In Part II, we study the de Sitter horizon in three dimensions, making use of the semi-

classical relationship between Chern-Simons theory and three-dimensional gravity to explore

thermodynamic contributions to the de Sitter horizon very precisely. In this setup, the Eu-

clidean Chern-Simons path integral evaluated on the round three-sphere saddle gives the

exact all-loop quantum corrected entropy of the de Sitter horizon. In Chapter 3, the goal is

to investigate a corresponding Lorentzian computation for this entropy. To make progress,

we can begin with a simpler Abelian model that has a complexified gauge group structure

similar to that required for three-dimensional gravity with a positive cosmological constant.

It follows that there exists an edge-mode theory living on a timelike boundary close to the

de Sitter horizon. The previously discovered topological entanglement entropy [58, 59] in

Chern-Simons theory then has a natural interpretation as a contribution to the entropy of

the de Sitter horizon. We subsequently consider more general boundary conditions for the

same setup in Chapter 4 and show that in fact there is no choice one can make to tame the

unboundedness of the spectrum.

The remainder of this introduction is dedicated to reviewing some general features of de

Sitter that will be useful for the rest of the thesis. The results of Part I first appeared in [60]

and [61]. The content of Part II first appeared in [62] and Chapter 4 contains unpublished

work with D. Anninos and K. Nguyen. At the beginning of each part, we will outline some

more specific and technical details of gravity in two or three dimensions. The appendices

contain further details of some of the calculations in the main text.
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Geometry of de Sitter

It will be useful to review the geometry of de Sitter in general dimensions before specialising

to two and three spacetime dimensions, as required later on. The de Sitter geometry is the

maximally symmetric solution to Einstein’s equations with positive cosmological constant,

the value of which depends on the spacetime dimension d as

Λ =
(d− 2)(d− 1)

2ℓ2
. (1)

Here ℓ characterises the curvature scale and is referred to interchangeably as the de Sitter

length or the de Sitter radius. When d = 2 we set Λ = 1/ℓ2. This solution has constant

positive curvature given by

R =
d(d− 1)

ℓ2
. (2)

One can view d-dimensional de Sitter space dSd as the hypersurface embedded in R1,d that

is given by the equation

−X2
0 +

d∑
i=1

X2
i = ℓ2 , (3)

This hyperboloid is shown in Figure 1. The hypersurface preserves an SO(d, 1) subgroup of

the Poincaré symmetries of R1,d, and this subgroup constitutes the isometry group of dSd.

The de Sitter metric induced on this hypersurface is given by specific parameterisations of

the Xµ coordinates in the flat Minkowski metric,

ds2 = −dX2
0 +

d∑
i=1

dX2
i . (4)

For example, the global coordinate patch is given by setting

X0 = ℓ sinhT , Xi = ℓ ωi coshT , (5)

where T ∈ R is the global time coordinate and ωi parametrises Sd−1. Plugging these coor-

dinates into the (d+ 1)-dimensional Minkowski metric (4) then leads to the global metric of

d-dimensional de Sitter space,

ds2

ℓ2
= −dT 2 + cosh2 T dΩ2

d−1 , (6)

where dΩ2
d−1 is the round metric on unit (d− 1)-sphere. One can see that constant T slices

are spheres that grow in size in the infinite past and future.
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Figure 1: The d-dimensional hypersurface embedded in R1,d that describes dSd.

An inertial observer in this spacetime does not have access to the full geometry and is instead

confined inside a cosmological event horizon. The causal region that such an observer has

access to is described by the metric,

ds2

ℓ2
= −(1− r2)dt2 +

dr2

1− r2
+ r2dΩ2

d−2 , (7)

where t ∈ R and 0 ≤ r ≤ 1 for d > 2. However, when d = 2, the range of the radial coordinate

is instead −1 ≤ r ≤ 1. The inertial observer sits at r = 0 in this spacetime and experiences a

cosmological horizon at r = 1, and it is this horizon which we would like to characterise the

features of. Note that this metric does not explicitly depend on the coordinate t, and hence

(7) is referred to as the static patch metric. It is given by the choosing the embedding space

coordinates in (4) to be

X0 = ℓ
√
1− r2 sinh t , Xa = ℓrωa , a = 1, . . . , d− 1 , Xd = ℓ

√
1− r2 cosh t . (8)

The static patch region seen by an observer at r = 0 is indicated by the shaded region on

the Penrose diagram in Figure 2. As already mentioned, we will be interested in timelike

boundaries in the static patch, which correspond to lines of constant r in (7). In particular,

the stretched horizon will be a surface of constant r that lies close to r = 1.

Of key importance to this body of work is the analytic continuation of de Sitter to Eu-

clidean signature. Wick rotating X0 → −iX0 in the embedding space description of de

Sitter, equation (3) becomes the equation of an Sd embedded in Rd+1, and the isometries

become SO(d+ 1). Similarly, analytically continuing T → −iθ in (6) gives

ds2

ℓ2
= dθ2 + cos2 θ dΩ2

d−1 , (9)
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which is the round metric on Sd. Surprisingly, analytically continuing equation (7) by taking

t→ −iτ also leads to the round metric on Sd in a different coordinate system,

ds2

ℓ2
= (1− r2)dτ 2 +

dr2

1− r2
+ r2dΩ2

d−2 , (10)

where in order to avoid a conical singularity, we must also periodically identify τ ∼ τ + 2π.

The fact that this is still the metric on Sd can be seen most clearly by performing this Wick

rotation (along with X0 → −iX0) in the choice of parameterisation in (8), then verifying

that these obey the equation of the d-sphere. Therefore, despite describing seemingly very

different regions of the Penrose diagram in Figure 2, the static patch and global metrics an-

alytically continue to the same compact object in Euclidean signature, and upon evaluating

the volume element, one can verify that they also have the same volume. The ‘observer

dependence’ of the de Sitter horizon manifests itself in Euclidean signature by the fact that

any Sd−1 path on the Sd can be viewed as the Euclidean de Sitter horizon.

In analogy with the fact that the Euclidean continuation of a black hole spacetime leads

to a thermal description with characteristic temperature given by the periodicity of the time

coordinate, here we can read off the temperature of de Sitter to be TdS = 1/2π. This is the

temperature as measured by an inertial observer at r = 0.

 

Figure 2: The Penrose diagram for de Sitter. Highlighted in blue is the static patch region which
is casually accessible to an inertial observer at r = 0. This observer experiences a cosmological
horizon at r = 1. Global time slices are (d− 1)-spheres of radius ℓ coshT , and the T = 0 time slice
has been indicated explicitly.
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Thermodynamics of de Sitter

Given that de Sitter seems to have an associated temperature TdS, we can ask about the ther-

mal properties of this spacetime. This works in close analogy to black hole thermodynamics.

Consider the usual form of the thermal partition function in the canonical ensemble,

logZ = S − E

T
, (11)

where S is the entropy, E is the total energy and T is the temperature of the system which

is kept fixed. Energy in general relativity is defined using the ADM formalism, which states

that energy is given in terms of the asymptotic form of the metric. For the case of de Sitter,

spatial slices are compact and therefore the ADM energy vanishes. This led to Gibbons and

Hawking’s proposal that the entropy of the de Sitter horizon should be given by the logarithm

of the Euclidean gravitational path integral [13,14],

Zgrav =
∑
M

∫
Dg e−SE [gµν ] , (12)

where M are compact manifolds and SE is the Euclidean Einstein-Hilbert action,

SE[gµν ] = − 1

16πG

∫
ddx

√
g (R− 2Λ) . (13)

Here R is the Ricci scalar (2), the metric g is that of Euclidean de Sitter (the round d-sphere),

and G is Newton’s constant. One can also include matter fields ϕ in the path integral, so

that the above becomes

Zgrav + matter =
∑
M

∫
DgDϕ e−SE [gµν ,ϕ] . (14)

This proposal has also been more recently explored in [63–65]. We do not know how to

compute this gravitational path integral exactly. However, equation (12) can be expanded

in a semi-classical approximation around the round sphere saddle point solution, such that

logZgrav ≈ −SE = SdS , (15)

where SdS is the tree-level contribution to the de Sitter entropy, which is parametrically large

in the semiclassical limit. We can use the semi-classical expansion to perform a simple check

on the Gibbons-Hawking proposal. For example, for d = 4, the Euclidean action (13) can be
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evaluated on-shell, leading to

SdS =
πℓ2

G
=

Area

4G
, (16)

matching the classical result that the entropy should be proportional to the area of the hori-

zon. It is thought that the entropy of the cosmological horizon in our universe is of order

SdS ≈ 10122. Therefore, given that the microscopic origin of this entropy is still an open

question, we are in search of a huge number of microstates.

As previously mentioned, in this thesis we will be interested in the thermodynamics of time-

like boundaries in de Sitter. In this case, the relevant temperature will be the Tolman

temperature, which in the static patch coordinates (10) has inverse

βT = β
√

1− r2b , (17)

where β = 1/TdS = 2π is the periodicity of the τ coordinate and −1 ≤ rb ≤ 1 is the position of

the timelike boundary. We will explore the thermodynamics with respect to this temperature

in the remainder of this body of work.
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Part I

Two spacetime dimensions
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Introduction

Given the enormous success we have had in describing quantum features of anti-de Sitter

spacetimes, one might ask whether it is possible to embed a piece of de Sitter within an

anti-de Sitter geometry, and then use the tools of the AdS/CFT correspondence to capture

the physics of this internal, expanding region. In dimensions greater than two, it has been

shown that such a set-up either defies the null energy condition or that this geometry can

only be realised if the de Sitter region is surrounded by a black hole horizon [54,55], making

it difficult to probe its microscopic structure. However, in two dimensions such geometries

have been constructed and are known as either interpolating geometries or as Centaur ge-

ometries [56,57,66]. These geometries obey the null energy condition when viewed as pieces

of higher-dimensional solutions [67] and offer the possibility of a holographic interpretation

for the static patch of de Sitter. They can arise as dilaton-gravity models for certain choices

of the dilaton potential. The solutions permit an asymptotically near-AdS2 boundary of

the type studied in [68]. For such a boundary, when the interpolating geometry ends at a

dS2 ‘black hole’ horizon one must grapple with a horizon of negative specific heat. Alterna-

tively, one can choose a dilaton profile that decreases towards the near-AdS2 boundary [56]

leading to a dS2 ‘cosmological’ horizon with positive specific heat, but now at the cost of

a non-standard boundary behaviour for the dilaton. Neither of these features is an insur-

mountable obstacle in the search of a microscopic completion, but each adds an additional

layer of difficulty. We will be focusing on the case where the AdS and dS regions are of

the same dimension, but it is worth noting that another possibility is to consider geometries

that interpolate between AdSd and dSD with d ̸= D. Such a set-up was shown in [69] to

obey the null energy condition for the case d = 2 and D = 4. The idea of rearranging the

microphysical Hilbert space of quantum gravity in AdS to obtain de Sitter microstates also

plays an interesting role in the approach of [46,47,70], and [28,71].

In Chapter 1, we explore mechanisms for stabilising a portion of the dS2 static patch within

a near-AdS2 world with ordinary boundary behaviour for the dilaton. We study Dirichlet

boundary conditions at a finite proper distance from the horizon, following the method of
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York [72, 73] applied to the de Sitter case [49, 74–77].1 The temperature is fixed to be the

Tolman temperature [83], which is the proper length of the Euclidean boundary S1. We

begin by considering the thermodynamics of the dimensional reduction of the near-Nariai

solution along the lines of [48, 56, 57]. Throughout, we will be in Euclidean signature, in

which the near-Nariai geometry analytically continues to the round S2 with a running dila-

ton. Because the geometry caps off in this way, it is a natural setting to ask about the effects

of a Dirichlet boundary cutting the two-sphere. When we select the solution for which the

dilaton has standard boundary behaviour, the piece of the geometry containing the ‘black

hole’ dS2 horizon is thermodynamically stable. The piece containing the ‘cosmological’ dS2

horizon, which has a decreasing dilaton profile, is thermodynamically unstable.

We then consider the Dirichlet problem for the interpolating geometry, with standard bound-

ary behaviour for the dilaton. We see that although for an asymptotic boundary the specific

heat is negative, as the Dirichlet boundary is brought in a transition occurs rendering the

specific heat positive, akin to a Hawking-Page phase transition [84]. To preserve a locally

thermally stable interpolating solution that is asymptotically near-AdS2, with a large portion

of Euclidean de Sitter in the interior, we construct interpolating geometries which include an

additional piece of the Euclidean AdS2 in the deep interior. Although the solution removes

both Euclidean horizons of dS2, we note that we can tune the dilaton potential in such a

way that the dS2 portion has a region that is parametrically close to one with a cosmo-

logical horizon, evoking a stretched horizon picture. In Euclidean signature, this excision

corresponds to removing a small disc surrounding the Euclidean horizon. As such, we end

up with a geometry that is both thermally stable and encodes a stretched ‘cosmological’ dS2

horizon, while being asymptotically near-AdS2. The stability of this geometry allows us to

posit the form of a dual theory living at the asymptotically AdS2 boundary by considering

the interpolating geometry to be a deformation of JT gravity [85–87].

In Chapter 2, we shift focus slightly to study scalar two-point correlation functions in a fixed

de Sitter background. Such correlation functions can give us an insight into how quantum

fields behave in the presence of the cosmological horizon. Furthermore, a good understanding

of two-point functions in de Sitter will allow us in the future to test the dual proposal put

forward at the end of Chapter 1, by computing correlators in the bulk and comparing them

to correlators computed in the boundary theory [88].

In the worldline formalism [89, 90], one can compute the correlator of a free massive scalar

1Ordinary JT gravity with Dirichlet boundary conditions was considered, for example, in [78–82].
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field between two points as a path integral over all paths connecting the points. In the large

mass limit, one can take a saddle point approximation that reduces this path integral to a

sum over geodesic lengths [91–93]. This is surprising since it is known that not all points

in a Lorentzian spacetime can be connected by geodesics [94, 95].2 For instance, in de Sit-

ter space certain spacelike separated points are not connected by a geodesic. However, the

two-point correlator for a free massive scalar field in the de Sitter invariant, Bunch-Davies

state is known analytically for all points and all spacetime dimensions [97,98]. We solve this

apparent tension by considering the analytic continuation of de Sitter to the sphere where

there always exist two geodesics that form a great circle between any two points. We compute

the lengths of these geodesics as well as the one-loop correction to the Euclidean correlator

coming from quadratic fluctuations of the geodesic length. We show that for certain points,

it is necessary to keep the contributions from both Euclidean geodesics, even though on the

sphere only one has the shortest length. Upon analytically continuing back to Lorentzian

signature, we reproduce the precise form of the large mass two-point function, up to an over-

all coefficient. The geodesics that previously seemed to be missing between certain spacelike

separated points turn out to have complex length when analytically continued to Lorentzian

signature from the sphere. We see that it is crucial to include these complex saddles in the

geodesic approximation in order to correctly reproduce the large-mass form of the correlator.

We primarily work in two dimensions for simplicity, but ultimately extend our results to any

spacetime dimension. Early work on static patch correlation functions includes [22, 99, 100].

Extremal surfaces in de Sitter (including geodesics in d = 3) have been studied in [101],

while other extended objects such as Wilson lines have been studied in [102]. The geodesic

approximation for late time correlators in dS3 has recently been studied in [103], and [104]

presents a related discussion on the role of complex geodesics in de Sitter space from the per-

spective of the heat kernal formalism. The geodesic approximation has also been widely used

in the context of holography, starting with the work in [105,106], where boundary conformal

correlators of heavy operators were reproduced both at zero and finite temperature from a

bulk geodesic calculation. Geodesics have also been used to explore dynamical settings in

holography, such as in [107–109], and quantum chaos [110,111].

Chapter 1 is organised as follows. In Section 1.1, we introduce a general class of Euclidean

dilaton-gravity theories and provide general formulae for their thermodynamic properties in

the presence of both a Dirichlet boundary at finite proper distance, as well as for an asymp-

totically AdS2 boundary. In Section 1.2, we utilise these formulae in the near-Nariai limit of

2By the upper semi-continuity of arc-length, spacelike geodesics in Lorentzian manifolds always have
(locally) maximal lengths [96]. However, it is possible to find scenarios where curve lengths connecting two
points are unbounded from above, and in those cases, geodesics do not exist at all.
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the black hole in dS2 which in Euclidean signature is an S2. We show, as in [48], that the

black hole is thermodynamically stable, while the cosmological horizon is thermodynamically

unstable in this theory. In Section 1.3, we study the Dirichlet problem for the interpolating

geometry and show that this saddle may be both stable, and thermodynamically favoured,

depending on where we place the Dirichlet wall. We also posit that a region within this

geometry may be interpreted as a completion of the stretched dS2 cosmological horizon to

a near-AdS2 boundary. In Section 1.4, we introduce a dilaton-gravity theory permitting a

solution which interpolates to a dS2 region while being AdS2 in the deep interior as well as

near the boundary. We show that this saddle has positive specific heat, while also having

the virtue of being asymptotically AdS2. First order phase transitions, reminiscent of the

Hawking-Page transition [84], between the interpolating saddle and the AdS2 black hole are

discussed. Finally, in Section 1.5, we discuss the possibility of realising a boundary matrix

model or SYK-type model that may capture some features of the expanding piece of the

geometry. Appendices A and B summarise the thermodynamic properties of some further

examples of dilaton potentials with finite boundaries.

Chapter 2 is organised as follows. In Section 2.1, we review the computation of the Wightman

correlator in de Sitter and compute its large mass expansion. In Section 2.2, we review the

calculation of Lorentzian geodesics in de Sitter, recovering the result that not all spacelike

separated points in de Sitter are connected by a real geodesic. In Section 2.3, we move to

the sphere and compute the Euclidean correlator in the geodesic approximation, including

the one-loop corrections around each saddle point. We then extend our results to general

dimensions. In Section 2.4, we analytically continue this result to Lorentzian signature to ob-

tain the correct Lorentzian correlator. We apply our findings to several examples of timelike

and spacelike geodesics, including those between opposite stretched horizons. In Appendix

C, we recover the asymptotic form of the two-point correlator from a WKB approximation.

In Appendix D, we solve the quantum mechanical path integral needed to compute one-loop

corrections to the Euclidean correlator. In Appendix E, we discuss sphere geodesics in d ≥ 2.

Finally, in Appendix F we give details on the computation of correlations between stretched

horizons.
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Chapter 1

Interpolating between dS2 and AdS2

In this chapter, we explore a class of dilaton-gravity models that exhibit a dS2 interior

region and demonstrate ways to stabilise such solutions against thermal fluctuations. In two

dimensions, Newton’s constant G is dimensionless, and so in this chapter we choose to set

G = 1/8π for the brevity of expressions.

1.1 Two-dimensional dilaton-gravity theories

In this section, we introduce the general class of models we will be interested in. These are

two-dimensional dilaton-gravity models whose field content is given by a two-dimensional

metric, gµν , and the dilaton field, ϕ. The Euclidean action governing the theory is given by

SE = S0 −
1

2

∫
M
d2x

√
g

(
ϕR +

1

ℓ2
V (ϕ)

)
−
∫
∂M

dτ
√
hKϕb , (1.1)

where the dilaton potential V (ϕ) will be a general function of ϕ unless otherwise specified.

The theory is considered on a disc topology M with boundary ∂M = S1. The trace of the

extrinsic curvature normal to ∂M is given by K, and ϕb ≡ ϕ|∂M is the boundary value of

the dilaton. The first term in (1.1) is the contribution from the constant part of the dilaton

S0 = −ϕ0

2

∫
M
d2x

√
gR− ϕ0

∫
∂M

dτ
√
hK = −2πϕ0χ . (1.2)

Due to the Gauss-Bonnet theorem, this term computes the Euler character χ of M and so

is topological. For a disc topology one has χ = 1. In what follows, will be interested in the

canonical partition function for arbitrary V (ϕ) in the presence of a Euclidean boundary at

finite proper distance from the Euclidean horizon.
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1.1.1 Equations of motion and solutions

The equations of motion stemming from (1.1) are

∇µ∇νϕ− gµν∇2ϕ+
1

2ℓ2
gµνV (ϕ) = 0 , (1.3)

R +
1

ℓ2
∂ϕV (ϕ) = 0 . (1.4)

These equations can be rearranged, at least within a local neighbourhood of M, as follows

−∇2ϕ+
1

ℓ2
V (ϕ) = 0 , (1.5)

R +
1

ℓ2
∂ϕV (ϕ) = 0 , (1.6)

∇µξν +∇νξµ = 0 , ξµ ≡ εµν∂νϕ . (1.7)

Therefore, even though it seems that (1.3) and (1.4) are overconstrained, recasting them in

the form (1.5), (1.6), and (1.7) shows that there are only two second order equations acting

on the degrees of freedom ϕ and R. The equation (1.7) moreover indicates that ξµ is a Killing

vector field of gµν . Using the existence of ξµ and the two diffeomorphisms we can place a

general solution of (1.1) in the form

ds2

ℓ2
= N(r)dτ 2 +

dr2

N(r)
, ϕ(r) = r , τ ∼ τ + β . (1.8)

Given this form of the metric, equation (1.5) then becomes

N ′(r) = V (ϕ) , (1.9)

which gives the following relation between the dilaton potential and the coefficient of the

metric

N(r, rh) =

∫ r

rh

dr′ V (r′) > 0 . (1.10)

Since we are considering Euclidean solutions, this must be positive for all r. Noting that

N(rh, rh) = 0, the metric (1.8) describes a Euclidean black hole solution with the horizon at

rh, and where ϕ(rh) ≡ ϕh is the value of the dilaton at the horizon. We emphasise that rh

is not an independent variable as it is fixed by the form of N(r, rh). Expanding (1.8) near

to the horizon r = rh and imposing periodicity of τ ∼ τ + β to ensure smoothness of the
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Euclidean solution leads to the relation

β =
4π

|V (rh)|
. (1.11)

This formula holds regardless of the asymptotic form of the potential. The usual JT gravity

[112,113] corresponds to the case where V (ϕ) = 2ϕ. For this potential (1.4) ensures that the

curvature is constant and negative, giving an AdS2 solution for the metric.

1.1.2 Boundary conditions

As boundary conditions, we consider the Euclidean Dirichlet problem for which the induced

metric h at ∂M and the corresponding proper length βT , as well as the boundary value of

the dilaton ϕb on ∂M are fixed. The gauge parameter ξµ is required to vanish at ∂M, to

ensure the boundary condition on h is preserved and the location of the boundary is not

disrupted (see for instance [114]).

The induced metric h can be arranged to be constant along ∂M by a judicious reparam-

eterisation of the boundary time τ . In what follows, we moreover take ϕb to be constant

along ∂M. The physical motivation behind this choice of boundary condition stems from

the Gibbons-Hawking prescription for Euclidean black hole thermodynamics [13,14], whereby

one views the Euclidean solutions on the disc as contributing to the thermal partition func-

tion of the underlying theory.1 We will not necessitate that the boundary is asymptotically

(near) AdS2 for large part of our discussion, in line with the considerations of [48].

Given the solution (1.8) with (1.10), it is clear that a general choice of ϕb and h will not per-

mit a real solution to our boundary value problem. For instance, let us consider the dilaton

potential with V (ϕ) = −2ϕ, which yields N(r, rh) = r2h − r2. Smoothness of the solution at

the origin of the disc moreover fixes rh = 2π/β such that the proper size of the boundary

circle is βT =
√
4π2 − β2r2b . Regardless of our choice for ϕb and assuming our solution is real,

we have that βT ∈ (0, 2π) which is only a subset of the positive half-line. More markedly, for

ϕb = 0, only βT = 2π is permitted. In particular, going from a non-vanishing to a vanishing

value of ϕb leads to a discontinuous jump in the allowed set of βT . These restrictions on

independent boundary data are a two-dimensional analogue of the obstructions arising when

setting up the Dirichlet problem in four-dimensional general relativity [114–117] on manifolds

with a boundary. In the case at hand, aside from such restrictions, the Dirichlet problem

1Alternative boundary conditions could fix the trace of the extrinsic curvature K at ∂M or the normal
derivative of ϕ at ∂M, or more general combinations thereof.
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is well-posed due to the absence of locally propagating gravitational degrees of freedom.

Nonetheless, we must ensure that the Dirichlet data (βT , ϕb) we consider are indeed sensible.

1.1.3 Thermodynamics

We would like to study the thermodynamics of the class of theories (1.1) in the presence

of a finite boundary. One motivation for studying the finite boundary case is that certain

geometries, such as the static patch of de Sitter space, do not afford an asymptotic boundary.

In such circumstances, it is natural to consider a Dirichlet problem with a finite boundary.

Our goal here is to present formulae for thermodynamic quantities at a finite boundary, gen-

eralising the results of [56,118,119].

We now evaluate the on-shell Euclidean action, which is related to the partition function

by −SE = logZ. Given the Dirichlet problem under consideration, we have that Z is a

function of ϕb and βT . The induced metric h and ϕb at ∂M are given by

ds2bdy = ℓ2N(rb, rh)dτ
2 ≡ h dτ 2 , βT = β

√
N(rb, rh) , ϕb = rb . (1.12)

The trace of the extrinsic curvature is

K =
1

h
Kττ =

1

2
√
h
∂rbN(rb, rh) . (1.13)

We will further assume, for now, that the dilaton takes its minimal value at the Euclidean

black hole horizon rh. This is not necessarily the case; when the horizon is cosmological it

will be located at the largest possible value of the dilaton, as will be discussed in the next

section. The on-shell action is

SE =
ϕ0β

2

∫ rb

rh

drN ′′(r)− ϕ0β

2
N ′(rb)−

β

2

∫ rb

rh

dr (−rN ′′(r) +N ′(r))− β

2
N ′(rb)ϕb . (1.14)

Integrating the first term in the bulk action by parts and using (1.11), along with the fact

that for a black hole horizon V (rh) > 0 (otherwise (1.10) would not hold for r slightly greater

than rh), this evaluates to

logZ = 2π (ϕ0 + ϕh) + βT
√
N(rb, rh) . (1.15)

We see that the expression (1.15) takes the suggestive form logZ = S −E/T for a canonical

thermal partition function. Indeed, we are interested in the thermodynamics experienced by

an observer at a finite cutoff rb. As such, the relevant temperature is the Tolman temperature

25



[72] which is precisely βT in (1.12). To evaluate thermodynamic quantities, we must vary

logZ with respect to βT while keeping ϕb (and hence rb) fixed. The following expressions

prove to be useful

∂βT
N(rb, rh) =

2V (rh)
2N(rb, rh)

βT (V (rh)2 + 2V ′(rh)N(rb, rh))
, ∂rhN(rb, rh) = −V (rh) . (1.16)

The thermal energy E, and entropy S are found to be

E = −
√
N(rb, rh) , (1.17)

S = 2π(ϕ0 + ϕh) , (1.18)

while the specific heat is given by2

C =
βT
√
N(rb, rh)V (rh)

2

V (rh)2 + 2V ′(rh)N(rb, rh)
, (1.19)

in agreement with [118]. In the case where there are multiple possible saddles for a given

βT , the above formulae will hold at each saddle and the free energy must be computed to

determine which solution is dominant. We observe that the entropy (1.18) is a function of

quantities located at the Euclidean horizon, reflecting its more universal nature. This prop-

erty was already observed in the early work of York [72] when placing a four-dimensional

black hole in a box with Dirichlet conditions. The energy and specific heat depend more

sensitively on the choice of boundary conditions. Consequently, though the entropy is insen-

sitive to the location of the boundary, the thermal stability of a horizon may depend on this.

A special case of the above is when the dilaton potential at large values of ϕ takes the

form V (ϕ) = 2ϕ+O(ϕ−ϵ). Here, our geometries acquire an asymptotic near-AdS2 boundary

such that the metric takes the asymptotic form N(rb, rh) ≈ r2b − b, and it follows from (1.12)

that our thermodynamic quantities are computed (after a rescaling of rb) with respect to the

inverse temperature β = 4π/V (ϕh). Hence, for asymptotically near-AdS2 configurations, our

thermodynamic quantities are more closely associated to the behaviour of the spacetime at

the horizon. Specifically, taking ϕb ≫ 1 while keeping βT fixed, the quantities (1.17), (1.18),

and (1.19) become

E∞ = −ϕb +
b

2ϕb

, S∞ = 2π (ϕ0 + ϕh) , C∞ = −2π V (ϕh)

R(ϕh)
, (1.20)

2In the case where the dilaton decreases towards the AdS2 boundary, rather than growing, these formulae
will be modified to have an overall minus sign.
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in agreement with the results of [56,118,119]. Stated otherwise, the more rigid nature of the

near-AdS2 boundary has allowed for the thermodynamic derivatives to occur with respect

to the ordinary Gibbons-Hawking temperature β in (1.11), which is defined as the surface

gravity at the horizon with a suitably normalised timelike Killing vector ∂τ . One may also

add boundary counterterms to the action by taking K → K − 1 in equation (1.1) which has

the effect of removing the divergent −ϕb contribution from the expression for E∞.

1.2 Near-Nariai thermodynamics

In this section, we compute thermodynamic properties of the dimensionally reduced near-

Nariai black hole in the presence of a finite boundary. This geometry describes the near

horizon limit of the Schwarzschild-de Sitter spacetime with near coincident horizons. The

dilaton potential for this model is given by V (ϕ) = −2ϕ, which is plotted in Figure 1.1. The

thermodynamics of this dilaton-gravity model were also discussed in [48,56].

rbh rc
ϕ

V(ϕ)

Figure 1.1: The dilaton potential V (ϕ) = −2ϕ for the black hole in de Sitter. The solution caps
off at the two horizons which have been indicated here as rbh and rc.

As in the previous section, we will consider the metric in Euclidean signature. Employing

(1.10), we can confirm that the dilaton potential V (ϕ) = −2ϕ produces the dS2 geometry,

whose solution reads

ds2

ℓ2
= (r2h − r2)dτ 2 +

dr2

(r2h − r2)
, τ ∼ τ + β , ϕ(r) = r , (1.21)

where rh ≤ r ≤ −rh, with rh < 0 and τ ∼ τ + β. There are two Euclidean horizons at

r = ±rh – one is the black hole horizon which we will refer to as rbh = rh < 0, and the
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other is the cosmological horizon which we call rc = −rh > 0. In Euclidean signature the

space caps off at the two horizons and so this metric coincides with the round metric on the

two-sphere, as illustrated in Figure 1.2. Taking rh = −1 in (1.21), we retrieve equation (10)

with d = 2. Since rh is intrinsically linked to the temperature through (1.11) and we wish to

consider thermal fluctuations of our system, it will be useful to keep rh explicit here. Since

the dilaton is also running, it is a near-dS2 static patch.

Figure 1.2: The Euclidean Nariai geometry is an S2. The choice of sign of the outward pointing
normal vector is dependent on which horizon we choose to integrate from. The direction of increas-
ing ϕ is indicated, which we will always take to increase from the back hole horizon towards the
cosmological horizon.

As in the previous section, β is chosen to ensure smoothness of the Euclidean saddle. Now

that there are two such potential singularities, we must have

β =
4π

|V (rbh)|
=

4π

|V (rc)|
=

2π

|rh|
. (1.22)

From Figure 1.1 we see that the condition (1.22) is satisfied since rbh = −rc = rh. We

therefore have a Z2 symmetry r → −r in this metric which exchanges the two horizons. It is

the sign of the dilaton that decides for us which is the cosmological horizon, and which is the

black hole, and here we choose the dilaton to always grow away from the black hole horizon.

1.2.1 Near-Nariai with a boundary

In order to compute the thermal partition function, we place a boundary at some value

r = rb ∈ (rh,−rh), where ϕb = rb and βT are fixed. The boundary can either surround

the black hole or cosmological horizon. In fact, there is no choice of saddle here. Rather,

all saddles must be included provided they satisfy the same Dirichlet boundary conditions.

However, of all the saddles, one will generally dominate.

Thus, we must evaluate the thermodynamic quantities for both horizons in the presence
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of a boundary at rb. For the black hole horizon at r = rh, the analysis of the previous section

can be directly applied, resulting in

logZbh = 2π(ϕ0 + rh) + βT

√
r2h − ϕ2

b , rh = − 2π|ϕb|√
4π2 − β2

T

. (1.23)

An important difference for the cosmological horizon is that the outward pointing unit normal

vector has the opposite sign to that of the black hole case, as shown in Figure 1.2. For this

reason, the sign of the boundary term must be flipped in order to have a well-posed variational

problem. Furthermore, for a cosmological horizon, (1.10) becomes∫ rc

r

dr′ V (r′) < 0 . (1.24)

So, V (rc) < 0 in order for this to hold for r slightly smaller than rc. The end result is a

change in the sign of the second term in equation (1.15), such that

logZcos = 2π(ϕ0 − rh)− βT

√
r2h − ϕ2

b . (1.25)

We can now compute and compare various thermodynamic properties. The canonical free

energies of the two saddles are

Fbh = −2πϕ0

βT
+

|ϕb|
√
4π2 − β2

T

βT
, (1.26)

Fcos = −2πϕ0

βT
−

|ϕb|
√
4π2 − β2

T

βT
. (1.27)

It follows that

∆F ≡ Fbh − Fcos =
2|ϕb|
βT

√
4π2 − β2

T ≥ 0 , (1.28)

where the inequality is saturated for ϕb = 0.

The saddle with lowest free energy is the one with the cosmological horizon. However,

we must also assess whether the saddle is stable under small thermal fluctuations. We thus

compute the specific heat

Cbh = −Ccos =
4π2|ϕb|β2

T

(4π2 − β2
T )

3/2
> 0 . (1.29)
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We find that with Dirichlet boundary conditions, the black hole horizon of the near-Nariai ge-

ometry has positive specific heat while the cosmological horizon has negative specific heat [48].

This also resonates with the results of [77,120]. In consequence, even though the cosmological

saddle has lower free energy, it is thermally unstable in the setup under consideration. At

least locally, the black hole saddle is the stable one, although it may be metastable at the

non-perturbative level.

The energy can be computed in a similar fashion via (1.17). We find

Ebh = −Ecos = − |ϕb|βT√
4π2 − β2

T

. (1.30)

The energies of the black hole and cosmological horizons are equal and opposite. We can

similarly calculate the entropy by either integrating from the black hole horizon, as in the

left-hand side of Figure 1.2 or the cosmological one as in the right-hand side of the same

figure. Using equation (1.18), we have

Sbh = 2π (ϕ0 + ϕh) , (1.31)

Scos = 2π (ϕ0 − ϕh) , (1.32)

where ϕh = rh < 0 is the value of the dilaton at the horizon.

It is interesting to note that the total energy in the near-dS2 static patch, which is given

by ‘gluing’ the black hole saddle to the cosmological saddle along their common boundary

yields a vanishing result

Etot ≡ Ebh + Ecos = 0 . (1.33)

Adding the entropies together yields the total entropy of the near-dS2 static patch to be

Stot ≡ Sbh + Scos = 4πϕ0 . (1.34)

We can compare (1.33) and (1.34) to the result from calculating the classical contribution to

the partition function over the whole two-sphere, where now there is no longer a boundary

term for the action. One finds

SE =
ϕ0β

2
(V (−rh)− V (rh))−

β rh
2

(V (−rh) + V (rh)) . (1.35)
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Since for the Nariai geometry V (rh) = −2rh the second term vanishes. The free energy F

is related to the partition function by logZ = −βTF = S − βTE. Since there is no spatial

boundary anymore, the total energy of the full sphere vanishes. We therefore have that the

total entropy is

Sfull = −SE = 4πϕ0 , (1.36)

which exactly matches equation (1.34). It would be good to understand whether this agree-

ment between the full two-sphere and the ‘glued’ saddles persists beyond the classical level

by computing quantum corrections as in [121–123].

It is interesting to contrast (1.29) with the specific heat of the four-dimensional Nariai black

hole, which has been reported in the literature [124,125] to be negative leading to an evaporat-

ing black hole (like that of the Schwarzschild black hole in flat space). The four-dimensional

thermodynamic quantities rely on a more local treatment of the horizon thermodynamics.

The temperature T , for instance, is given by the surface gravity at the Killing horizon with

a suitably normalised Killing vector. If one computes the area, and hence the Bekenstein-

Hawking entropy, of the black hole horizon as a function of T , one notes that it decreases

with increasing T indicating a negative specific heat. For similar reasons the de Sitter horizon

has been reported to have positive specific heat [98]. The difference in sign with the compu-

tations above is accounted for by the different definition of temperature, which is now given

by the Tolman temperature βT . This the near-Nariai black hole version [48] of York’s obser-

vation [72] that when placed in a box with Dirichlet conditions, the flat space Schwarzschild

black hole can have positive specific heat.

In the following section we proceed to consider a different treatment of the boundary of

the near-Nariai black hole geometry and show that one can recover a negative specific heat.

1.3 (A)dS2 interpolating geometries

In this section, we explore an extension [56, 57] of the dS2 dilaton potential, V (ϕ) = −2ϕ,

that results in an asymptotically near-AdS2 geometry ending at the near-Nariai black hole

horizon. Our goal is to study the thermodynamic properties of such models in the presence

of a Dirichlet boundary (a related discussion can be found in [78]). We end with a comment

about the stretched dS2 horizon in this framework.
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1.3.1 Geometry

For the sake of concreteness, we focus on the dilaton potential

V (ϕ) = 2|ϕ|+ ϕ̃ , (1.37)

where ϕ̃ is a real-valued parameter.3 The potential is shown in Figure 1.3. For a given

temperature, this geometry will have up to two saddles. We shall refer to these as the

interpolating geometry and the AdS2 geometry. Although the potential V (ϕ) we study has

a jump in its first derivative, the geometries it produces have continuous and differentiable

metrics. We now provide the form of the metric for both ϕ̃ positive as well as negative.

Case 1: ϕ̃ ≥ 0

From equation (1.10) we can see that the metric for the interpolating geometry will be of the

form (1.8) with

ND+(r, rD) =

(r − rD)(ϕ̃− r − rD) , rD ≤ r ≤ 0 ,

r2 + r2D + ϕ̃(r − rD) , 0 < r ,
(1.38)

where rD defines the Euclidean dS2 black hole horizon. The Euclidean time periodicity is

given by

βD =
4π

|ϕ̃− 2rD|
. (1.39)

We therefore have a portion of the two-sphere (Euclidean dS2) for r ≤ 0 (in particular, when

ϕ̃ = 0 this is exactly the metric in (1.21)), and when r > 0 we have a Euclidean AdS2 metric.

Depending on the sign of ϕ̃ the two-sphere is glued to a portion of a quotient of the hyperbolic

disc (ϕ̃ > 0) or a portion of the hyperbolic strip (ϕ̃ ≤ 0).

The metric of the AdS2 saddle is

NA+(r, rA) = r2 − r2A + ϕ̃(r − rA) , 0 ≤ rA ≤ r , (1.40)

3It is worth emphasising that any V (ϕ), including smooth potentials, that have regions linear in ϕ with
oppositely signed slopes and an asymptotic growth of the form V (ϕ) = 2ϕ+O(ϕ−ϵ) suffices for our purposes.
A simple example is Vε(ϕ) = 2ϕ tanh ϕ

ε with ε > 0 small. Moreover, although we have chosen the slope in
(1.37) to have the same absolute value for ϕ > 0 and ϕ < 0 one can also consider cases where the slopes
differ.
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where rA defines the location of the Euclidean AdS2 black hole horizon. The Euclidean time

periodicity is given by

βA =
4π

|ϕ̃+ 2rA|
. (1.41)

ϕ


rD rA

dS2 AdS2

ϕ

V(ϕ)

Figure 1.3: The dilaton potential for the interpolating geometry (1.37) with ϕ̃ > 0. The blue slope
indicates where the potential describes a dS2 geometry and the red slope shows where the geometry
is Euclidean AdS2. At a given temperature, there can be two saddles, indicated here at rD and rA.

Case 2: ϕ̃ < 0

When ϕ̃ < 0, we must further ensure that the metric is everywhere positive. The AdS2 saddle

will remain of the same form, but the range of rA is modified as

NA−(r, rA) = r2 − r2A + ϕ̃(r − rA) , |ϕ̃|/2 ≤ rA ≤ r . (1.42)

The interpolating solution similarly restricts the range of rD, such that

ND−(r, rD) =

(r − rD)(ϕ̃− r − rD) , rD ≤ r ≤ 0 , rD <
(

1+
√
2

2

)
ϕ̃ ,

r2 + r2D + ϕ̃(r − rD) , 0 < r .
(1.43)

In the above we are assuming that the coordinate r can become large compared to ϕ̃ and rD.

The periodicities βD and βA will be as for ϕ̃ > 0, namely (1.39) and (1.41) respectively.

1.3.2 Thermodynamic properties

As in the previous sections, we consider Dirichlet boundary conditions whereby the proper

size of the boundary circle βT and the boundary value of the dilaton ϕb are fixed. We take
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ϕb > 0 here since non-positive ϕb reproduces the near-Nariai black hole setup described in

Section 1.2. In general, there are two solutions obeying the boundary conditions which we

call rD and rA, as shown in Figure 1.3.

The temperatures of the interpolating geometry and the AdS2 geometry are

βD
T =

4π

|ϕ̃− 2ϕD|

√
r2b + ϕ2

D + ϕ̃(rb − ϕD) , (1.44)

βA
T =

4π

|ϕ̃+ 2ϕA|

√
r2b − ϕ2

A + ϕ̃(rb − ϕA) , (1.45)

where we have introduced the notation ϕD = rD to be the value of the dilaton at the dS2

black hole horizon and ϕA = rA to be the value of the dilaton at the AdS2 black hole

horizon. We must set the temperatures equal to each other βD
T = βA

T = βT to compare their

thermodynamic properties at a given temperature.

Case 1: ϕ̃ ≥ 0

Let us begin by taking ϕb to be large compared to ϕ̃ and ϕA,D. The thermodynamics for the

Euclidean AdS2 solution (1.40) with ϕ̃ = 0 are reviewed in Appendix A. For non-vanishing

ϕ̃ we find a similar result for ϕA > 0, namely

−βTFAdS2 = 2π

(
ϕ0 −

ϕ̃

2

)
+

1

2

(
2ϕb + ϕ̃

)√
β2
T + 4π2 . (1.46)

The specific heat follows readily

CAdS2 =

(
ϕb +

ϕ̃

2

)
4π2β2

T

(β2
T + 4π2)

3/2
, (1.47)

which is positive for all ϕb > 0.

The other solution has ϕD < 0 such that the region of the geometry near and including

the horizon has positive curvature. For this interpolating solution, we have

−βTFinterp = 2π

(
ϕ0 +

ϕ̃

2

)
+
(
β2
T − 4π2

)√(ϕb + χ+)(ϕb − χ−)

β2
T − 4π2

, (1.48)

where for convenience we have defined χ± ≡
(√

2±1
2

)
ϕ̃. In order to ensure the above expres-

sion is real we must lie in one of two regimes. The first, which connects to parametrically

34



large ϕb, is ϕb ≥ χ− and 4π
ϕ̃

√
ϕb(ϕb + ϕ̃) ≥ βT ≥ 2π, where the upper bound for βT ensures

the negativity of ϕD. Given Finterp, we can compute the specific heat of the interpolating

saddle for this range:

Cinterp = −
√

(ϕb + χ+)(ϕb − χ−)×
4π2β2

T

(β2
T − 4π2)3/2

. (1.49)

For this case the specific heat Cinterp is negative, and the only thermodynamically stable

saddle is the Euclidean AdS2 black hole. We thus retrieve, within this range of boundary

conditions a near-Nariai black hole horizon with negative specific heat. The second regime

is 0 < ϕb < χ− and 4π
ϕ̃

√
ϕb(ϕb + ϕ̃) < βT < 2π. For this case the specific heat Cinterp is

Cinterp =
√

(ϕb + χ+)(−ϕb + χ−)×
4π2β2

T

(4π2 − β2
T )

3/2
, (1.50)

which is positive. Note that taking ϕb = 0 in (1.50) recovers the result (1.29) for the black hole

in the Nariai geometry up to an overall constant, as expected. Upon solving βD
T = βA

T = βT ,

we see that

ϕA =
1

2

 (2ϕb + ϕ̃)(ϕ̃− 2ϕD)√
(2ϕb + ϕ̃)2 + 8ϕ2

D − 8ϕ̃ϕD

− ϕ̃

 , ϕb > χ− . (1.51)

A solution for ϕA for a given ϕD can only be found for large enough ϕb. Therefore, in the

range 0 < ϕb < χ− the interpolating geometry is the only saddle and is thermodynamically

stable. We now explore the case ϕ̃ < 0.

Case 2: ϕ̃ < 0

We now consider the thermodynamic properties for ϕ̃ < 0. The Euclidean AdS2 saddle will be

thermodynamically stable, with the same free energy and specific heat as for ϕ̃ > 0, namely

(1.46) and (1.47) respectively.

The interpolating saddle will now permit some additional properties. The free energy will

still take the form (1.48), with the additional restriction coming from the requirement that

the metric (1.43) remain positive for all r, namely that ϕD ≤ χ+. This additional restriction

on the value of the dilaton at the horizon modifies the reality conditions for (1.48). We again

find two possible regimes, the first being
√
2π
∣∣∣2ϕb+ϕ̃

ϕ̃

∣∣∣ ≥ βT ≥ 2π and ϕb ≥ −χ+. In this

range the interpolating saddle has the same specific heat as in (1.49) and hence is unstable.

The other possibility is the regime
√
2π
∣∣∣2ϕb+ϕ̃

ϕ̃

∣∣∣ < βT < 2π and 0 < ϕb < −χ+. In this
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case, the heat capacity is given by (1.50) and so is thermodynamically stable. Solving

βD
T = βA

T = βT , we find

ϕA =
1

2

 (2ϕb + ϕ̃)(ϕ̃− 2ϕD)√
(2ϕb + ϕ̃)2 + 8ϕ2

D − 8ϕ̃ϕD

− ϕ̃

 . (1.52)

Therefore, in this case for a given ϕD, there is always a ϕA provided that |ϕ̃|/2 < ϕb < −χ+.

The difference in free energies between the stable interpolating saddle and the AdS2 saddle

is given by

Finterp−FAdS2 =

√
(ϕb + χ+)(−ϕb + χ−)(4π2 − β2

T )

βT
+
(2ϕb + ϕ̃)

√
β2
T + 4π2 − 4πϕ̃

2βT
. (1.53)

For ϕ̃ < 0 this expression is positive. To give a numerical example, we can take ϕ̃ = −1,

ϕb = 1, and βT = 5 which satisfy the conditions on βT and ϕb. These values correspond

to taking ϕD = −1
2
− π√

4π2−25
≈ −1.33 in (1.52) such that ϕA = 1

2
+ π√

4π2+25
≈ 0.89 lies

in the allowed range for ϕA. They lead to a positive difference (1.53). So, the AdS2 saddle

will be thermodynamically favoured over the interpolating saddle. If instead 0 < ϕb < |ϕ̃|/2,
then there will be no AdS2 saddle since V (ϕA) < 0 in this range and we will have the same

situation as in (1.50), with the interpolating saddle being the only stable solution.

1.3.3 Interpolating the stretched dS2 horizon

We end this section by considering the interpolating solution for ϕ̃ < 0 in some more de-

tail. For the purpose of our discussion, it will prove useful to slightly generalise the dilaton

potential (1.37) to the following

Vδ(ϕ) = 2ϕ

(
−Θ(−ϕ) + 1

δ
Θ(ϕ)

)
+ ϕ̃ , (1.54)

with ϕ̃ < 0, and δ a small positive number. In order to have an interpolating solution with an

asymptotic AdS2 region, the horizon rh must lie below the critical value rδ ≡ ϕ̃(1+
√
1 + δ )/2.

At precisely rh = rδ the geometry caps off for a second time at r = −ϕ̃ δ/2, creating a closed

Euclidean universe.

If we now tune rh to be parametrically close to and below rδ and take ϕb ≫ 1, we find an

asymptotically near-AdS2 geometry which includes a significant portion of the two-sphere.

The interpolating saddle stemming from Vδ(ϕ) admits a portion of the two-sphere for which
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the excised region is a disc of area ∼ δ. The excised region that would have contained the

cosmological dS2 horizon is replaced by a region of negative curvature that reaches all the

way out to the AdS2 boundary. The geometry and corresponding Penrose diagram is shown

in Figure 1.4.

Figure 1.4: Left: The Penrose diagram of the interpolating geometry that contains the black hole
in a de Sitter static patch in the deep interior and interpolates to an AdS2 boundary. Right: The
same geometry in Euclidean signature, where the Euclidean black hole horizon now caps off at the
pole of the two-sphere.

An excision of this type is often considered when placing a stretched surface [24] a small

region away from the dS2 horizon and has been explored as a potential holographic screen

of de Sitter in various works including [25–27, 30]. Though physically appealing, one of the

challenges in making the stretched horizon picture precise is that the surface lies in the midst

of a gravitating spacetime and it is difficult to obtain concrete observable quantities anal-

ogous to those at the boundary of AdS or the flat space S-matrix.4 Instead of placing a

holographic theory at the stretched horizon, we might then view the interpolating geometry

as an ultraviolet completion of the stretched dS2 horizon with a near-AdS2 boundary.

As it stands, the interpolating geometries we have discussed so far have negative specific

heat whenever they are endowed with an asymptotically AdS2 boundary. This can be ame-

liorated by bringing the near-AdS2 boundary into the interior, by introducing a Dirichlet

wall [78] along the lines we have discussed in the previous sections. This comes at the cost

of sharp AdS/CFT type observables. In the next section we discuss a simple generalisation

4One approach is to set up a type of timelike Dirichlet boundary near the cosmological horizon, as
explored in [49,74–77]. However, at least in four and higher spacetime dimensions, caution must be exercised
since this leads to various instabilities and issues with well-posedness of the Dirichlet problem [116,117].
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that admits a stretched dS2 horizon that is capped off by a horizon with positive specific

heat in the deep interior while preserving the asymptotic near-AdS2 boundary.

1.4 Double interpolating geometries

In this section, we will propose a geometry that has some of the benefits of the interpolating

geometry discussed in the previous section while also having the virtue of a positive spe-

cific heat, ensuring that the solution is locally thermodynamically stable. For the sake of

concreteness, we will consider a theory with the following dilaton potential

V (ϕ) =

2ϕ+ ϕ̃− 4x , ϕ ≤ x ,

2|ϕ|+ ϕ̃ , x < ϕ ,
(1.55)

where x < 0. As in the previous section, the potential can be viewed as an idealisation of a

smooth potential where we have only retained the piecewise linear pieces.

We now discuss the asymptotically AdS2 Euclidean saddles and their thermodynamic prop-

erties, while relegating the discussion with finite boundary to Appendix B. Here, we keep

the slopes of each linear piece of V (ϕ) to have the same magnitude for the sake of simplicity.

More generally, they can be taken to be different.

1.4.1 Geometry

The geometry is given by merging the interpolating geometry (1.38) to a second AdS2 region

in the deep interior at the distance r = x, as is shown in Figure 1.5. In the range ϕ̃ < V (ϕ) <

ϕ̃−2x, we therefore have three possible saddles which we label ϕ1 < ϕ2 < 0 < ϕ3. Outside of

this range, the solution will only contain a stable AdS2 black hole saddle if ϕ̃ − 2x < V (ϕ),

or only the stable double interpolating geometry if V (ϕ) < ϕ̃.

Case 1: ϕ̃ ≥ 0

The first saddle is for r1 < x and the metric for this system will have coefficients given by

N(r, r1) =


(r − r1)(r + r1 + ϕ̃− 4x) , 4x−ϕ̃

2
≤ r1 ≤ r ≤ x ,

−r2 + ϕ̃ r − 2x2 + r1(4x− r1 − ϕ̃) , x < r ≤ 0 ,

r2 + ϕ̃ r − 2x2 + r1(4x− r1 − ϕ̃) , 0 < r ,

(1.56)
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where the first condition on r1 ensures that V (r1) ≥ 0. This describes a geometry which

is AdS2 in the deep interior, flowing to a piece of the Euclidean dS2 static patch, and then

flowing to another AdS2 region near the boundary. The size of the static patch region is

controlled by the two free parameters x and ϕ̃.5

The second saddle has a Euclidean horizon located in the range x ≤ r2 < 0. This is the

interpolating geometry described in Section 1.3 where the metric is precisely (1.38) with

rD = r2. The final saddle has a Euclidean horizon located at 0 ≤ r3 ≤ r. For this range,

the metric is (1.40) with rA = r3, which again is the AdS2 saddle described in the previous

section.

x

ϕ


AdS2 dS2 AdS2

ϕ1 ϕ2 ϕ3

ϕ

V(ϕ)

Figure 1.5: Plot showing the dilaton potential (1.55) with ϕ̃ > 0. This potential gives an AdS2
geometry for ϕ ≤ x and ϕ ≥ 0 but a dS2 static patch in the region x ≤ ϕ ≤ 0. At a given
temperature, there may be up to three candidate black hole solutions.

Case 2: ϕ̃ < 0

In this case, the geometries are as above, but each saddle has an added restriction. Firstly,

in order to have values of rh = r1, r2 with V (rh) > 0, we require V (x) > 0 such that ϕ̃ > 2x.

This ensures that the lower bound on r1 in (1.56) remains less than x when ϕ̃ < 0. To ensure

the positivity of the metric (1.56) we must further have 4r1(4x − ϕ̃ − r1) > 8x2 + ϕ̃2. The

restriction for the second saddle at r2 is the same as in (1.43), namely x ≤ r2 ≤ χ+ and for

the third saddle at r3 we have the same added restriction as in (1.42) that |ϕ̃|/2 ≤ r3.

As for the interpolating solution with ϕ̃ < 0 discussed in the previous section, we can view

5By further adjusting the slopes of the linear pieces in V (ϕ), the AdS2 in the deep interior can be made
parametrically small.
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the completion of the excised two-sphere as a way to push the stretched dS2 horizon all the

way to the near-AdS2 boundary. This is shown in Figure 1.6. As we now explore, in the

current setup the thermal stability properties are improved as compared to the previous case.

Figure 1.6: Left: Penrose diagram of the double interpolating geometry. Right: corresponding
Euclidean geometry.

1.4.2 Thermodynamic properties

Let us introduce the notation ϕ1 = r1, ϕ2 = r2 and ϕ3 = r3 as the values of the dilaton at

each horizon. In what follows we will take ϕb ≫ 1 so that the boundary is asymptotically

AdS2. The finite boundary case is treated in Appendix B. In this limit we can employ the

asymptotic formulas (1.20). Along with these, in the large ϕb limit the difference in free

energy of any two saddles ϕ1 and ϕ2 is given by [119]

∆F = F2 − F1 =
1

2ϕb

[N(ϕ2, ϕ1) + V (ϕ1)(ϕ1 − ϕ2)] . (1.57)

As ϕb → ∞, we have that βT ≈ βϕb, and so from the definition (1.11) we must also have

V (ϕ1) = V (ϕ2).

Case 1: ϕ̃ ≥ 0

For ϕb ≫ 1 the first saddle at ϕ1 will have heat capacity

C1 = π(2ϕ1 + ϕ̃− 4x) , (1.58)

which is positive due to the lower bound on r1 in (1.56). As promised, this geometry has

the benefit of being thermodynamically stable while also possessing an asymptotically AdS2
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boundary. The ground state with vanishing temperature is given by the configuration start-

ing at the point ϕ1 = 2x− ϕ̃/2 where the dilaton potential crosses the ϕ-axis.

The thermodynamic properties of the saddles at ϕ2 and ϕ3 were described in Section 1.3.2.

For large ϕb, the saddle at ϕ2 will have negative heat capacity (1.49) and hence will be ther-

modynamically unstable. The saddle at ϕ3 will have heat capacity given by (1.47) and so

will be thermodynamically stable. To see which saddle is thermodynamically favoured, we

can use (1.57) with V (ϕ1) = V (ϕ3), which leads to

∆F = F3 − F1 =
x

ϕb

(2ϕ1 − 3x) . (1.59)

This will be positive if 2ϕ1 < 3x and negative otherwise.

Thus, for temperatures satisfying β > 4π/(ϕ̃− x), the double interpolating solution con-

taining a large portion described by Euclidean dS2 dominates the thermodynamics in this

model. Once β reaches the critical value β = 4π/(ϕ̃− x) we have a first order phase transition

to the Euclidean AdS2 black hole. In this case, the interpolating solution is metastable.

Case 2: ϕ̃ < 0

The model has two vanishing temperature configurations, one at ϕ1 = 2x − ϕ̃/2, with x

restricted to yield a positive metric, and the other at ϕ3 = −ϕ̃/2. At finite temperature, the

specific heat of the ϕ1 saddle is (1.58) which remains positive. For ϕb ≫ 1, the saddle at ϕ2

is again unstable and hence we again only have thermally stable saddles at ϕ1 and ϕ3 with

their difference in free energies again given by (1.59).

Given that ∆F does not depend on ϕ̃, the sign of ϕ̃ will not affect which saddle domi-

nates. Indeed, the model exhibits a first order phase transition at the critical temperature

β = 4π/(ϕ̃− x) between a low temperature phase dominated by the double interpolating

saddle, and a high temperature phase dominated by the Euclidean AdS2 black hole.

To summarise, we have established the existence of dilaton-gravity models permitting lo-

cally (and even globally) thermally stable asymptotically near-AdS2 geometries that encode

a significant portion of the Euclidean dS2 static patch in their interior. Slightly generalising

the potential (1.55) to have different slopes in each linear regime, one can have asymptoti-

cally near-AdS2 geometries that contain a stretched de Sitter horizon parametrically close to

the actual cosmological dS2 horizon. The geometries end at an AdS2 black hole type horizon
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with positive specific heat. Another way to stabilise the interpolating geometries in the deep

interior might be to include an end-of-the-world brane, which would be interesting to explore.

1.5 Dual theory proposal

We have explored a variety of dilaton-gravity models whose solution space includes interpo-

lating solutions containing a portion of the static patch of two-dimensional de Sitter space.

In judiciously chosen circumstances, the stability properties of these geometries can be lo-

cally and even globally stable. In particular, the double interpolating solutions discussed in

Section 1.4 have asymptotically near-AdS2 solutions which contain a portion of the dS2 static

patch. Moreover, these solutions have positive specific heat and can be thermodynamically

dominant over the AdS2 black hole.

Given the presence of a near-AdS2 boundary, one is tempted to investigate whether these

models permit a microphysical realisation in terms of an AdS2/CFT1 type picture, or some

other ultraviolet completion of dilaton-gravity. One such approach might be to consider the

more general relation between dilaton-gravity models with general dilaton potential and ma-

trix models [37,85–87]. The challenge here is that the type of dilaton-potentials discussed in

those works take a somewhat specific form

Vf (ϕ) = 2ϕ+

∫ 2π

0

dαf(α)e−αϕ , (1.60)

with f(α) small. Although it is suggested that the class of perturbative deformations in (1.60)

might span to the larger class of holomorphic functions, Vf (ϕ) is subject to non-perturbative

corrections. Whenever x is small and ϕ̃ is positive, the potential (1.55), or a smoothed-

out version, can be viewed as a perturbation δV (ϕ) of V (ϕ) = 2ϕ. So, provided that the

deformed potentials (1.60) span a sufficiently large space of deformations, one might identify

a corresponding matrix model. Employing the results of [85,86], the corresponding eigenvalue

distribution to linear order in the deformation (upon shifting ϕ such that Vf (0) = 0) reads

ρ(λ) = eS0

(
sinh 2π

√
λ

4π2
+
e2π

√
λδV (

√
λ) + e−2π

√
λδV (−

√
λ)

8π
√
λ

+ . . .

)
. (1.61)

For the models we consider ρ(λ) increases indefinitely, or at least up to some large cutoff,

reflecting the near-AdS2 boundary. For a closed Euclidean universe, as suggested by (1.61),

perhaps one should take ρ(λ) to fall back to a vanishing value [69, 126, 127], reflecting the

presence of two horizons in dS2 [27,56]. It would be interesting to explore such matrix models
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further.

More generally, one could ask whether the SYK model [128–130] permits deformations lead-

ing to theories such as (1.55). Since the vacuum is no longer pure AdS2 in the interior,

we expect that the SYK model is deformed by some relevant deformation. Relevant defor-

mations are indeed permitted in SYK, and were explored in [67, 131] where flows between

near-CFTs were identified. In particular, this was shown for the sum of two SYK Hamilto-

nians, Ĥtot = Ĥq + s Ĥq/2, where

Ĥq = iq/2
∑

i1≤...≤iq≤N

Ji1,...,iqψi1 . . . ψiq , (1.62)

with Ji1,...,iq independently drawn from a suitable Gaussian ensemble, and ψi with i =

1, . . . , N being Majorana fermions. Provided s is sufficiently small, Ĥtot flows between two

near-CFT regions. For the theory (1.55) we have an intermediate region of near-dS2 between

the two near-AdS2 regions close to the boundary and in the deep interior. It is likely that

this will require adding an additional term to Ĥtot, with a coupling that may have to take

complex values. We leave the exploration of such constructions for future work.

43



Chapter 2

Correlation functions in de Sitter

space

In this chapter, we study scalar correlation functions in a fixed de Sitter background in order

to characterise the behaviour of such functions in the presence of the cosmological horizon.

In doing so, we resolve a puzzle stemming from the fact that such correlation functions can

be expressed as a sum over geodesics lengths, and yet real geodesics do not exist between

arbitrary points in de Sitter.

2.1 The scalar two-point function in de Sitter

Consider the action for a free massive scalar field in dSd,

Sϕ = −1

2

∫
ddx

√
−g
[
gµν∂µϕ∂νϕ+m2ϕ2

]
, (2.1)

where m is the mass of the scalar field and gµν is the d-dimensional de Sitter metric. We will

study the Wightman two-point function in the Bunch-Davies (or Euclidean) vacuum state

|E⟩ [97,98]. This is denotedG(X, Y ) = ⟨E|ϕ(X)ϕ(Y )|E⟩, whereX and Y are arbitrary points

on global de Sitter. This two-point function is a solution to the Klein-Gordon equation in

dSd,

(□−m2)G(X, Y ) = 0 . (2.2)

Given that the Euclidean state is invariant under the de Sitter isometries, the two-point

function can only depend on X and Y through their de Sitter invariant length PX,Y . This
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quantity is defined in embedding space as

PX,Y ≡ 1

ℓ2
ηIJX

IY J , ηIJ = diag

d+1︷ ︸︸ ︷
(−1, 1, . . . , 1) . (2.3)

Note that in this expression X and Y are the coordinates describing the embedding of the

d-dimensional de Sitter hyperboloid inside (d + 1)-dimensional Minkowski space, as in (3).

For instance, if we choose to parameterise the hyperboloid with the global coordinates in

equation (5), the de Sitter invariant length is given by

PX,Y = − sinhTX sinhTY + coshTX coshTY

d∑
i=1

ωi
Xω

i
Y , (2.4)

where ωi are coordinates on the (d− 1)-sphere and obey
∑d

i=1 (ω
i)
2
= 1. It is useful to note

that [97]

PX,Y


> 1 , for timelike separated points ;

= 1 , for coincident or null separated points ;

< 1 , for spacelike points .

Additionally, for spacelike points

PX,Y


> −1 , when X is spacelike separated from the antipodal point of Y ;

= −1 , when X is null separated from the antipodal point of Y ;

< −1 , when X is timelike separated from the antipodal point of Y .

Going back to the two-point function, if we write G(X, Y ) = G(PX,Y ), then the Klein-Gordon

equation becomes

(1− P 2
X,Y )∂

2
PX,Y

G(PX,Y )− dPX,Y ∂PX,Y
G(PX,Y )−m2ℓ2G(PX,Y ) = 0 . (2.5)

This hypergeometric equation has two linearly independent solutions:

G(PX,Y ) = A 2F1

(
h+, h−;

d

2
;
1 + PX,Y

2

)
+B 2F1

(
h+, h−;

d

2
;
1− PX,Y

2

)
, (2.6)

where

h± =
(d− 1)

2
±

√(
d− 1

2

)2

−m2ℓ2 . (2.7)
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The second of these solutions is singular when PX,Y = −1, corresponding to antipodal points.

We do not expect to see this behaviour in the two-point function, and therefore choose to set

B = 0. The first solution, on the other hand, diverges at PX,Y = 1, which mimics the expected

short-distance behaviour of the two-point function. In order to fix the overall coefficient, we

must match this solution to the short distance singularity in flat space [97, 102, 132], which

for d > 2 takes the form

G(PX,Y ∼ 1) ≈
Γ
(
d
2

)
(2π)

d
2 ℓd−2(d− 2)

1

(1− PX,Y )
d
2
−1
, (2.8)

and is independent of m. Note that for d = 2 the correlator diverges logarithmically as

G(PX,Y ∼ 1) ≈ − 1

4π
log (1− PX,Y ) , (2.9)

which is consistent with the expected QFT behaviour. Near PX,Y = 1, the hypergeometric

function behaves as

2F1

(
h+, h−;

d

2
;
1 + PX,Y

2

)
≈
(

2

1− PX,Y

) d
2
−1 Γ(d

2
)Γ(d−2

2
)

Γ(h+)Γ(h−)
. (2.10)

Matching the expansion of (2.6) to equation (2.8) thus shows that the solution that correctly

reproduces the expected short distance behaviour of the two-point function (and does not

have singularities at antipodal points) is given by [95,133,134]

G(PX,Y ) =
Γ(h+)Γ(h−)

ℓd−2(4π)d/2Γ
(
d
2

) 2F1

(
h+, h−;

d

2
;
1 + PX,Y

2

)
. (2.11)

Note that, by definition, this is also the two-point function obtained from analytically con-

tinuing the two-point function on Sd to Lorentzian de Sitter spacetime. We are interested in

the large mass expansion of the above correlator. The asymptotic form of the hypergeometric

function when some of the parameters are large is non-trivial. The expansion of interest in

our case is the one where the first two parameters become large in the imaginary direction

(and with opposite signs). Asymptotic expressions in this limit were first found in [135]. See

also [136] for the latest state of affairs. The form of the correlator in the large mass limit is

thus given by

G(PX,Y ) ≈
m

d−3
2

2(2πℓ)
d−1
2

 e−mℓ arccosPX,Y(
1− P 2

X,Y

) d−1
4

+
(−1)

d−1
2 e−mℓ(2π−arccosPX,Y )

(1− P 2
X,Y )

d−1
4

 , (2.12)
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where this asymptotic form is valid for all points satisfying

|1− P 2
X,Y | ≳ (mℓ)−2 . (2.13)

For PX,Y < −1, the correlator is manifestly real, consistent with the fact that the points

are spacelike separated, and in our conventions spacelike separated points have real length

between them:

G(PX,Y ) ≈
m

d−3
2

(2πℓ)
d−1
2

Re

[
e−mℓ arccosPX,Y

(1− P 2
X,Y )

d−1
4

]
, PX,Y < −1 . (2.14)

When PX,Y > −1, the second term in (2.12) is always exponentially suppressed in the large

mass limit, so the correlator takes the form

G(PX,Y ) ≈
m

d−3
2

2(2πℓ)
d−1
2

exp (−mℓ arccosPX,Y )(
1− P 2

X,Y

) d−1
4

, PX,Y > −1 . (2.15)

For −1 < PX,Y < 1, it is straightforward to check that the correlator is real. When points

become timelike separated, then PX,Y > 1 and the expression becomes manifestly complex,

consistent with the fact that, in our conventions, timelike separated points have an imaginary

length between them.

Both (2.14) and (2.15), can be obtained by solving the Klein-Gordon equation (2.5) in a

WKB expansion, which provides an independent check of these asymptotic expansions; see

Appendix C. It is clear that both approximations break down when PX,Y ∼ ±1. As previ-

ously stated, when PX,Y is close to one, the correlator is chosen to mimic the short distance

singularity in flat space (2.8). When PX,Y = −1, the last argument in the hypergeometric

function is zero, so in the large mass limit we obtain

G(PX,Y = −1) ≈ md−2

Γ(d
2
)2d−1π

d
2
−1
e−mℓπ . (2.16)

This limit does not commute with taking the large mass limit first.
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2.2 The geodesic approximation

In the worldline formalism [89, 90], one can schematically compute G(X, Y ), the correlator

of a free massive scalar field between two points X and Y , as a path integral,

G(X, Y ) =

∫
DP e−mL[P] , (2.17)

where m is the mass of the scalar field, P is a path connecting X and Y , and L[P ] is the

length of that path. In the large mass limit, it is possible to take a saddle point approximation

that reduces the path integral to a sum over geodesic lengths Lg,

G(X, Y ) ≈
∑

g ∈ geodesics

e−mLg . (2.18)

If there is more than one geodesic, we need to sum over them appropriately. These discussions

go back to the seminal work by Bekenstein and Parker [91]. See also [92,93]. So far, we have

obtained the two-point correlator in the large mass limit by finding the asymptotic form of

the relevant hypergeometric function. The main purpose of this chapter is to reconcile these

results with the expression coming from the geodesic approximation (2.18), even when real

geodesics do not exist. We start by reviewing how to compute geodesics in de Sitter in cases

where real geodesics do exist. For simplicity, we demonstrate this in d = 2, but the results

can be generalised to higher dimensions.

2.2.1 Review of geodesics in dS2

The global metric of dS2 is given by,

ds2

ℓ2
= −dT 2 + cosh2 T dφ2 , (2.19)

with φ ∼ φ+ 2π and T ∈ R. The length functional is given by

L =

∫
ds =

∫
dλL(T, Ṫ , φ, φ̇, λ) = ℓ

∫
dλ

√
(−Ṫ 2 + cosh2 T φ̇2) , (2.20)

where the dots represent derivatives with respect to the parameter λ along the geodesic. We

are working in a slightly unusual convention where timelike geodesics will have a complex

length. Often the length functional is redefined to be real for timelike geodesics, but we wish

to use the same definition for both timelike and spacelike separated points. The Lagrangian
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L does not depend explicitly on φ, so we can define the following conserved quantity

∂L
∂φ̇

≡ Q =
ℓ φ̇ cosh2 T√

−Ṫ 2 + cosh2 T φ̇2

. (2.21)

Since the length functional is invariant under reparametrisation, we may select λ such that

it is an affine parameter,

L2 =

(
ds

dλ

)2

= ±1 = ℓ2(−Ṫ 2 + cosh2 T φ̇2) , (2.22)

where the ± depends on whether the geodesic is spacelike or timelike, respectively. The first

order equations (2.21) and (2.22) can be integrated to find the trajectories of the geodesics,

which read

tan(φ+ φ̃) = ± Q sinhT√
Q2 − ℓ2 cosh2 T

, (2.23)

where φ̃ is a constant of integration which, as well as Q, can be determined by the choice

of the endpoints of the geodesic. The ± in (2.23) depends on whether T (ϕ) is taken to be

an increasing or decreasing function. Choosing the first endpoint of the geodesic to be at

(T1, φ0) and taking T (ϕ) to be increasing at this point, we obtain

φ̃ = arctan

(
Q sinhT1√

Q2 − ℓ2 cosh2 T1

)
− φ0 . (2.24)

Timelike geodesics. First, we consider timelike separated points at a fixed angle. Re-

quiring that the geodesic passes through the point (T2, φ0) implies Q = 0. The result is the

equation of motion φ = φ0, and using (2.20) we find that these geodesics have length

Lg = iℓ|T2 − T1| . (2.25)

Spacelike geodesics. We will consider points at opposite sides of the spatial circle by taking

the second endpoint to be (T2, φ0 + π). Plugging this into (2.23), we find that for any Q we

have T1 = ±T2. However, only one of these solutions is smooth. To see this, it is useful to

invert the geodesic trajectory (2.23) to find the two possibilities

T (ϕ) = ± arccosh

√
Q2 sec2(φ+ φ̃)

Q2 + ℓ2 tan2(φ+ φ̃)
. (2.26)
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Choosing the positive sign for the entire geodesic gives the corresponding trajectory for

T1 = T2 > 0, and the negative sign gives the trajectory T1 = T2 < 0, but neither of these

solutions are continuous in their first derivatives, and so we discount them. Requiring a

smooth trajectory necessitates gluing the two trajectories at the turning point of the function,

leading to T1 = −T2. We therefore recover the result that spacelike geodesics between the

poles of de Sitter only exist between times T1 and −T1 as shown in figures 2.1(a) and 2.1(b).

This was explored in the context of holographic complexity in [66]. There is a one parameter

family of such geodesics labelled by |Q| > ℓ2 coshT , and using equation (2.20), we find that all

of these geodesics have the same length, Lg = ℓπ [66,137]. Note that this result is completely

different from the AdS2 black hole case, where geodesics exist for arbitrarily long times and

their length grows linearly with time [138].

Out[ ]=

(a) T1 = 0

Out[ ]=

(b) T1 = 1

Figure 2.1: Penrose diagram for (half of) dS2 with geodesics in blue, horizons in red, and past
and future infinity in green. In dashed black, we also plot the position of stretched horizons.

2.2.2 From geodesics to two-point correlators

One would like to use the results obtained for the real geodesics in de Sitter to reproduce

the form of the correlators studied in Section 2.1. However, it is clear from the result just

shown for points on opposite sides of the spatial circle that real geodesics are not enough to

reproduce the correlator for points such as T1 = T2 ̸= 0, for example.

On the sphere geodesic distance between two points is given by ℓ arccosPX,Y with PX,Y

defined similarly to (2.3) but with the metric replaced with the Euclidean one δIJ . Drawing

inspiration from this, one can formally define Lg = ℓ arccosPX,Y to be the geodesic distance

between the points X and Y in de Sitter. Timelike separated points have PX,Y > 1, and for

these points Lg reproduces the complex length (2.25). On the other hand, spacelike sepa-

rated points have PX,Y < 1, but real geodesics only exist for −1 ≤ PX,Y < 1. As an example,
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consider points on opposite sides of the spatial circle, as in the previous section, for which

PX,Y ≤ −1. Requiring Lg to be real then imposes that PX,Y = −1. In this case, Lg = ℓπ in

agreement with the result of the last section.

In terms of Lg, (2.12) becomes

G(Lg) ≈
m

d−3
2

2(2πℓ)
d−1
2

[
e−mLg

(sinLg)
d−1
2

+
e−m(2πℓ−Lg)

(sin(2πℓ− Lg))
d−1
2

]
. (2.27)

For any PX,Y > −1, the second term is always exponentially suppressed, and so the propa-

gator can be written in the form of the geodesic approximation (2.18). Moreover, we have

seen that in those cases, the geodesic length is actually Lg = ℓ arccosPX,Y , both for spacelike

and timelike separated points. The only term that needs to be explained is the denominator,

that will come from perturbations around the geodesic length.

If PX,Y < −1, there seems to be more tension. In this case, we derived that there are

no real geodesics connecting these points in de Sitter, and the naive continuation of Lg gives

a complex geodesic length. Moreover, from the form of (2.27) it seems that there are two

geodesics contributing to the correlator. As in the previous case, the denominator in each

term needs to be explained. In the next section, we will show that the tension for PX,Y < −1

can be cured by looking at geodesics on the sphere. In all cases, denominators will appear

as one-loop corrections to the geodesic length.

Before moving on, let us comment on the special degenerate case of PX,Y = −1. In this

case, we showed that Lg = ℓπ, which is consistent with PX,Y = −1. But we found that

there are infinitely many geodesics, which would naively yield an infinite correlator, unless

properly regulated. Note also that equation (2.15) diverges in this limit, but that the correct

large mass correlator is (2.16). In what follows, we will restrict to PX,Y ̸= −1.

2.3 Sphere two-point functions

In this section, we compute the two-point correlator on the sphere, where we know that any

two points are connected by a geodesic with real (Euclidean) length. Considering the sphere

is natural since, as we have seen previously, it is the Euclidean continuation of Lorentzian de

Sitter spacetime. For simplicity, we will focus for now on two dimensions. Repeated here for
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convenience, the round sphere metric (9) for d = 2 is

ds2

ℓ2
= dθ2 + cos2 θ dφ2 , (2.28)

where θ ∈ [−π/2, π/2] and φ ∼ φ + 2π. It is known that, given two points on the sphere,

there is always a great circle that passes through them. The great circle is defined by the

intersection of the plane containing the two points and the origin with the sphere. The two

segments of the great circle are geodesics connecting the two points.

It will be convenient to use a new set of coordinates {Θ,Φ}, where the Φ angle moves

around the great circle between the two points, with Φ ∈ [0, 2π) and Θ ∈ [−π/2, π/2]. The

great circle lies at Θ = 0. Note that you can always move to this coordinate frame for any

two points X and Y on the sphere. The metric on this coordinate system is given by

ds2

ℓ2
= dΘ2 + cos2Θ dΦ2 , (2.29)

so the length functional becomes

L̃[ΦX ,ΦY ,Θ] = ℓ

∫ ΦY

ΦX

dΦ

√
Θ̇2(Φ) + cos2Θ(Φ) . (2.30)

In this section, we use tildes to denote Euclidean quantities. We would like to compute the

Euclidean two-point function on the sphere,

G̃(ΦX ,ΦY ) =

∫ Θ(ΦY )=0

Θ(ΦX)=0

DΘ(Φ) exp
(
−mL̃(ΦX ,ΦY ,Θ)

)
, (2.31)

using the geodesic approximation. We start by considering geodesics in d = 2 in Section

2.3.1. We then consider perturbations to the geodesic length in Section 2.3.2 and finally, we

generalise our results to higher dimensions in Section 2.3.3.

2.3.1 Euclidean saddle points

In the large mass limit, (2.31) is dominated by its saddle points which are the geodesics

connecting X and Y . To find these, we extremise the length (2.30). The equation of motion

stemming from this length functional is

Θ̈ + 2Θ̇2 tanΘ + sinΘ cosΘ = 0 , (2.32)
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which is solved by

Θ(Φ) = ± arcsin

[ √
c1 − 1 tan(Φ + c2)√
1 + c1 tan

2(Φ + c2)

]
, (2.33)

where c1 and c2 are constants of integration. Boundary conditions at the endpoints of inte-

gration set Θ(ΦX) = Θ(ΦY ) = 0. A generic solution obeying the boundary conditions has

c1 = 1, reducing the solution to Θgeodesic = 0, i.e., the geodesic goes through the great circle,

as expected. Evaluating the action on-shell gives the length of the shorter geodesic,

L̃g = ℓ

∫ ΦY

ΦX

dΦ
√

Θ̇2
geodesic + cos2Θgeodesic = (ΦY − ΦX)ℓ , (2.34)

assuming, without loss of generality, that 0 < ΦY − ΦX ≤ π. There is also another geodesic

that goes around the other side of the great circle and has length

L̃+ = ℓ

∫ 2π+ΦX

ΦY

dΦ
√

Θ̇2
geodesic + cos2Θgeodesic = 2πℓ− (ΦY − ΦX)ℓ = 2πℓ− L̃g . (2.35)

Note that, generically, L̃g ≤ L̃+, so only L̃g will contribute to the Euclidean correlator in

the large mass limit. However, as we will see in Section 2.4, we require both geodesics in

certain cases to reproduce the correct Lorentzian correlator from analytic continuation of the

Euclidean result.

There also exists another (infinite) set of geodesics that wrap multiple times around the

great circle. Their lengths are given by ±L̃g + 2πℓn with n ∈ N, and their contribution to

the correlator will always be exponentially suppressed in the large mass expansion, even after

analytic continuation to Lorentzian spacetime.1

On the sphere, the only case where both L̃g and L̃+ will contribute corresponds to hav-

ing ΦY − ΦX = π. In this case, there is another set of solutions to (2.33) that satisfy the

boundary conditions. These are a one-parameter family labelled by c1 ∈ R≥1 and obtained

by setting c2 = −ΦX in (2.33). These geodesics correspond to rotating the great circle

around the sphere, while keeping ΦY and ΦX fixed. Note that you can only do this when

ΦY − ΦX = π. The length of all these geodesics is the same and reads

L̃g = πℓ , (2.36)

independently of the choice of c1. In what follows, we will assume that ΦY − ΦX < π.

1With the exception of −L̃g + 2πℓ, which is actually L̃+.
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2.3.2 Quadratic perturbations

We have found geodesics that are saddle points of the Euclidean propagator (2.31). Now we

can compute the corrections to the propagator stemming from quadratic perturbations to the

geodesic length on the sphere. One-loop path integrals on the sphere have been computed

in, for instance, [63,64]. Recall that we are parameterising our paths as Θ(Φ), so we want to

consider perturbations to the geodesics of the form

Θ(Φ) = Θgeodesic(Φ) + δΘ(Φ) , (2.37)

where the geodesic equation just gives Θgeodesic(Φ) = 0 . The variation of the Euclidean

two-point function (2.31) is given by2

G̃(ΦX ,ΦY ) ≈
∑
∗=g,+

(
e−mL̃∗(ΦX ,ΦY )

∫
DδΘ(Φ) exp

(
−mδL̃∗(ΦX ,ΦY , δΘ, δΘ̇)

))
. (2.38)

Evaluating the length functional (2.30) to second order around each geodesic, we obtain that,

L̃(ΦX ,ΦY , δΘ) = L̃∗(ΦX ,ΦY ) + δL̃∗(ΦX ,ΦY , δΘ, δΘ̇) , (2.39)

with

δL̃∗(ΦX ,ΦY , δΘ, δΘ̇) ≡ ℓ

2

∫
dΦ
(
δΘ̇(Φ)2 − δΘ(Φ)2

)
, (2.40)

where the integration limits in this integral depend on which geodesic we are expanding

around and are the same as in equations (2.34) and (2.35). Given that δL̃∗ is quadratic in

δΘ, this path integral can be computed exactly. In general, consider the following quantum

mechanical path integral,

Z(Φ0,ΦN) ≡
∫ δΘ(ΦN )=0

δΘ(Φ0)=0

DδΘ(Φ) exp

(
−mℓ

2

∫ ΦN

Φ0

dΦ
(
δΘ̇2 − δΘ2

))
, (2.41)

where the generic endpoints of the path integral are named Φ0 and ΦN , we assume ΦN > Φ0,

and we require a vanishing variation of the trajectory at these points. In Appendix D, we

show how to compute a more general class of quadratic path integrals in quantum mechanics,

2In principle, the measure in this path integral should include a factor of cos(Θ) that comes from the
determinant of the metric (2.29). The inclusion of this factor is needed for the path integral to be diffeomor-
phism invariant [91]. Note, however, that this term will not contribute to the path integral in the large mass
expansion.

54



including this one. The final result is

Z(Φ0,ΦN) =

√
mℓ

2π sin(ΦN − Φ0)
. (2.42)

Inserting this back into equation (2.38), we can write the correlator between any two points

on the sphere, in the large mass limit, as a function of the geodesic length L̃g between the

two points. This yields,

G̃(L̃g) =

√
mℓ

2π sin L̃g

e−mL̃g +

√√√√ mℓ

2π sin
(
2πℓ− L̃g

)e−m(2πℓ−L̃g) , (2.43)

which looks suggestively similar to (2.27) with d = 2. We stress that this result is valid

for any arbitrary two points on the sphere, as long as L̃g ≳ m−1 and πℓ − L̃g ≳ m−1.

As previously mentioned, in Euclidean signature the second term in (2.43) will always be

exponentially suppressed in the large mass limit. However, we will keep both saddle points,

because interestingly, in some cases, after doing the analytic continuation back to Lorentzian

signature, they will both contribute to the Lorentzian, large mass two-point correlator.

2.3.3 Generalising to higher dimensions

It is possible to extend the previous calculation on S2 to higher dimensions. In this case,

the analytic continuation of the global de Sitter metric is given by the round metric on Sd,

equation (9). In any dimension, it is again true that geodesics between any two points are

sections of the great circle connecting those two points. As in the case of two dimensions, it

is convenient to rotate the coordinates to a frame where the Φ coordinate goes around the

great circle between the two endpoints. We will call these coordinates {Θ1, · · · ,Θd−1,Φ}. In
this frame, the metric on Sd is given by

ds2

ℓ2
= dΘ2

1+cos2Θ1dΘ
2
2+cos2Θ1 cos

2Θ2dΘ
2
3+ · · ·+cos2Θ1 cos

2Θ2 · · · cos2Θd−1dΦ
2 , (2.44)

so that the great circle lies at Θi = 0. As in the two dimensional case, we can use Φ to

parameterise the geodesic, which will follow a path (Θ1(Φ), · · · ,Θd−1(Φ)), that extremises

the length functional,

L̃ = ℓ

∫
dΦ

√
Θ̇2

1 + cos2Θ1

(
Θ̇2

2 + cos2Θ2Θ̇2
3 + · · ·+ cos2Θ2 · · · cos2Θd−1

)
. (2.45)
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In Appendix E, it is shown that the equations of motion imply that the saddle point is given

by

Θ
(geodesic)
i = 0 , for 1 ≤ i ≤ d− 1 . (2.46)

As in the case of two dimensions, this implies that there will be two geodesics leading the

saddle point approximation. The one with minimal length is

L̃g = ℓ

∫ ΦY

ΦX

dΦ = (ΦY − ΦX)ℓ , (2.47)

where again we assume that 0 < ΦY −ΦX < π. The other geodesic goes around the remainder

of the great circle and has length

L̃+ = ℓ

∫ 2π+ΦX

ΦY

dΦ = 2πℓ− (ΦY − ΦX)ℓ = 2πℓ− L̃g . (2.48)

The contributions from other geodesics that wrap around the great circle multiple times will

be exponentially suppressed in the two-point function, so we neglect them. We can expand

the length functional around each geodesic trajectory, Θi = 0 + δΘi, and this gives

L̃ = ℓ

∫
dΦ

(
1 +

1

2

d−1∑
i=1

(
δΘ̇2

i − δΘ2
i

))
, (2.49)

where each of the (d− 1) terms in the sum give the same contribution to the path integral,

and this is exactly the same contribution as in the two-dimensional case. So, finally, we get

that for most3 two points on the higher dimensional sphere, the Euclidean correlator in the

large mass limit can be written as a function of the geodesic length between the two points.

The Euclidean correlator, to this order, is given by

G̃(L̃g) =

(
mℓ

2π sin L̃g

) d−1
2

e−mL̃g +

 mℓ

2π sin
(
2πℓ− L̃g

)
 d−1

2

e−m(2πℓ−L̃g) . (2.50)

2.4 Lorentzian two-point functions

We will now use the results of the last section to reproduce the Lorentzian two-point function

for a free massive scalar field in the Euclidean state |E⟩. For simplicity, let us consider d = 2.

On the Euclidean sphere, the geodesic distance between any two points (θ1, φ1) and (θ2, φ2)

3The same restrictions as in the d = 2 case apply, i.e., L̃g ≳ m−1 and πℓ− L̃g ≳ m−1.
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is given by

L̃g = ℓ arccos [cos θ1 cos θ2 cos(φ2 − φ1) + sin θ1 sin θ2] . (2.51)

Analytically continuing back to Lorentzian de Sitter space by taking θ → iT , we recover

Lg = ℓ arccosPX,Y , with PX,Y as in equation (2.4), even in the regime where Lorentzian

geodesics do not exist. So it is straightforward to verify that Wick rotating (2.43) gives the

large-mass expansion of the hypergeometric, up to a factor of 2m. In fact, using (2.27) and

(2.50), one can also verify that in higher d,

G̃(L̃g)
∣∣∣
θ→iT

= 2mℓd−1G(Lg) . (2.52)

The apparent tension in Section 2.2.2 is now resolved. For PX,Y < −1, the complex nature

of the Lorentzian geodesic length comes from analytic continuation of Euclidean geodesic

lengths on the sphere. In this particular case, the Lorentzian geodesic length can be written

as Lg = πℓ − iℓ arccosh|PX,Y |. The second saddle (corresponding to the Euclidean geodesic

encircling the sphere from the opposite side) has length 2πℓ− Lg and so, in Lorentzian sig-

nature, they both have the same real part. Thus, neither of them can be neglected in the

large mass limit. This explains the need for both terms in (2.27).

When PX,Y > −1, it is always true that the second saddle is exponentially suppressed,

as it will always have a larger real part than Lg, after analytically continuing back the Eu-

clidean answer. For any PX,Y , it is important to keep the next order correction to the saddle

point answer in order to reproduce the large mass correlator. In the remainder of this section,

we explore several choices of points that illustrate the different features of the correlator and

the geodesics in the different regimes.

2.4.1 Timelike separated points

As a first example, consider a fixed point on the spatial Sd−1, at two different global times

T1 and T2. In this case, PX,Y = cosh(T2 − T1) > 1 and the relevant geodesics have a complex

length Lg = iℓ arccosh|PX,Y |.

It follows from (2.15) that in the large mass limit the correlator is given by

G(PX,Y ) ≈
m

d−3
2

2
d+1
2 (πℓ)

d−1
2 sinh

d−1
2 |T2 − T1|

e−im|T2−T1|e−iπ
4
(d−1) . (2.53)
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This correlator can be obtained from the geodesic approximation both in Lorentzian and

in Euclidean signature. Given that Lg is purely imaginary, it is clear that the contribution

coming from the geodesic with length L̃+ = 2πℓ− L̃g will always have a larger real part when

taken to Lorentzian signature, so it will be exponentially suppressed. To illustrate this case,

consider the sphere for d = 2. We choose points with the same spatial angle φ = φ0. On

the sphere they will look as in Figure 2.2(a). The Euclidean geodesic length will be given by

θY − θX , with θY > θX , and this is enough to reproduce (2.53) for d = 2.

(a) Timelike separated points (b) Spacelike separated points

Figure 2.2: Upon analytic continuation to the Euclidean sphere, we look for two different types
of geodesics, depending on the type of correlator under consideration. The geodesic with shorter
length is shown in red, while the one going around the other side of the great circle is shown in
black.

2.4.2 Spacelike separated points

Next, consider opposite points on the Sd−1 at a given global time T . In this case, PX,Y =

− cosh 2T < −1. In the large mass limit, it follows from equation (2.14) that,

G(PX,Y ) ≈
m

d−3
2

2
d
2 (πℓ)

d−1
2

e−mℓπ

sinh
d−1
2 2|T |

(
cos

(
2mℓ|T | − πd

4

)
− sin

(
2mℓ|T | − πd

4

))
. (2.54)

The correlator is real, but it oscillates with a frequency of 2mℓ. Furthermore, it exponentially

decays as a function of time and the decay rate does not depend on the mass. There do not

exist real geodesics to account for this behaviour. This result for the two-point function was

first found for d = 2 and d = 4 in [139] and [69], respectively.
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Again, to illustrate this behaviour we focus on d = 2. On the sphere, it is natural to

choose points opposite to each other at a given latitude θ = θ0 (one at φ = −π
2
and the other

one at φ = π
2
), as in Figure 2.2(b). Then, the Euclidean geodesic lengths are given by

L̃g(θ0) = (π − 2θ0)ℓ , L̃+(θ0) = (π + 2θ0)ℓ . (2.55)

Note that, in this case, both will have the same real part when we analytically continue back

to Lorentzian spacetime, and so neither can be neglected. Plugging this L̃g into (2.43), it is

straightforward to verify (2.52).

2.4.3 Spacelike separated points between stretched horizons

So far we have only considered points for which either PX,Y > 1 or PX,Y < −1. It is interesting

to consider a case where PX,Y goes through the transition point PX,Y = −1. A concrete

example of this involves studying the form of the correlator between points anchored at

opposite stretched horizons as a function of the static time; see Figure 2.3(a). For simplicity,

we again restrict to d = 2. As discussed, all we need in order to find the correlator is PX,Y

between these points. The stretched horizon rst is defined as a constant r surface in the

static patch metric (7). In order to get the position of the opposite stretched horizon, we

need to relate static patch coordinates to global coordinates. Explicit expressions are shown

in Appendix F.

It is clear that opposite points on the Penrose diagram with a fixed r = rst will have the same

T0 and their angles will be at φ0 and −φ0. In this setup then, one point is at embedding

coordinates X and the second one, Y , is at the same coordinates except for Y2 = −X2. This

gives,

P st
X,Y =

1

ℓ2
[
−(X0)

2 + (X1)
2 − (X2)

2
]
=
(
r2st − 1

)
cosh 2t+ r2st . (2.56)

Note that P st
X,Y = −1 at the critical time

tc ≡
1

2
arccosh

(
1 + r2st
1− r2st

)
=

1

2
log

(
1 + rst
1− rst

)
. (2.57)

For times between 0 < |t| < tc, the de Sitter invariant length has range 1 > P st
X,Y > −1,

but for |t| > tc, the range becomes P st
X,Y < −1. The large mass correlator will then be

given by (2.15) with P st
X,Y before tc, and by (2.14), after. We plot the correlator in Figure

2.3(b). Before tc the correlator decays monotonically, while afterwards it starts oscillating
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(a) Penrose diagram
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Figure 2.3: (a) Penrose diagram showing the geodesics (in blue) between two stretched horizons
(in dashed black). The position of the stretched horizon is set to rst = 2/3. (b) Exact (dashed red)
and large mass (solid blue) correlator for two symmetric points on opposite stretched horizons as
a function of the static patch time. At early times we observe a decay of the correlation function
while at later times we observe an oscillatory behaviour. We multiply by emπ in the inset to make
the oscillations apparent. In the plot, m = 20 and rst = 0.99, so tc ∼ 2.65. Given the stretched
horizon is very close to the actual horizon, at t ∼ 0, the two points become very close to each other,
and so the approximation breaks down.

with frequency proportional to the mass. This differs from what happens to the correlator

for the black hole in AdS2, for which real geodesics exist at all times, and hence there is no

oscillatory behaviour [66,139]; see Figure 2.4(a).

We can easily obtain geodesics anchored at the stretched horizon by simply cutting parts

of the geodesics obtained in Section 2.2.1. See Figure 2.3(a). Note that this breaks the

degeneracy of geodesics at T = 0, and now there is at most one geodesic at each static time

t. Their length is simply given by Lg = ℓ arccosP st
X,Y , up to |t| = tc. At these times, the last

geodesics have length Lg = ℓπ, as we are just removing two null pieces from the geodesics

from Section 2.2.1 that have that same length.

After tc, there are no more real geodesics. To find the complex geodesics, on the sphere

we look for points at (θ0, φ0) and (θ0,−φ0). Using the geodesic length formula (2.51), we

find that

L̃g = ℓ arccos
[
cos2 θ0 cos(2φ0) + sin2 θ0

]
, (2.58)

and for the longer geodesic, we have L̃+ = 2πℓ − L̃g. After analytic continuation, we can

transform the global coordinates into static patch ones, and this Euclidean geodesic length

recovers the Lorentzian two-point function, as in (2.52). For |t| > tc, we do need the contri-
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butions from both geodesics. It is interesting to note that the Euclidean length above works

for both P st
X,Y smaller and larger than −1, so it seems that the Euclidean computation does

not know about tc.

It is interesting to view these results from the perspective of the interpolating geometries

that were introduced in Chapter 1. For such geometries, the presence of an asymptotic,

timelike boundary permits us to interpret bulk correlators in terms of correlation functions

of the boundary quantum mechanics. For heavy fields, we can employ a geodesic approxi-

mation to compute such correlators. In the two-sided geometries, the result is that geodesics

between opposite boundaries only exist for a short period of time (of order of the inverse tem-

perature), after which there are no more real geodesics [66,139]. The last geodesic is almost

null and goes all the way to the future (or past) infinity. This is reminiscent of what happens

for the AdS double-sided black hole in dimensions higher than three. In that case, the singu-

larity in the Penrose diagram bends inwards, and spacelike geodesics from the boundary are

able to reach it [140,141]. This is shown in Figure 2.4(b). However, the boundary correlator

is not expected to have singularities of this type. The resolution is that there exist complex

geodesics, whose contributions to the correlator are necessary to reproduce the correct answer

for the boundary correlator. A similar story might hold for interpolating geometries where

both the correlator and the geodesics can be computed in the bulk.

Out[]=

(a) d = 2 (b) d ≥ 3

Figure 2.4: Penrose diagrams for an anti-de Sitter black hole in (a) d = 2 and in (b) d ≥ 3.
Geodesics are indicated in blue, horizons in red, and the singularities are in green. Figures adapted
from those in [66].

One might worry that some of the effects shown here could be hard to observe, due to the

exponential suppression in the large mass limit. However, the characteristic oscillations4 of

4As in the case of the AdS black hole [140,142], these oscillations are probably related to the quasinormal
mode frequencies of the cosmological horizon [143].
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the two-point function will already be present for large separations in the exact correlator as

soon as m > (d−1)/2. A harder question is whether there are signatures of the breakdown of

the approximation in the exact correlator at PX,Y = −1 in the large mass limit. As in [140],

we see subtle but distinct signatures of this breakdown in the exact correlator that show up

as an accumulation of zeroes near PX,Y = −1 as we increase the mass; see Figure 2.5.

Figure 2.5: Density plot of |G(PX,Y )| for d = 4 and m = 25. In the large-m limit zeroes (blue
dots) accumulate near PX,Y = −1.

62



Part II

Three spacetime dimensions
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Introduction

Uncovering the microscopic origin of the cosmological horizon entropy is an important and

intriguing pursuit. Essentially, one wishes to test the proposal of Gibbons and Hawking

that the entropy is given by the logarithm of the Euclidean gravitational path integral, as

in equation (12). The Euclidean path integral is somewhat of a black box - it seems to

produce the correct answer for the horizon entropy, but how it does so is a bit mysterious

given that we do not live in a Euclidean universe, but rather a Lorentzian one. Verifying the

proposal, therefore, comes down to a search for an interpretation of this entropy in terms of

a Hilbert space where we can count microstates explicitly, as this would constitute a more

‘Lorentzian’ picture of the thermodynamics. We have already noted that the sphere topology

is the sensible saddle to compute the Euclidean gravitational path integral around, since both

the global spacetime and the static patch metric Wick rotate to the round sphere metric.

A more Lorentzian picture could be to consider quantum fields in a thermal density matrix

within a single static patch. This can be achieved by placing them in a pure Hartle-Hawking

state across the full Sd−1 spatial slice at T = 0 and tracing out one of the two static patch

regions. The Lorentzian topology that we will consider is therefore that of a single static

patch, which is D × R where D is a disc of appropriate dimension. This can be seen by

taking constant time slices in the static patch metric (7). Thus, Sd−1 timeslices in the global

spacetime (6) get split into two static patch discs with a common Sd−2 cosmological horizon.

In this part of the thesis, we conduct this search for a microscopic cosmological entropy

in the context of three-dimensional gravity. The main reason we have chosen this setting is

that three-dimensional gravity is semi-classically equivalent to a Chern-Simons gauge theory,

where the choice of the gauge group determines the sign of the cosmological constant and

the signature of the metric [34, 35]. This equivalence is beneficial as there already exists a

plethora of results for Chern-Simons theory on both compact and bounded manifolds that

will be useful for our purposes. For example, placing Chern-Simons theory on a manifold

with a boundary, such as the D×R topology of the static patch, induces an edge-mode theory

at that boundary. One can also draw inspiration from literature on topological entanglement
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entropy [58, 59, 144], which argues that upon quantising Chern-Simons theory on a spatial

S2, dividing the space into two discs produces an entanglement entropy between the two

regions. This entropy is given by the S0
0 component of the modular S-matrix Sm

n of the

edge-mode theory. Furthermore, as was shown in the seminal work [145], S0
0 also computes

the partition function of Chern-Simons theory on an S3 topology. One might therefore ex-

pect to see a match between the partition functions of the Euclidean theory evaluated on the

three-sphere saddle and that of the edge-mode theory. However, the gauge group required to

produce de Sitter in Lorentzian signature is SL(2,C). Such complexified Chern-Simons theo-

ries have been the subject of various interesting works including [146–151]. The non-compact

nature of this group makes it difficult to calculate the spectrum of the theory explicitly. We

therefore tackle the problem by first considering the contributions to the thermodynamics

of the cosmological horizon of massless Chern-Simons fields on a fixed de Sitter background.

We proceed by studying analogous Abelian Chern-Simons theories that have a gauge group

structure similar to that of the 3D gravity theory. For instance, for the Lorentzian theory

we will take the gauge group to be UC(1) to mimic the SUC(2) ∼= SL(2,C) of gravity. The

possibility of using Chern-Simons theory to study three-dimensional gravity also appears

in [103,152–155].

In Chapter 3, we explore contributions from massless fields to the thermodynamic prop-

erties of the de Sitter horizon in three dimensions. In Section 3.1 we review and place several

relevant results from the Chern-Simons literature into the context of three-dimensional de

Sitter space. In Section 3.2 we describe in detail the relation between the edge-mode theory

residing at the boundary of a spatial disc and the three-sphere partition function for Abelian

Chern-Simons theory. The edge-mode theory introduced in this section serves as the basic

template for the latter sections. In Section 3.3 we discuss an Abelian Chern-Simons theory

with complexified U(1) gauge group. This is meant to serve as an Abelian toy model for

Lorentzian three-dimensional gravity expressed as a Chern-Simons theory with a complexified

SU(2) gauge group. In 3.4 we introduce an Abelian Chern-Simons theory with complexi-

fied level that is meant to act as a simplified toy model of Euclidean gravity expressed as

a Chern-Simons theory with a complexified level. In Section 3.5 we briefly discuss how to

extend the results of sections 3.3 and 3.4 to the non-Abelian case relevant to general relativ-

ity. In Section 3.6 we make some comments on AdS4/CFT3 in the case where AdS4 has a

three-dimensional de Sitter boundary. In Chapter 4, we consider a more general edge-mode

theory to see whether specific boundary conditions may be able to tame the unboundedness

that we saw in the original problem. Appendices G, H, and I provide further details on

various computations presented in the main text of this section.
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Chapter 3

Topological contributions to the de

Sitter entropy

In three dimensions, for a theory of pure Einstein gravity with a positive cosmological con-

stant Λ = 1/ℓ2, one has [63,156–158]

logZgrav = SdS − 3 logSdS + 5 log 2π + iφgrav + . . . , (3.1)

where SdS = πℓ/2G ≫ 1 is the tree-level Gibbons-Hawking entropy of the de Sitter hori-

zon, which is parametrically large in the semiclassical limit. Unlike the leading term, the

subleading terms in (3.1) stem from perturbative quantum corrections of the gravitational

fluctuations. The logarithmic term is related to the residual SO(4) subgroup of the diffeo-

morphism group preserved by the three-sphere saddle. The constant part is unambiguous in

odd spacetime dimensions as it cannot be absorbed into a local counterterm, while the phase

φgrav can arise due to the unboundedness of the conformal mode. In the treatment of [159]

one finds that φgrav = −5π/2 to leading order at large SdS. Although three-dimensional

gravity carries no propagating degrees of freedom, the structure (3.1) is non-trivial, and a

microscopic understanding is so far lacking (attempts include [160–164]).

Further corrections to (3.1) will appear as even inverse powers of SdS. Upon coupling the

theory to matter fields, the expansion (3.1) may receive additional contributions. Consider

first matter fields that are parametrically heavy with respect to the de Sitter length ℓ. Inte-

grating them out results in an effective gravitational theory that can be organised as a power

series in the inverse mass, with coefficients that are functions of the metric [165]. In three

dimensions these coefficients can only be built out of powers of the Ricci tensor. Since the

mass is large, this theory will be perturbed, to high accuracy, by a local functional of the
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metric containing higher derivative terms. Provided parity is preserved, due to the absence

of local degrees of freedom in three-dimensional gravity, such a theory can always be brought

back to an Einstein theory with a cosmological constant through local field redefinitions of

the metric [63].1 From this perspective, integrating out massless or light fields, or some more

general conformal matter theory, is interesting in that one can affect the details of (3.1) which

are of a more non-local nature. The two-dimensional version of this problem was recently

explored in [121, 123]. In what follows we focus on the contribution to (3.1) from Chern-

Simons gauge fields. These are massless gauge theories which are under solid theoretical

control while producing various interesting modifications to (3.1). We will be interested in

investigating the hypothesis that

Zgrav
?
= lim

βT→0+
Zedge[βT ] , (3.2)

where βT is the inverse Tolman temperature as defined in equation (1.12) and Zedge is the

thermal partition function of the proposed edge-mode theory, which is evaluated at high

temperature due to the parametric proximity of the edge-modes to the de Sitter horizon. In

this part of the thesis, we provide evidence that the subleading terms in equation (3.1) can

be interpreted in terms of such edge-modes, but the interpretation of the leading term in

terms of entanglement entropy of an edge-mode theory is left open.

As already mentioned, in much of what follows we will consider contributions to the thermal

properties of a single static patch region from Chern-Simons and gravitational fields. With

this in mind, we will repeat here the static patch metric. Here, it will be useful to make the

coordinate transformation r = sin ρ in the static patch metric (7), which for d = 3 reads

ds2

ℓ2
= − cos2 ρ dt2 + dρ2 + sin2 ρ dφ2 , (3.3)

where t ∈ R and 0 ≤ ρ ≤ π/2. The de Sitter horizon now resides at ρ = π/2 and has size 2πℓ

in these coordinates. We note that the original global Cauchy surface at T = 0, which takes

the form of a spatial S2, has been split into two discs whose common S1 boundary comprises

the dS3 horizon. The induced metric on each disc at a constant t slice is given by

ds2

ℓ2
= dρ2 + sin2 ρ dφ2 . (3.4)

1Note that if the number of massive fields becomes large the coefficient of each term in the power series
may be enhanced, and therefore this is only strictly true for a finite number of fields.
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In three dimensions, the hypersurface (3) preserves an SO(3, 1) ∼= SL(2,C)/Z2 subgroup of

the Poincaré symmetries of R1,3, which constitutes the isometry group of dS3. As discussed

in the introduction, analytically continuing equation (3) to Euclidean signature results in an

S3 embedded in R4, and the isometries become SO(4) ∼= SU(2) × SU(2)/Z2. This reflects

the fact that three-dimensional gravity with positive cosmological constant can be written as

a combination of Chern-Simons theories with gauge group SL(2,C) for Lorentzian signature

and SU(2)× SU(2) for Euclidean signature.

Entanglement & gravitational entropy

It is generally a complicated problem to separate two regions of a gauge theory (including

gravitational theories) in a strictly local way. In discussions of entanglement entropy for

ordinary gauge theories there are various proposals for how to deal with the problem of the

entangling surface [166–171]. For standard Yang-Mills theories, the possibilities are often

labelled by a choice of ‘centre’ of the gauge invariant operator algebra. In Chern-Simons

theories, which we will proceed to study, electric and magnetic fields do not commute. Con-

sequently, it is not reasonable to classify choices in terms of electric and magnetic centres.

Alternatively, [166, 168] one might extend the gauge invariant Hilbert space to admit non-

trivial charges at the entangling surface. As overviewed in [171], the extended Hilbert space

picture matches calculations of entanglement entropy employing Euclidean path integral

techniques. Our considerations will be in line with this approach since we are interested in

making contact with the manifestly gauge-invariant three-sphere partition function.

Consider Chern-Simons theory with gauge group G and level k and whose three-sphere parti-

tion function we denote by ZGk
[S3]. Although ZGk

[S3] is a manifestly gauge invariant object,

it will be related to a Lorentzian edge-mode calculation, which we describe in sections 3.1 and

3.2, for which gauge invariance must be manifestly broken. Both the entanglement entropy

of the edge-mode theory as well as ZGk
[S3] are ultraviolet divergent quantities. We will make

sense [63] of the divergences of ZGk
[S3] by coupling the theory to three-dimensional gravity

with cosmological constant Λ = 1/ℓ2 > 0, as in equation (14). The low energy effective

theory in Euclidean signature is thus given by2

−SE[gµν , Aµ] =
1

16πG

∫
d3x

√
g

(
R− 2

ℓ2

)
+ iSCS[Aµ] , (3.5)

2The Chern-Simons action (being insensitive to the metric) is insensitive to the signature and hence
appears in the same form for both the Lorentzian and Euclidean path integral.
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where SCS[Aµ] is the Chern-Simons action. Unlike pure Chern-Simons theory, the above

theory is no longer topological due to the explicit metric dependence in the gravitational

sector. Here, we are distinguishing between a theory being topological, and a theory hav-

ing no propagating degrees of freedom. These phrases are often used interchangeably but,

specifically, we refer to a theory with no metric dependence as topological. When three-

dimensional gravity is written as a Chern-Simons theory, the action depends explicitly on

the metric through the gauge field. In this sense, the theory is no longer metric independent.

The classical solution space for the metric remains that of three-dimensional gravity due to

the metric independence of Chern-Simons theory. In three dimensions, this is nothing more

than the round metric on the three-sphere or quotients thereof. The path integral of interest

now becomes

Zgrav+CS = Zreg
Gk

[S3]×Zgrav . (3.6)

The pure gravitational path integral Zgrav is given by (3.1). Any ultraviolet divergences

stemming from quantum fluctuations of the Chern-Simons sector can be absorbed into the

cosmological constant Λ and Newton constant G, such that Zreg
Gk

[S3] is the finite ultraviolet

regularised part of the Chern-Simons partition function. The overall phase of Zreg
Gk

[S3] is

affected by the choice of framing and is given by φCS = 2πnck/24 where ck is the left-moving

central charge of the WZW model with current algebra Gk [145] — for SU(2)k this would be

ck = 3k/(k + 2) — and n ∈ Z. We note that the total phase of Zgrav+CS is then given by

φgrav+CS = φgrav +
2πnck
24

+ . . . (3.7)

For the gravitational phase φgrav = −5π/2 proposed in [159], special choices of n and k can

lead to a vanishing φgrav+CS modulo 2π, at least to leading order in the large SdS expansion.

At least for vanishing phase, logZreg
Gk

[S3] can be viewed as a physical, ultraviolet finite correc-

tion to the tree-level Gibbons-Hawking de Sitter horizon entropy SdS = πℓ/2G [13]. So long

as it is small compared to SdS, there is no issue with the contribution to the entanglement

entropy from the Chern-Simons sector being negative.

3.1 Chern-Simons theory on S3 and dS3

In this section, we consider Chern-Simons theory on the manifolds S3, S2 × R, and D × R,
where D denotes the two-dimensional disc. We frame the discussion in the language of

Lorentzian and Euclidean three-dimensional de Sitter space. Chern-Simons theory with gauge
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group G and level k ∈ Z+ is described by the action

SCS[Aµ] =
k

4π

∫
M

d3x εµνρ Tr

(
Aµ∂νAρ +

2

3
AµAνAρ

)
, (3.8)

with Aµ = Aa
µT

a, where T a are the anti-Hermitian generators of G satisfying the normali-

sation Tr(T aT b) = −1
2
δab, and a = 1, ..., dimG, while εµνρ is the Levi-Civita symbol. The

non-Abelian field strength tensor is Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ].

Our reason for studying Chern-Simons theories is threefold. Firstly, the topological na-

ture of Chern-Simons theory ensures that all excitations have vanishing energy – all physics

is ‘soft physics’. In particular, it contributes to the non-local structure of the de Sitter en-

tropy (3.1). Secondly, we can draw from a host of exact results for Chern-Simons theory on

compact manifolds, as well as on manifolds with boundaries. Both these features will prove

to be particularly relevant to questions regarding de Sitter space. Thirdly, general relativity

in three dimensions is equivalent, at least at the semiclassical level, to a Chern-Simons theory

exhibiting certain unusual features such as a non-compact gauge group and/or a complexified

value for the level [34,35]. For now, we will steer clear of the third point, which we return to

in Section 3.5, and focus on the first two.

3.1.1 Chern-Simons theory on S3

We now consider the behaviour of Chern-Simons gauge fields on a fixed dS3 or S
3 background.

Pure Chern-Simons theory on a three-manifold M will only perceive topological features, so

one might wonder if there is any lesson to be learned specifically about de Sitter. Here,

it is helpful to consider the more general setup whereby we couple Chern-Simons theory to

three-dimensional gravity. The Lorentzian/Euclidean theory admits dS3/S
3 solutions. Given

that the metric is semiclassically fixed, the theory is no longer topological. In this context we

can ask how the presence of a Chern-Simons gauge field contributes to the thermodynamic

properties of the dS3 horizon.

In the remainder of this section and the next our focus will be entirely on the case of a

fixed background. We take the gauge group G to be compact and semi-simple, and the level

k ∈ Z+. Recall that Chern-Simons theory is topological, and hence only sensitive to the

type of manifold on which it resides. From our discussion of the dS3 geometry one is led to

consider various three manifolds. These are S3, S2 × R, and D × R.
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Chern-Simons theory on S3. The first object we consider is the partition function of

Chern-Simons theory on S3. Although näıvely this is nothing more than a number, and

hence as good as our choice of normalisation, it turns out that Chern-Simons theory is suffi-

ciently structured that one can make sense of this number in an essentially unambiguous way.3

The result [145] can be stated concisely in terms of the modular S-matrix Sm
n associated to

the WZW CFT with gauge group G and level k, namely

ZGk
[S3] = S0

0 . (3.9)

(An account of modular S-matrices and their properties can be found in the latter chapters

of [172]. They encode the transformation of extended characters under inversion.) It should

be emphasised that ZGk
[S3] is a gauge invariant object. As a concrete example, we can

consider G = SU(5) for which

ZSU(5)k [S
3] =

1√
5(k + 5)2

4∏
j=1

[
2 sin

πj

k + 5

](5−j)

. (3.10)

Notice that in the perturbative limit, where k → ∞, the above expression is approximated

by

lim
k→∞

ZSU(5)k [S
3] ≈ 9

π14 512
√
5

(
2π√
k + 5

)24

. (3.11)

The above expression has some identifiable features. For instance the power of
√
k + 5

corresponds to dimSU(5) = 24. Whereas the numerical pre-factor is the reciprocal of the

canonical group volume of SU(5), given by (see for example [173,174])

volSU(N) =

√
N

2π

(2π)N(N+1)/2

G(N + 1)
, (3.12)

where G(z) is the Barnes G-function. More generally, the large k limit of the sphere partition

function of Chern-Simons theory with gauge group G is given by

lim
k→∞

ZGk
[S3] ≈ 1

volG

(
2π√
k + h

)dimG

, (3.13)

where h is the dual Coxeter number of G. Schematically, we may view the above structure

as stemming from the fact that the path integral requires division by the space of gauge

transformations, of which all but the constant part are cancelled by redundancies in the

3There is an ambiguity in the overall phase of the S3 partition function, which is fixed by a choice of
framing. Unless otherwise stated, we will select a framing for which the overall phase vanishes.
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local description of the theory. When a quantum field theory lives on a compact space, the

constant part of a compact gauge group is finite and must be taken into account. Indeed,

its contribution is responsible for the group theoretic factors exhibited by (3.13). The de-

pendence on the level k is also sensible. The volume of the constant part of the gauge group

must be normalised with respect to the size of the fluctuations of the theory, which are con-

trolled by 1/
√
k in the perturbative limit. Such group theoretical factors have been recently

explored in [63].

3.1.2 Chern-Simons on S2 × R and D × R

We now consider Chern-Simons theory on S2 × R and D × R. The first is topologically

equivalent to the global geometry (6) of dS3, while the second is topologically equivalent to

the static patch (3.3).

Chern-Simons theory on S2 × R. We now proceed to consider Chern-Simons theory

on S2 × R. Here, we view R as the global dS3 time coordinate T , and the S2 as the spatial

Cauchy slice of global dS3. It is convenient to choose the following metric on S2

ds2 =
4dx2

(1 + x2)2
, x = {x, y} ∈ R2 . (3.14)

We begin with a description of the Hilbert space. This is given by quantising the space of

flat G-connections on S2, modulo gauge transformations. But on S2 ×R, all flat connections
are trivial. The Hilbert space is one-dimensional. The unique state of this peculiar world can

be explicitly described in the Schrödinger picture. To describe it, it is convenient to work in

the gauge AT = 0. The gauge constraints that we must solve are then given by

Fij = 0 , i, j ∈ {x, y} . (3.15)

The following quantum state can be shown to solve the above equation [175]

ΨS2 [Ax(x)] = N exp

{[
ik

4π
Tr

∫
S2

d2x
[
(g−1∂xg)(g

−1∂yg)
]
− 2πik

∫
S2

d2xw0(g)

]}
, (3.16)

where N is a normalisation constant, g(x) ∈ G, and w0 is the time-component of the three-

vector whose divergence gives the winding number density:

W (g) = ∂µw
µ = 1

24π2Tr ε
αβγ(g−1∂αgg

−1∂βgg
−1∂γg) . (3.17)
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The gauge field is non-locally related to g(x) as Ax(x) = g−1∂xg. Unlike what happens

in standard Yang-Mills theory, the Chern-Simons wavefunctional ΨS2 [Ax(x)] is not gauge

invariant under the residual gauge freedom

Ah
i (x) = h−1 (∂i + Ai(x))h , i ∈ {x, y} , (3.18)

with h(x) ∈ G. Rather, under the residual gauge freedom ΨS2 [Ax(x)] transforms as

ΨS2 [Ax(x)] = e2πiα(Ax(x);h)ΨS2 [Ax(x)] , (3.19)

where

α(Ax(x);h) ≡
k

8π2
Tr

∫
d2x

[
2Ax(x) ∂yhh

−1 + h−1∂xhh
−1 ∂yh

]
− k

∫
d2xw0(h). (3.20)

As a function of the gauge field, the ground state ΨS2 [Ax(x)] encodes non-local quantum

correlations. The non-local correlations play an important role, for instance, if we are to

trace out those degrees of freedom living in a certain spatial region. Our considerations of

dS3 suggest performing precisely such a trace if we are to consider the physics contained

within a single dS3 horizon, as depicted in Figure 3.1.

Figure 3.1: The T = 0 slice of global de Sitter split into two static patch hemispheres at the S1

horizon. These hemispheres are topologically discs, and we can imagine ‘tracing out’ the degrees of
freedom in one of the static patches that is behind the horizon of the other.

Chern-Simons theory on D × R. As already noted, the spatial section of a single static

patch is given by the hemisphere metric on a two-dimensional disc D whose coordinates we

denote by {ρ, φ} with φ ∼ φ+2π. From this perspective, we are encouraged to consider the

problem of Chern-Simons theory on D×R, where now R is associated with the static patch

time t. In this case, the Hilbert space of Chern-Simons theory is far richer [176] due to the

presence of the spatial S1 boundary.
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We can construct the edge-mode theory as follows (see [177] for an overview). First, we

must ensure that we have a well-defined variational problem in the presence of the S1 bound-

ary. We will not add further terms localised on the boundary ∂M of the disc. As such, the

variational problem enforces us to impose boundary conditions on ∂M:

(At − υAφ) |∂M = 0 . (3.21)

The parameter υ is a real number which we take to be positive. We must further ensure that

the gauge transformations do not disturb our boundary condition. This can be achieved by

forcing the gauge parameter λ to vanish on the S1 boundary. We can further impose (at

least locally) that the gauge condition (3.21) holds away from the boundary of the disc as

well. For that to be the case the bulk gauge parameter must satisfy

(∂t − υ∂φ)λ = 0 , λ|S1 = 0 . (3.22)

The above is solved by λ = λ̄(φ + υt, ρ) with λ̄|S1 = 0, which constitutes a residual gauge

freedom. We can further specify a gauge fixing condition throughout the interior of the disc.

The constraint arising from extending the gauge condition (3.21) into the disc interior is

solved by the following configurations

Aρ = U−1∂ρU , Aφ = U−1∂φU , (3.23)

with U ∈ G. The residual gauge freedom transforms the group valued function U → eiελ̄U ,

where ε is a small parameter. Consequently, the residual gauge parameter can be entirely

fixed upon fixing the form of U . Unless otherwise specified, we impose that Aµ remains

smooth throughout the interior of the disc. To do so, we must ensure that the holonomy of

the gauge field vanishes around any closed loop in the interior of the disc. Non-vanishing

holonomy would indicate the presence of external charge puncturing the disc. The resulting

theory at the boundary of the disc, upon taking everything into account, becomes a chiral

WZW model with group G and level k built from the boundary values of U [176]. Upon

quantisation, this theory has an infinite number of states. We now study the Abelian case in

detail.
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3.2 Abelian example

In this section, we construct and explore the edge-mode theory associated to Abelian Chern-

Simons theory with gauge group U(1) at level k quantised on a spatial disc D. The purpose

of the section is to provide a detailed discussion of this edge-mode theory and its relation to

the three-sphere partition function ZU(1)k [S
3]. This is meant to serve as the basic template

for the discussion of edge-mode theories in the latter sections. The Abelian theory on a

three-manifold M is governed by the action

SU(1)k [Aµ] =
k

4π

∫
M
d3x εµνρAµ∂νAρ , (3.24)

where Aµ is a real-valued Abelian gauge field. So long as the three-manifold M has no

boundary, the above is gauge invariant under Aµ → Aµ − ∂µλ, where λ is a smooth function

on M. If it is further assumed that U(1) is compact, and moreover that SU(1)k is the low

energy limit of a theory containing both electric and magnetic monopoles, then the standard

Dirac argument enforces k ∈ Z. For the sake of simplicity, we take k ∈ 2 × Z+ in what

follows.4

3.2.1 Three-sphere partition function

We begin by computing the S3 partition function. We have

ZU(1)k [S
3] = (volG)−1

∫
DAµ e

iSU(1)k
[Aµ] , (3.25)

where we have manifestly divided by the volume of the gauge group, which is generated by

the space of smooth real functions on S3. Given that S3 is compact, we must also consider

the constant part of the gauge group which is generated by the constant function λc on S
3.

We take the group elements generated by λc to be given by

U(λc) = eiλc , (3.26)

such that λc is compact with radius 2π. It is convenient to rescale the gauge field by
√

2π/k,

to remove the k dependence from the action. In doing so, we change the volume of the

constant part of the gauge group to
√
2πk. Whenever we evaluate path integrals, we will

assume this normalisation for the action. To get a feel for the structure of the result [178],

4This is, in part, to avoid subtleties associated to fermionic states in the edge-mode theory.
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we can parameterise Aµ as

Aµ = AT
µ + ∂µB , ∇µAT

µ = 0 , (3.27)

where we exclude the constant part of the scalar field B as it does not contribute to the

configuration space of the Aµ. We thus find

ZU(1)k [S
3] = (volG)−1 ×

√
det′(−∇2)×

∫
D′B

∫
DAT

µ e
iSU(1)k

[AT
µ ] . (3.28)

The prime indicates we are dropping the zero-mode. Although the above expression is still

rather schematic, one can already note that the path-integral over B will mostly cancel the

volume of G. The difference lies in the zero-mode sector which is absent in the space of

functions B. Since no other term in the partition function depends on k, we can already

conclude that

ZU(1)k [S
3] ∝

√
1

k
. (3.29)

We now fix the remaining proportionality constant. One way to do so involves calculating

and regularising the divergent functional determinants stemming from the Gaussian path

integral. Generally speaking, a local quantum field theory in three dimensions on a compact

space with metric gµν will have a partition function of the form

logZ[gµν ] = c0 ℓ
−3
uv

∫
d3x

√
g + c1 ℓ

−1
uv

∫
d3x

√
gR + finite , (3.30)

where ℓuv is an ultraviolet length scale. The finite piece will encode some non-local functional

of gµν . If the theory is not parity invariant, as is the case for Chern-Simons theory, one will

generally have a local contribution proportional to the gravitational Chern-Simons term

contributing to the Λ-independent part. In certain circumstances, due to the presence of

additional symmetries or structures, such as supersymmetry, some of the divergences can be

argued to be absent. As we discuss in Appendix G, applying the Fadeev-Popov procedure

in the Lorenz gauge to the Abelian Chern-Simons theory yields the following contribution to

the sphere partition function

ZU(1)k [S3] = eiφCS
(
volS3 ℓ−3

uv

)−1/2

√
1

k
× (det′ (−∇2/ℓ−2

uv ))
1/2

(detLL†/ℓ−2
uv )

1/4
, (3.31)

where L is the operator iεµνρ∂ρ acting on the space of transverse vector fields, and the nu-

merator stems from path integration over the ghost fields. The prime in the determinant

means we are omitting any zero modes, which must be dealt with separately. Any of the
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local ultraviolet divergences in (3.30) come from evaluating the functional determinants in

(3.31).

To assess the nature to the leading cubic divergence, it is sufficient to consider the prob-

lem on R3 (or a large enough box). In this case the spectra are straightforward to obtain,

and one finds that the eigenvalues of both LL† and −∇2 are given by k · k with LL† hav-

ing twice the multiplicity due to the two polarisations of AT
µ . Consequently, at least the

absolute value of ZU(1)k [S3] is free of cubic ultraviolet divergences. This resonates well with

the absence of local degrees of freedom in Chern-Simons theory. So far, our arguments do

not suffice to conclude anything about the linear divergence of ZU(1)k [S3]. As we discuss in

Appendix G, a linear divergence is indeed present in the heat kernel regularisation scheme.

We find

|ZU(1)k [S
3]| =

√
1

k
e−

3π
4ε , ε ≡ 2e−γℓuv

ℓ
. (3.32)

The phase φCS of ZU(1)k [S3] requires a careful treatment. We can heuristically argue that it

will not contribute to the cubic divergence either. Indeed, given that the phase is associated

to the parity non-invariance of the theory, we might expect any associated divergence to also

be parity non-invariant such as the gravitational Chern-Simons term.5

A more sophisticated approach to compute the sphere partition function, and its phase,

follows [145]. Since this approach will be of use more generally, we now discuss it. Consider

two solid tori, T2
L = DL × S1 and T2

R = DR × S1, with boundary tori T 2
L and T 2

R. If we

glue these together by identifying the points on T 2
L with those on an oppositely oriented T 2

R,

we obtain an S2 × S1. The partition function ZGk
[S2 × S1] counts the number of states of

Chern-Simons theory with gauge group G at level k quantised on a spatial S2, that is to say

ZGk
[S2 × S1] ≡ 1 . (3.33)

That the above equation holds, regardless of the gauge group and level (so long as there are

no punctures on the S2) is simply the statement that Chen-Simons theory on a spatial S2

has a unique state in its Hilbert space. What is perhaps less immediate is that by identifying

the points on T 2
L with a particular modular transformation τR of the points on T 2

R, we instead

get an S3. This is true for a variety of τR. For our immediate purpose we will consider an

5Alternatively, we could consider adding two Chern-Simons terms with equal and opposite level and
regularise in such a way that the phase of the sphere partition function vanishes.
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inversion τ̃R = −1/τR. Finally, we must now take into account the general relation

ZGk
[T̃2] = S0

0 × ZGk
[T2] , (3.34)

where T̃2 is a solid torus, whose boundary is given by that of T2 upon performing the

inversion τ̃ = −1/τ . The above formula follows from a careful consideration of the solid

torus Hilbert space [145], but we will not attempt to derive it here. If we can view the

partition functions on the left- and right-hand sides of (3.34) as quantum wavefunctions in

the Hilbert space of the theory quantised on a spatial T 2, we can take an inner product of

both sides with the state on the right hand side to get

ZU(1)k [S
3] = S0

0 × ZU(1)k [S
2 × S1] . (3.35)

Using the modular S-matrix for U(1)k, it is concluded that

ZU(1)k [S
3] =

√
1

k
. (3.36)

In such a way, we can fix the overall constant and phase in (3.28). We now proceed to

consider the above expressions from the perspective of the theory quantised on a spatial disc.

3.2.2 Classical edge-mode theory

Quantisation of Chern-Simons theory on a spatial disc requires a careful consideration of

boundary conditions on the S1 boundary. As already mentioned, a well-posed variational

problem with Dirichlet conditions on the gauge field enforces the boundary condition (3.21).

Imposing this condition throughout the remainder of space fixes our gauge entirely. The

resulting constraints impose that the spatial components of the gauge field take the following

form

Aρ = i eiΞ(t,φ,ρ) ∂ρ e
−iΞ(t,φ,ρ) , Aφ = i eiΞ(t,φ,ρ)∂φe

−iΞ(t,φ,ρ) , (3.37)

where we recall that ρ ∈ [0, π/2] and φ ∼ φ + 2π are coordinates on the disc (3.4). The

edge-mode theory residing at the boundary of the disc where ρ = π/2 in the case of G = U(1)

is described by the Floreanini-Jackiw action [179]

Sedge =
k

4π

∫
dtdφ ∂φζ (∂t − υ∂φ) ζ , (3.38)

where the field ζ(t, φ) = Ξ(t, φ, ρ)|ρ=π/2 is a compact scalar field with periodicity ζ ∼ ζ + 2π

mapping R× S1 → S1. The above theory is that of a compact chiral boson. Classically, the
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solution space is given by

ζ(t, φ) = g(φ+ υt) +mφ+ f(t) . (3.39)

The first term corresponds to a chiral excitation moving at angular velocity υ [180]. The

second term, which arises due to the compactness of ζ, provides a winding number m ∈ Z
counting the number of times ζ wraps around the spatial S1. The third term does not

contribute to the classical energy of the solution, as can be seen from the classical Hamiltonian

H =
kυ

4π

∫
dφ (∂φζ)

2 . (3.40)

As can be seen from (3.37), f(t) carries no physical information and can be dropped all

together. The global U(1) symmetry of the edge-mode theory corresponds to shifts of ζ

(modulo integer multiples of 2π), and is generated by the following charge

Q =

∫
dφ

2π
∂φζ . (3.41)

It is convenient to expand the non-winding mode sector in a Fourier expansion

ζ(t, φ) =
1√
2π

∑
n∈Z+

(
αn(t)e

−inφ + ᾱn(t)e
inφ
)
. (3.42)

3.2.3 Quantum edge-mode theory

Upon quantisation, the complex functions αn(t) are promoted to operators satisfying the

equal-time commutation relations

[α̂n, α̂m] = [α̂†
n, α̂

†
m] = 0 , [α̂n, α̂

†
m] =

2π

kn
δm,n . (3.43)

To derive the above, we should keep in mind that this problem involves a constrained phase

space. It follows from the commutation relations (3.43) that the edge-mode theory contains

a level k u(1) Kac-Moody algebra. The periodicity ζ ∼ ζ+2π leads us to consider the vertex

operators

Ôn = : einζ̂ : , n = 1, 2, . . . , k − 1 . (3.44)

Acting with the Ôn inserts a timelike Wilson line piercing the interior of the disc. The

operator carries fractional charge Qn = n/k under the U(1) shift symmetry (3.41) of the

edge-mode theory. We view such anyonic insertions as external data to the edge-mode the-

ory, and consequently not part of the edge-mode Hilbert space. For n = mk, with m ∈ Z, the
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above operators are no longer singular in the disc interior. Indeed, the closed-loop integral∮
Aφdφ from a single winding mode evaluates to 2πm. Instead, for n = mk these correspond

to winding mode excitations which indeed reside in the edge-mode Hilbert space.

The quantum Hamiltonian for a given winding sector m is given by

Ĥm = k υ
m2

2
Îm +

υk

2π

∑
n∈Z+

n2 α̂†
nα̂n , (3.45)

where Îm is the identify operator in a given winding sector. The ground state is given by the

state carrying vanishing winding and annihilated by all the α̂n. In a given winding sector

the eigenstates of the Hamiltonian are given by

|n1, d1;n2, d2; . . . , np, dp⟩m =

p∏
i=1

√
1

di!

(
kni

2π

)di (
α̂†
ni

)di |0⟩ , di, p ∈ N , (3.46)

and their corresponding energy is

E{ni,di};m = k υ
m2

2
− υ

(
ϵ0 +

1

24

)
+ υ

p∑
i=1

dini . (3.47)

The degeneracy of those states for fixed
∑

i dini = N is given by the integer partition number

p(N). We have allowed for an overall shift in the energy υϵ0 to account for normal ordering

ambiguities. The thermal partition function of the edge-mode theory is thus given by

Zedge[βT ] = tr e−βT Ĥ = q−ϵ0 × ϑ3(0, q
k/2)

η(q)
, (3.48)

where q = e−υβT , and ϑ3(0, q) is the elliptic theta function

ϑ3(z, q) ≡
∑
n∈Z

qn
2

e2niz . (3.49)

In the coordinates (3.3), the inverse Tolamn temperature is βT = 2π cos ρ. Equation (3.48)

is reproduced from the perspective of a Euclidean partition function in Appendix H.

We now imagine that our edge-modes are located parametrically close to the dS3 horizon.

One might argue, in such a case, that the edge-mode theory should be placed at a parametri-

cally high temperature (in units measured by the inertial clock at ρ = 0). Let us discuss this

from a Euclidean perspective. Recall that Euclidean continuation of the de Sitter horizon
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becomes a circle in S3. Removing a small region near the horizon corresponds to excising

a thin solid torus T2 from the S3, as shown in Figure 3.2. The two cycles of the boundary

of T2 correspond to a spatial cycle and a thermal cycle. As we take the region to vanishing

size, the size of the thermal cycle shrinks to zero, which is the Euclidean picture of a high

temperature limit. This is, to some extent, similar to the brick-wall regularisation considered

by ‘t Hooft [181] (see also [182–184]). Thus, to make contact with the dS3 picture, we would

like to study the edge-mode theory (3.38) at high temperature.

Figure 3.2: The Penrose diagram on the left shows the Lorentzian picture of the edge-modes,
which live on the thick, blue line at a distance βT /2π ≪ 1 from the horizon. On the right is the
Euclidean picture, where the edge-modes live on the surface of a solid torus with thermal cycle
βT . Shrinking the thermal cycle is the same as taking the high temperature limit, or taking the
edge-modes to live very close to the horizon.

In the high temperature limit, we can exploit the modular properties of ϑ(0, qk/2) and η(q)

to find

lim
βT→0+

logZedge[βT ] =
π2

6υβT
− 1

2
log k . . . (3.50)

The first term encodes the contribution from the high energy sector of the theory and is

proportional to the temperature. The finite term is temperature independent, and moreover

it is independent of our choice of υ. In fact, it is equal to the three-sphere partition function

(3.36). The entropy Se of the edge-modes at high temperature can similarly be computed

and reads

Se =
π2

3υβT
− 1

2
log k . . . (3.51)

Thus, we can relate the regularised expression for ZU(1)k [S3] (3.36) to the finite part of

the entropy of the edge-mode theory in the high temperature limit. The divergent high

temperature contribution is most naturally accommodated by a linearly divergent ultraviolet

81



piece of the three-sphere partition function, indicating that

ZU(1)k [S3] = lim
βT→0+

Zedge[βT ] , (3.52)

in a regularisation scheme where the linear divergence of ZU(1)k [S3] in (3.32) is tuned accord-

ingly. We note that there are no cubic divergences appearing on either side.

It has been argued [58, 59] that the temperature independent term in (3.50) is a univer-

sal contribution to the entanglement entropy, independent of any of the detailed features

associated to the cutoff surface. Here, in view of our discussion in Section 3, we can interpret

− log
√
k as a contribution to the dS3 horizon entropy. From this perspective, the fact that

this is negative is immaterial.

3.2.4 Edge-mode symmetries.

It is worth pausing momentarily here and noting that the edge-mode theory, which is nothing

more than a chiral compact boson theory, has a large symmetry group containing an affine

extension of the Virasoro algebra.6 The Virasoro generators are constructed in the usual way

L̂0 =
k

2π

∑
n∈Z+

n2α̂†
nα̂n , L̂m =

k

2π

∞∑
n=1

(m+n)nα̂†
nα̂n+m+

k

4π

m−1∑
n=1

(m−n)nα̂m−nα̂n , (3.53)

giving rise to the corresponding Virasoro algebra

[L̂m, L̂
†
n] =

(m+ n)L̂m−n +
1
12
m(m2 − 1)δn,m, m ≥ n ,

(m+ n)L̂†
n−m, m < n .

(3.54)

We notice that the edge-mode Hamiltonian in (3.45) obeys Ĥ0 = υL̂0. We can further

compute the commutation relations between the L̂n and α̂n,

[L̂n, α̂m] = −(n+m)α̂n+m , [L̂n, α̂
†
m] =

(m− n)α̂†
m−n, m > n

(n−m)α̂n−m, m < n .
(3.55)

The presence of the vertex operators (3.44) allows the algebra to be extended beyond the

Virasoro-u(1) Kac-Moody algebra. The generators additionally include the vertex operators

Ĵ (k)
± =: e±ikζ̂ :. Recalling that k is even, it follows that the conformal dimension of the

6The dS3/CFT2 literature discusses a Virasoro symmetry associated to the future/past boundary [20].
Here we see the appearance of a Virasoro symmetry within a single static patch.
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generators, ∆± = k/2, is also an integer. The extended algebra has a finite number, k,

of highest weight irreducible representations (see [172] for a pedagogical discussion). We

can organise the Hilbert space of the edge-mode theory in terms of these. The different

representations are labelled by a parameter s = 0, 1, . . . , k − 1, denoting the representation

carried by the Wilson line inserted in the interior of the disc [145]. Their corresponding

character is given by

χs(q) =
1

η(q)

∑
m∈Z

q
k
2 (m+ s

k)
2

, s = 0, 1, . . . , k − 1 . (3.56)

We observe that upon fixing ϵ0 = 0 and q = e−vβT , the above character for s = 0 is equivalent

to the thermal partition (3.48). The modular S-matrix for the extended u(1) character at

level k is given by (see for example [185,186])

Sm
n =

√
1

k
e2πimn/k , m, n = 0, 1, . . . , k − 1 . (3.57)

Using that Sm
n relates the χs(q) under βT → 1/βT , we can re-derive the high temperature

behaviour (3.50).

Odd values of k & N = 2 supersymmetry, briefly

Before moving on to the non-Abelian case, we briefly comment that for odd k much of the

above discussion carries through. The essential difference is that the generators Ĵ (k)
± = :

e±ikζ̂ : will carry half-integer conformal dimensions and obey fermionic anti-commutation

relations.

Let us focus on the case k = 3, which is studied for example in [144]. In this case the

generators Ĵ (3)
± =: e±3iζ̂ : have weight ∆± = 3/2. Decomposing the generators into their

respective Fourier modes Ĵ (3)
±,n on the cylinder, one finds the anti-commutation relations

{Ĵ (3)
±,n, Ĵ

(3)
±,m} = 0 ,

{Ĵ (3)
+,n, Ĵ

(3)
−,m} =

1

2

(
n2 − 1

4

)
δn+m,0 + 3L̂n+m +

3i

2

(
m2 − n2

)
α̂n+m .

(3.58)

We can also compute the commutation relations between the Ĵ (3)
± , the Virasoro generators

(3.53), and the Kac-Moody generators (3.43) leading to an N = 2 superconformal algebra.
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This has been explored, for example, in [144, 187].7 The operators : e±iζ̂ : correspond to in-

sertions of fractional charge ±1/3 inside the spatial disc, and are primaries under the N = 2

superconformal algebra.

Supersymmetry is not often associated to physics in de Sitter space [188], but the usual

arguments do not preclude the possibility of a supersymmetric edge-mode theory (or a su-

perconformal theory more generally [189]).

3.2.5 Comments on the non-Abelian case

From the modular S-matrix (3.57) we observe that inserting a single Wilson line in the interior

of the disc will not affect the constant part of the partition function because Sm
0 = S0

0. This

is no longer true for the non-Abelian case. For instance, if we take Chern-Simons theory with

gauge group SU(2) at level k the relevant modular S-matrix is (see for example [172])

Sm
n =

√
2

k + 2
sin

(
(m+ 1)(n+ 1)π

k + 2

)
, m, n = 0, 1, . . . , k . (3.59)

As mentioned earlier, S0
0 is equal to the regularised partition function ZSU(2)k [S

3] for the

choice of framing leading to vanishing phase. Explicitly,

ZSU(2)k [S
3] =

√
2

k + 2
sin

(
π

k + 2

)
. (3.60)

When considering the theory on the disc, the thermal partition function of the edge-mode

theory is again given by a character of the ŝu(2)k extended algebra. These are known from

the rational CFT literature. For an insertion of the spin-s/2 integrable highest weight rep-

resentation of level k in the interior of the disc, we have (see for example [172])

Zedge[βT ; s] =
ϑ k+2
s+1 − ϑ k+2

−s−1

ϑ 2
1 − ϑ 2

−1

, s = 0, 1, . . . , k , (3.61)

where the generalised ϑ-functions are

ϑ k
s (q, z) ≡

∑
p∈ s

2k
+Z

qkp
2

e2πipkz. (3.62)

7The edge-mode theory of Chern-Simons theory with an SU(2) gauge group at level k = 2 also enjoys
an N = 2 superconformal symmetry.
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As in the Abelian case, q = e−βT υ and z = 0 in (3.61) gives the thermal partition function of

the edge-mode theory. The entropy in the high temperature limit of the edge-mode theory,

which is now an SU(2)k chiral WZW model, will be given by

S(s)
e =

3k

k + 2

π2

3βTv
+ log

(√
2

k + 2
sin

(
(s+ 1)π

k + 2

))
. . . (3.63)

The above is an increasing function of s in the range s = 0, 1, . . . , k.8 For vanishing s,

the temperature independent piece of Se is the S
3 partition function (3.60) of Chern-Simons

theory with SU(2) gauge group at level k. For non-vanishing s, it is the S3 partition function

including the insertion of a closed unknotted Wilson loop carrying the spin-s/2 integrable

representation of level k. The large k expansion makes clear that in this case, horizon

thermodynamics will receive contributions at all loop orders. In the weakly coupled limit,

one finds

lim
k→∞

exp
{
S(s)
e

}
≈ (1 + s)× 1

volSU(2)

(
4π2

k

)3/2

× e
π2

βT v , s = 0, 1, . . . , k . (3.65)

We see that the exponential of the entropy receives a multiplicative factor of (1 + s) in the

weakly coupled limit. The factor (1 + s) is nothing more than the dimension of the Hilbert

space attached to the puncture, and hence the entropy increases by this amount if the state

is not measured with further precision.

Finally, we can also consider the phase of ZSU(2)k [S
3] from the perspective of the edge-mode

theory, again following [145]. Usually, when we consider a two-dimensional conformal field

theory on the torus, the partition function is invariant under shifts τ → τ +1. This is simply

the statement that the angular momentum is quantised. However, our edge-mode theory is

chiral, and transforms anomalously upon shifting τ → τ + 1. The integrable character of

weight h transforms as

χh(τ + 1) = e2πi(h−ck/24)χh(τ) , (3.66)

8It is also customary to express the entropy in terms of the quantum dimensions d
(k)
s of SU(2)k. The

numbers encode the multiplicity of various operators appearing upon fusion. They are given by

d(k)s = sin

(
π(s+ 1)

k + 2

)
arcsin

(
π

k + 2

)
, s = 0, 1, 2, . . . , k , (3.64)

such that the temperature independent part of the entropy is given by S
(s)
e = − 1

2 log
∑

s d
(k)
s d

(k)
s . In the

large k limit the quantum dimensions are approximately given by the usual degeneracy formula for SU(2)

spin-s/2 irreducible representations d
(k)
s ≈ s+ 1 .
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where for the SU(2)k theory under consideration the weights of the spin-s/2 primaries are

given by h = s(s + 2)/4(k + 2) and ck = 3k/(k + 2). In particular, under τ → τ + n the

identity character transforms by a phase given by e2πinck/24 where n is an integer. This agrees

with the set of admissible phases for ZSU(2)k [S
3] stemming from the framing anomaly.

3.3 Complexified Abelian Chern-Simons: Lorentzian

model

In this section, we proceed to consider a complexified version of the Abelian Chern-Simons

theory. This theory is introduced as a simple and calculable toy model with a complexified

gauge group, a property common to three-dimensional gravity with Lorentzian signature and

Λ > 0 expressed as a Chern-Simons theory.

3.3.1 Lorentzian model

The Lorentzian model is built from a complexified gauge field Aµ = Aµ+ iBµ, where Aµ and

Bµ are real Abelian gauge fields. Our action is given by

SL[Aµ] =
k + iλ

8π

∫
M
d3x εµνρAµ∂νAρ +

k − iλ

8π

∫
M
d3x εµνρĀµ∂νĀρ , (3.67)

and is real-valued. The parameters k and λ are taken to be real-valued. We denote the Lie

algebra of our theory by uC(1). The gauge transformations act in the following way

Aµ → Aµ + ∂µϑ , (3.68)

where the gauge parameter ϑ is a complex-valued function. In terms of Aµ and Bµ the action

is given by

SL[Aµ] =
1

4π

∫
M
d3x εµνρ [k (Aµ∂νAρ −Bµ∂νBρ)− λ (Aµ∂νBρ +Bµ∂νAρ)] . (3.69)

At λ = 0, the real and imaginary parts of the gauge field A decouple. Setting either λ = 0

or k = 0 reduces the model to an Abelian BF model with U(1) gauge group (see [190, 191]

for an overview). In addition to being real-valued, we will impose that k takes integer values

upon quantisation of the theory. This follows from taking Aµ as the generator of a compact

u(1) gauge algebra. The parameter λ is not constrained to be an integer. Unless otherwise

specified, we will take k ∈ Z+ and λ ∈ R/{0} in what follows.
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The classical equations of motion for (3.69) are given by

εµνρ∂νAρ = εµνρ∂νBρ = 0 . (3.70)

They are satisfied when the field strengths associated to Aµ and Bµ vanish. The classical

solution space is the space of flat connections modulo gauge transformations. Assuming the

theory resides on a three-manifold with topology R × S2, we can canonically quantise the

theory in the At = Bt = 0 gauge. States must then satisfy the constraints

FA
ij = FB

ij = 0 , i, j ∈ S2 . (3.71)

The equal time commutation relations are given by

[Ai(x), Aj(y)] = −[Bi(x), Bj(y)] =
2πi

k
εijδ(x− y) . (3.72)

It follows that on a spatial S2 the Hilbert space has a unique state.

As a final remark before embarking onto the edge-mode theory, it is worth noting that the

volume of UC(1) is infinite, making it difficult to interpret the perturbative formula (3.13)

for the S3 partition function of the Lorentzian model.

3.3.2 Lorentzian edge-mode theory & quantisation

Following the discussion in Section 3.2.2, we can construct an edge-mode theory at the S1

boundary of the spatial disc. As before, we consider fixing the following gauge9

At − υAφ = 0 , (3.73)

where υ = υre + iυim is now a complex parameter. The gauge constraint that follows from

imposing the above condition is

Ai(t, ρ, φ) = ieiΞ(t,ρ,φ) ∂i e
−iΞ(t,ρ,φ) , i ∈ {ρ, φ} , (3.74)

9More general boundary conditions will be considered in the next chapter.
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where now the boundary value of Ξ(t, ρ, φ)|ρ=π/2 is denoted by ζ = ζre+iζim and has compact

real part. The action governing our edge-mode theory is given by

Sedge =
k + iλ

8π

∫
dtdφ (∂tζ − υ∂φζ) ∂φζ +

k − iλ

8π

∫
dtdφ

(
∂tζ̄ − ῡ∂φζ̄

)
∂φζ̄ . (3.75)

Once again, the classical solutions are given by complexified chiral excitations of both the

real and imaginary parts of ζ. We find

ζ = f(φ+ υt) +mφ+ g(t) , (3.76)

where f(z) is a complex valued function. We note that ζim = (ζ − ζ̄)/2i does not contain

winding modes around the S1. The classical Hamiltonian is given by

Qt =
(k + iλ)υ

8π

∫
dφ (∂φζ)

2 +
(k − iλ)ῡ

8π

∫
dφ
(
∂φζ̄
)2
, (3.77)

which generates time translations. We note that Qt is real. The generator of φ-translations

is given by

Qφ =
(k + iλ)

8π

∫
dφ∂φζ∂tζ +

(k − iλ)

8π

∫
dφ∂φζ̄∂tζ̄ . (3.78)

On-shell, Qt and Qφ are equivalent within the sector with vanishing winding number. The

classical theory (3.75) is also invariant under shifts ζ → ζ + δ of the field ζ by some δ ∈ C.
The generators of the shift symmetries are

Qζ =
1

2π

∫
dφ∂φζ , Qζ̄ =

1

2π

∫
dφ∂φζ̄ . (3.79)

Quantisation. In order to quantise the theory, it is convenient to express ζ in terms of

Fourier modes. For the non-winding mode sector, we have

ζ(t, φ) =
1√
2π

∑
n∈Z/{0}

αn(t)e
inφ . (3.80)

The αn(t) ≡ an(t) + ibn(t) are independent complex functions of t for all n, and we take

an(t) and bn(t) to be real-valued. To quantise the theory, it is convenient to follow the

procedure outlined in [192]. For a given n, we can define the vector with components ξin by

ξn ≡ (a−n, b−n, an, bn). One finds the commutator

[ξ̂in, ξ̂
j
n] =

i

n
M ij , (3.81)
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with

M−1 =
2π

k2 + λ2

(
0 −1

1 0

)
⊗

(
λ k

k −λ

)
. (3.82)

The eigenvalues of M−1 are ±2πi/
√
k2 + λ2, each doubly degenerate. In terms of the ξ̂n, the

quantum Hamiltonian for the vanishing winding mode sector is given by

Q̂t =
1

4π

∑
n∈Z/{0}

n2
(
ω
(
ξ̂3nξ̂

1
n − ξ̂4nξ̂

2
n

)
− ψ

(
ξ̂3nξ̂

2
n + ξ̂4nξ̂

1
n

))
. (3.83)

Here we have defined ω ≡ kυre − λυim and ψ ≡ λυre + kυim. We can construct operators

obeying the more standard creation/annihilation algebra. We find that

Â±
n ≡ ξ̂4n ± iξ̂3n ±

(ik ∓ λ)√
k2 + λ2

(
ξ̂1n ± iξ̂2n

)
,

B̂±
n ≡ ξ̂4n ∓ iξ̂3n ±

(ik ± λ)√
k2 + λ2

(
ξ̂1n ∓ iξ̂2n

)
,

(3.84)

obey the commutation relations

[Â+
n , Â

−
m] = [B̂+

n , B̂
−
m] =

8π

n
√
k2 + λ2

δn,m , (3.85)

with all others vanishing. The Hamiltonian can then be put into the following form

Q̂t =

√
k2 + λ2

16π

∑
n∈Z/{0}

n2
(
υre

(
Â+

n Â
−
n − B̂+

n B̂
−
n

)
+ iυim

(
Â+

n B̂
+
n − Â−

n B̂
−
n

))
. (3.86)

Consequently, uncovering the spectrum of Q̂t reduces to a two-site hopping type problem,

where the sites are labelled by A and B.

3.3.3 Lorentzian edge-mode spectrum

At this stage, we are confronted with diagonalising the Lorentzian edge-mode Hamiltonian

(3.86). Since each Fourier mode decouples, it is sufficient to discuss the problem for a

single mode number n. It is convenient to represent the creation and annihilation operators

satisfying (3.85) in the following way

Â±
n =

(
4π

n
√
k2 + λ2

)1/2(
xn ±

d

dxn

)
, B̂±

n =

(
4π

n
√
k2 + λ2

)1/2(
yn ±

d

dyn

)
. (3.87)
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As detailed in Appendix I, it is straightforward to put the single mode Hamiltonian Q̂(n)
t

problem into the Schrödinger problem

signwn

2

(
− d2

dw2
n

+ w2
n −

1/4 + p2n
w2

n

)
ψn =

1

υre

(
En

n
+ υimpn

)
ψn , (3.88)

where xn = wn cosh tn, yn = wn sinh tn and pn ∈ R is the Fourier momentum associated to

the tn ∈ R coordinate. The En are the eigenvalues of Q̂(n)
t . The operator on the left-hand

side of (3.88) is precisely that of a conformal quantum mechanics, as studied for example

in [193–196], whose sl(2,R) generators are given by

K̂n =
signwn

2
w2

n , D̂n = − i

2

[
wn

d

dwn

+
1

2

]
, Ĥn = −signwn

2

[
d2

dw2
n

+
1/4 + p2

w2
n

]
, (3.89)

satisfying

[D̂n, Ĥn] = iĤn , [D̂n, K̂n] = −iK̂n , [K̂n, Ĥn] = 2iD̂n . (3.90)

The generators (3.89) furnish the principal series representation with weight ∆ = 1/2+ipn/2.

It is known that the spectrum of Ĥn+K̂n is given by the even integers and is thus unbounded

[194–196]. Consequently, the single mode energy spectrum is given by

En(m, pn) = 2υrenm− υimnpn , m ∈ Z , pn ∈ R . (3.91)

The unboundedness and continuity of the edge-mode Hamiltonian reflects the fact that the

Lorentzian Chern-Simons theory has a complexified gauge group. It also implies that the

thermal partition function of the edge-mode theory is no longer a sensible quantity to com-

pute. (Sensible quantities to compute might involve [197,198] imposing additional constraints

on the state-space or modifying the boundary conditions on the Chern-Simons gauge field at

the boundary of the disc, which we will examine in Chapter 4.) To sharpen this issue, we

consider the edge-mode theory on a torus.

3.3.4 Lorentzian model in Euclidean signature?

The Euclidean continuation of the complexified edge-mode theory (3.75) can be achieved

by taking t = −iξ. If we are to place the system at a finite inverse temperature βT , we

further impose that ξ ∼ ξ + βT , such that the theory resides on a torus. Upon continuing to

Euclidean time, we end up with the Euclidean edge-mode action

S
(E)
edge =

k + iλ

8π

∫
dξdφ (−i∂ξζ + υ∂φζ) ∂φζ +

k − iλ

8π

∫
dξdφ

(
−i∂ξ ζ̄ + ῡ∂φζ̄

)
∂φζ̄ . (3.92)
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It is convenient to further express the action in terms of the modes on the torus

ζ(ξ, φ) =
1√
2π

∑
(m,n)∈Z2

e2πimξ/βT+inφζm,n , ζ̄(ξ, φ) =
1√
2π

∑
(m,n)∈Z2

e−2πmiξ/βT−inφζ̄m,n ,

(3.93)

such that

S
(E)
edge =

∑
(m,n)∈Z2

k + iλ

8π

(
βTυn

2 − 2πimn
)
ζm,nζ−m,−n+

k − iλ

8π

(
βT ῡn

2 − 2πimn
)
ζ̄m,nζ̄−m,−n .

(3.94)

Here ζm,n ∈ C and ζ̄m,n is the complex conjugate of ζm,n. As discussed in Appendix H, in

the Abelian case a Euclidean continuation that preserves the reality conditions of the Chern-

Simons gauge field would further require the continuation υ = −iυE. In the complexified

case, this is no longer necessitated as υ is allowed to take complex values. Instead, given the

unboundedness of the spectrum we must confront a Gaussian unsuppressed Euclidean path

integral

Zedge[βT ] =

∫
DζDζ̄ e−S

(E)
edge[ζ,ζ̄] . (3.95)

In order to render Zedge[βT ] better defined, we can complexify the contour of path integra-

tion [147]. For simplicity, we take υre > 0 and λ = 0 while recalling k ∈ Z+. It is then

clear that taking a contour where ζ(ξ, φ) and ζ̄(ξ, φ) are independent real fields will render

Zedge[βT ] well-defined.
10 Upon continuing the contour of ζ and ζ̄, the symmetry group of the

edge-mode theory becomes U(1)×U(1). As we will see in the following section, the price to

pay in curing the unboundedness of the Hamiltonian is unitarity of the edge-mode theory.

For λ ̸= 0, we must consider a more elaborate contour to render Zedge[βT ] better defined.

This is discussed in the next section where we view the λ ̸= 0 case as a continuation of the

λ = 0 case with k ∈ Z+.

From the perspective of the original Chern-Simons gauge theory (3.67) with complexified

gauge group UC(1), the analytic continuation rendering ζ(ξ, φ) and ζ̄(ξ, φ) as independent

10Expressing Zedge[βT ] in terms of the Fourier modes (3.93), we can view the problem as an infinite-
dimensional version of the complex integral

Iσ =

∫
C×C

dzdz̄dwdw̄ e−σzw−σz̄w̄ , (3.96)

where σ ∈ C with positive real part. To define Iσ we first take z and z̄ as well as w and w̄ to be independent
complex variables, and then integrate over the contour w = z̄ and w̄ = z. In this sense, we have that
Iσ = π2/σ2.
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real fields can be achieved by continuing the complexified Chern-Simons gauge fields Aµ and

Āµ to two independent real-valued U(1) gauge fields, whilst maintaining a complexified level.

3.4 Complexified Abelian Chern-Simons: Euclidean model

In this section, we proceed to consider a different complexified version of the Abelian Chern-

Simons theory. This theory is introduced as a simple and calculable toy model with a

complexified level, a property common to three-dimensional gravity with Euclidean signature

and Λ > 0 viewed as a Chern-Simons theory.

3.4.1 Euclidean model on S3

The action for the Euclidean model is given by

SE[A
±
µ ] =

κ+ iγ

4π

∫
M
d3x εµνρA+

µ ∂νA
+
ρ +

κ− iγ

4π

∫
M
d3x εµνρA−

µ ∂νA
−
ρ , (3.97)

where now A+ and A− are two real-valued u(1) gauge fields. We assume that both U(1)

groups are compact and take the parameter κ ∈ Z+. There is no restriction on γ so we

take γ ∈ R+. The S3 partition function must be carefully defined since iSE[A
±
µ ] is no longer

purely oscillatory but rather an unbounded functional rendering the path integral over eiSE

problematic. To make sense of it we can again consider a complexification of the original path

integration contour. On S3 the only U(1) flat connection (modulo gauge transformations)

is the trivial one. Moreover, given that the action is quadratic in the fields the choice of

contour can be reduced to a problem of Gaussian integration. The Gaussian integral we are

interested in is of the form

Iσ =

∫
C
dx e−σx2/2 , (3.98)

with σ = eiϑ|σ| ∈ C. We take C to be along a path eiφx̃ with x̃ ∈ R and ϑ+2φ ∈ (−π/2, π/2)
such that

Iσ =

√
2π

|σ|
e−iϑ/2 . (3.99)

We further take that Iσ̄ ≡ (Iσ)
∗ such that the corresponding contour is e−iφx̃, and the

product Iσ̄Iσ is positive and real. Applying the same reasoning to the Chern-Simons case,

we arrive at

Zκ,γ[S
3] =

(
1

volU(1)

)2

×
∣∣∣∣ 4π2

κ+ iγ

∣∣∣∣ = 1√
κ2 + γ2

. (3.100)

92



The above result is invariant under complex conjugation, in other words γ → −γ. For γ = 0

we retrieve the standard result (3.36) with a choice of framing leading to a vanishing phase.

For κ = 0, the result makes sense for γ ∈ R+ but becomes non-analytic if one tries to continue

to the whole complex-γ plane.11

3.4.2 Euclidean edge-mode theory on the torus

Since A± are now compact u(1) gauge fields the boundary chiral bosons, which we denote as

ζ±, are now compact. Following the procedure outlined in previous sections, and imposing

the boundary condition

A±
ξ − υ±A±

φ |∂M = 0 , (3.101)

with υ± ∈ R, we end up with an edge-mode theory governed by the action

Sedge =
κ+ iγ

4π

∫
dξdφ ∂φζ

+
(
∂ξ − υ+∂φ

)
ζ++

κ− iγ

4π

∫
dξdφ ∂φζ

− (∂ξ − υ−∂φ
)
ζ− . (3.102)

The above theory, which we take to be in Euclidean signature, is non-unitary. Consequently,

a Hilbert space interpretation of the theory is unclear. Nevertheless, we can try to compute

the Euclidean torus partition function of Sedge. We take the periodicity of Euclidean time to

be ξ ∼ ξ + βT , and we recall that φ ∼ φ + 2π. It is convenient to express the non-winding

sector in terms of their respective Fourier modes, namely

ζ±(ξ, φ) =
1√
2π

∑
(m,n)∈Z2

ζ±m,ne
2πimξ/βT+inφ . (3.103)

The reality condition is ζ±−m,−n =
(
ζ±m,n

)∗
. The edge-mode action now reads

Sedge =
∑

(m,n)∈Z2

κ+ iγ

4π

(
2πmn− βTυ

+n2
)
|ζ+m,n|2+

κ− iγ

4π

(
2πmn− βTυ

−n2
)
|ζ−m,n|2 , (3.104)

and the path integral becomes an integral over all the ζ±m,n. We can compare the edge-mode

action iSedge to the one stemming from Lorentzian edge-mode theory, i.e. −S(E)
edge in (3.94),

discussed in the previous section. If we map (k, λ) = (2κ, 2γ) and (υ, ῡ) = i(υ+, υ−), it

follows that the deformed contour discussed below (3.95) indeed leads to the Euclidean edge-

mode theory (3.104).

11Although our treatment leads to a real valued Zκ,γ [S
3], it seems feasible that a more general regulari-

sation can lead to an overall phase that depends on the choice of framing of S3. It would be interesting to
explore this both for the Abelian case and the non-Abelian extension that will be discussed in Section 3.5.1.
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In order to render the path integral over iSedge convergent, we must again alter the inte-

gration contour C of ζ±n,m. The path integration over the non-winding mode sector of ζ±

yields a functional determinant proportional to the Dedekind η-function (see Appendix H).

The sum over the winding sector must be similarly defined. The winding modes are given

by ζ±(t, φ) = m±φ where m± are integers.12 Consequently, we must perform the sum

Sw =
∑
m±∈Z

e−iκ+iγ
2

υ+βTm2
+−iκ−iγ

2
υ−βTm2

− = ϑ3

(
0, q

(κ+iγ)/2
+

)
ϑ3

(
0, q

(κ−iγ)/2
−

)
. (3.105)

The above sum exists provided −(κ± iγ)βTυ
±/2π is in the upper-half plane. In the last

equality, we have defined q± ≡ e−iυ±βT . Putting it all together, upon path integrating over

eiSedge we end up with the torus partition function

Zedge [βT ] =
ϑ3

(
0, q

(κ+iγ)/2
+

)
ϑ3

(
0, q

(κ−iγ)/2
−

)
η(q+)η(q−)

. (3.106)

To render the Dedekind η-functions well-defined, we take υ± to have a small negative imag-

inary part. Taking the βT → 0+ limit we have

lim
βT→0+

logZedge [βT ] =
π2

6βT iυ+
+

π2

6βT iυ−
− log |κ+ iγ| . . . (3.107)

The finite part agrees with the S3 partition function (3.100). We further note that the

above expression can be obtained from the Abelian edge-mode expression (3.50) by a simple

analytic continuation.

3.5 Remarks on gravitation in three dimensions

The classical action of general relativity in three dimensions can be expressed as a Chern-

Simons theory [34,35]. The gauge group depends on the signature and sign of the cosmological

constant Λ. We restrict to Λ = +1/ℓ2 > 0. In Euclidean signature the gauge group is

SU(2)× SU(2) and the level is complex. In Lorentzian signature the gauge group becomes

SL(2,C), which can be viewed as the complexification of SU(2) (or SL(2,R)). These Chern-
Simons theories are natural non-Abelian extensions of the complexified Abelian theories

12Given the periodicity of ζ±, one is also tempted to consider the vertex operators Ô±
n =: einζ̂

±
: carrying

U(1) charge (3.41) Q±
n = n/(κ ± iγ). Although O±

n bear some similarity to the anyonic operators (3.44)
of ordinary Abelian Chern-Simons theory, their physical meaning is more obscure at complex level. For
instance, in the ordinary Abelian case k ∈ Z+ corresponds to the number of anyonic species, something hard
to understand when the level is complex.
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explored in sections 3.3 and 3.4. The purpose of this section is to comment briefly on how

the properties of the complexified Abelian theories generalise, leaving a more detailed analysis

to future work.

3.5.1 Euclidean signature

We begin by considering the Euclidean theory whose action is given by SE = S+
E +S−

E , where

S±
E [A

±
µ ] =

κ± iγ

4π

∫
M
d3x εµνρ Tr

(
A±

µ ∂νA
±
ρ +

2

3
A±

µA
±
ν A

±
ρ

)
. (3.108)

The A±
µ are SU(2) gauge fields. In terms of the vielbein eiµ and spin-connection ωij,µ =

ϵijkω
k
µ, where ϵijk is the Levi-Civita symbol, one has

A±
µ =

(
ωi
µ ±

1

ℓ
eiµ

)
Ti , Ti =

1

2
iσi , (3.109)

where the σi are the Pauli matrices. Substituting A± into (3.108) leads to Einstein gravity

in three dimensions plus a parity-odd Chern-Simons type term for the spin connection. The

imaginary part of the level, γ ∈ R+, is given by γ = ℓ/4G, while κ ∈ Z is the coupling of a

parity-odd gravitational Chern-Simons term.

The equations of motion stemming from (3.108) are the flat connection equations, and the so-

lutions are the space of flat connections modulo gauge transformations. For standard SU(2)

Chern-Simons theory on an S3 we would discard the presence of multiple possible saddles

due to the absence of non-trivial flat connections. However, when the Chern-Simons cou-

pling is taken away from the integers one must exercise further caution. In particular, gauge

transformations changing the winding number will no longer be trivial. So, the spaces of flat

connections with differing winding number have different on-shell actions. Of these, most will

not have a clear interpretation from the perspective of the gravitational theory since they will

lead to non-invertible or otherwise non-standard vielbeins. This is a feature we did not have

to confront in the Abelian toy models of the previous sections. We consider perturbative

effects around the flat-connection A+ = g−1dg and A− = 0, where g ∈ SU(2). Recalling that

the group geometry of SU(2) under the Haar metric is the three-sphere, this flat connection

corresponds to the round S3 in the gravitational theory as can be explicitly checked. Follow-

ing reasoning analogous to the Euclidean U(1) model with complexified levels, it has been
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argued that [63,148]

Zgrav = e2πγ × eiφgrav

∣∣∣∣√ 2

κ+ iγ + 2
sin

π

κ+ iγ + 2

∣∣∣∣2 , (3.110)

to all orders in a large-γ perturbative expansion, and this expansion reproduces (3.1). Ac-

cording to Gibbons and Hawking [13], SdS = logZgrav calculates the quantum corrected

entropy of the dS3 horizon. To leading order in the large γ expansion, SdS = 2πγ = πℓ/2G.

The one-loop correction is given by the analytic continuation of the expression at integer

level:

eS
(1)
dS =

(
1

volSU(2)

)2

×
∣∣∣∣ 4π2

κ+ iγ + 2

∣∣∣∣3 . (3.111)

This is the natural non-Abelian extension of (3.100). It is challenging to reproduce the leading

contribution SdS directly from the gravitational perspective (attempts include [161–163]). In

line with our discussion so far, we now consider the possibility of an edge-mode theory which

may reproduce the subleading corrections to SdS from a Lorentzian perspective.

3.5.2 Lorentzian signature

We now turn to the Lorentzian theory

SL[Aµ] =
k + iλ

8π

∫
M
d3x εµνρ Tr

(
Aµ∂νAρ +

2

3
AµAνAρ

)
+ c.c. , (3.112)

where Aµ is an SL(2,C) gauge field related to the vielbein and spin connection as

Aµ =

(
ωi
µ +

i

ℓ
eiµ

)
Ti , Āµ =

(
ωi
µ −

i

ℓ
eiµ

)
Ti , (3.113)

where (T1, T2, T3) =
1
2
(iσ2, σ1, σ3) are the real generators of SL(2,R) obeying Tr(TiTj) =

1
2
ηij

and [Ti, Tj] = εijkT
k, with T i = ηijTj. We further have that k ∈ Z+ and λ ∈ R.

As for the Abelian theory with UC(1) gauge group, we would like to understand the edge-mode

theory. We must pick a boundary condition for the SL(2,C) gauge field. Any choice will

break the full diffeomorphism group, for the same reason that boundary conditions break the

gauge-symmetries of the Chern-Simons theory. Various proposals for boundary conditions

have appeared in the literature [197–199]. Our interest is to understand the diffeomorphism

invariant one-loop correction S
(1)
dS (3.111), and more generally the subleading corrections to

the tree-level de Sitter entropy SdS encoded in (3.110), from a Lorentzian perspective. In line
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with our previous discussions, we choose boundary conditions (3.21), namely

(At − υAφ) |∂M = 0 , (3.114)

with υ ∈ C. Going through the same steps, the Lorentzian edge-mode theory is then described

by a chiral SL(2,C) WZW theory at level k + iλ [146,161,199]

Sedge[g] =
k + iλ

8π
Tr

∫
dtdφ

(
g∂φg

−1
) (
g (∂t − υ∂φ) g

−1
)
+ π(k + iλ)SWZ[g] + c.c. , (3.115)

where g(t, φ) is an SL(2,C) valued function, and

SWZ[g] =
1

24π2

∫
B
d3y εµνρ Tr

(
g−1∂µgg

−1∂νgg
−1∂ρg

)
, (3.116)

where B is a three-manifold whose boundary is the tφ-cylinder. As for the Abelian Lorentzian

model, the Hamiltonian stemming from (3.115) is real but unbounded from below. The theory

satisfies an SL(2,C) current algebra given by (see for instance [161])[
Ja
n, J

b
m

]
= 1

2
(k + iλ)nδabδn+m,0 − ifabc J

c
n+m,[

J̃a
n, J̃

b
m

]
= 1

2
(k − iλ)nδabδn+m,0 − ifabc J̃

c
n+m ,

(3.117)

where the SL(2,C) structure constants are fabc = εabc, and εabc is the Levi-Civita symbol.

Using the above currents, the Sugawara construction yields a Virasoro algebra with central

charge

cSL(2,C) =
3(k + iλ)

(k + iλ+ 2)
+

3(k − iλ)

(k − iλ+ 2)
=

6 (k(k + 2) + λ2)

(k + 2)2 + λ2
. (3.118)

Some details of the derivation for cSL(2,C) are provided in Appendix J. Notice that in the

semiclassical limit k → ∞, we have that cSL(2,C) ≈ 6 which is the number of field theoretic

degrees of freedom in (3.115). Interestingly, upon analytically continuing k = −2, the central

charge is exactly cSL(2,C) = 6, which might suggest that the theory is very simple at this

point. Moreover, we see that cWZW is given by complexifying the level k for the central

charge cSU(2) = 3k/(k + 2) of the SU(2) WZW model. It also appears that the vacuum

(s = 0) ŝu(2)k character (3.61) can be analytically continued to complex level, giving the

thermal partition function of this theory.

As for the case of the Lorentzian complexified U(1) model studied in Section 3.3, upon

continuing the Lorentzian edge-mode theory (3.112) to Euclidean signature, one can con-

sider complexifying the SL(2,C) contour leading to that of a WZW model with two copies
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of SU(2) at complex level. In particular, to render the path integral better defined it is

natural to pursue the same avenue as in Section 3.3.4. Upon complexifying the contour of

g to one where it is valued in SU(2) × SU(2) we can make contact with (3.111) much like

(3.63) connects to the three-sphere partition function of SU(2) Chern-Simons theory (3.60).

A detailed treatment of the putative gravitational edge-mode theory (3.115) and its thermo-

dynamic properties is left for future work.

As a final remark, we note that timelike Wilson lines piercing the origin of the spatial disc

carry unitary irreducible representations of SL(2,C) which, when non-trivial, contain an in-

finite number of states.13 This is another indication of the non-compactness of SL(2,C). It
would be interesting to generalise the discussion in Section 3.2.5 to this case.

3.6 AdS4/CFT3 and S3

In this final section we would like to consider the AdS4/CFT3 correspondence for an AdS4

spacetime whose asymptotic boundary is given by a Euclidean or Lorentzian three-dimensional

de Sitter space. This allows us to explore the thermodynamic properties of strongly coupled

conformal matter theories on a fixed de Sitter background and their geometrisation in the

bulk of AdS4.

The metric of Euclidean AdS4 is given by

ds2

ℓ2A
= dϑ2 + sinh2 ϑ dΩ2

3 , (3.119)

with ϑ ∈ [0,∞) and dΩ2
3 describing the round metric on a unit S3. The four-dimensional

cosmological constant is Λ = −3/ℓ2A. The asymptotic boundary resides at ϑ∞ = ∞ and the

induced metric at the boundary is the round metric on S3. Recalling our previous discussion,

we can consider a Lorentzian continuation of (3.119) to the following static spacetime

ds2

ℓ2A
= dϑ2 + sinh2 ϑ

(
−dt2 cos2 ρ+ dρ2 + sin2 ρ dφ2

)
. (3.120)

This is a static Lorentzian anti-de Sitter universe whose constant-ϑ surfaces are given by the

static patch of dS3. A constant-t slice of this geometry is shown in Figure 3.3. The global

geometry is given by replacing the three-dimensional static patch metric in (3.120) with the

global one. The static geometry (3.120) has a horizon at ρ = π/2. The topology of the

13See [102] for a related discussion.
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horizon is S1 × R+. The Bekenstein-Hawking entropy of the horizon is given by

SBH =
πℓ2A
2ℓ2pl

∫ − log ε

0

dϑ sinhϑ ≈ πℓ2A
2ℓ2pl

(
1

2ε
− 1 + . . .

)
, (3.121)

where ℓpl is the four-dimensional Planck length (such that G = ℓ2pl) and ε is a small number

cutting off z = e−ϑ. From the perspective of AdS/CFT the entropy SBH corresponds to the

entropy across the dS3 horizon of the dual CFT, and the 1/ε divergence corresponds to a

local divergence in the CFT due to entanglement of modes localised on the S1 horizon.

Figure 3.3: A constant t slice of the geometry (3.120). The space is foliated by static patch
hemispheres with exponentially increasing radius in the ϑ direction and the horizon at ρ = π/2 is
the surface of this shape.

It is useful to expand the geometry in small z

ds2

ℓ2A
=
dz2

z2
+

1

4

(
1

z2
− 2 + z2

)
dΩ2

3 . (3.122)

From the above expansion it follows that the solution has vanishing boundary Brown-York

stress tensor. Since the energy vanishes, we have that the logarithm of the thermal partition

function is given entirely by the entropy. The thermal partition function is given by the

Euclidean gravity path integral with an S3 boundary, such that

logZ[EAdS4]
?
= SBH . (3.123)

In the semiclassical limit, we can calculate logZ[EAdS4] by evaluating the on-shell Einstein

action

SE[gij] = − 1

16πℓ2pl

∫
M
d4x

√
g

(
R +

6

ℓ2A

)
− 1

8πℓ2pl

∫
∂M

d3x
√
hK , (3.124)

on the solution (3.119). The second term is the Gibbons-Hawking-York boundary term,
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where K is the extrinsic curvature at the boundary ∂M, and hij is the induced metric at

the boundary:

ds2bdy = ℓ2A sinh2 ϑ∞ dΩ2
3 . (3.125)

Using a similar regularisation prescription as in (3.121), the on-shell action (3.124) evaluates

to

SE =
πℓ2A
2ℓ2pl

− πℓ2A
16ℓ2plε

3
− 3πℓ2A

16ℓ2plε
. (3.126)

In general, we can also add boundary counterterms which are built locally from the boundary

metric hij. These will not affect the bulk equations of motion:

SCT =
a0
ε3

∫
S3

d3x
√
h̃+

a1
ε

∫
S3

d3x
√
h̃R[h̃] , (3.127)

where h̃ is the boundary CFT metric in units of ε with the conformal factor stripped off,

ds2CFT =
ℓ2A
4
dΩ2

3 . (3.128)

The coefficients a0 and a1 are ambiguous and depend on our choice of terms localised at the

boundary. In the dual quantum field theory these are related to ultraviolet divergences (3.30)

renormalising the boundary cosmological constant and Newton constant. One may choose

the coefficients such as to cancel the UV divergences stemming from the on-shell action [200].

Indeed, if our theory is supersymmetric, we expect that the cubic divergences associated to

the cosmological constant term should vanish, and we therefore choose a0 = 1/4πℓAℓ
2
pl. Thus,

in the semiclassical limit we have

logZ[EAdS4] = −πℓ
2
A

2ℓ2pl
+

3πℓ2A
16ℓ2plε

− 6π2ℓAa1
ε

. (3.129)

We see that the finite term indeed matches (3.121). Rather than choosing a1 to cancel the

linear divergence in (3.129), if we instead tune a1 = 7ℓA/96πℓ
2
pl, we can also match the lin-

early divergent term in equation (3.121).14

For ABJM theory with SU(N)k × SU(N)−k gauge group, the partition function (3.129)

has been calculated exactly in [202] and matched to the bulk in [203]. The finite part, in

14Entanglement entropy in de Sitter was also studied holographically in [201]. There, the entropy of
quantum fields cuts over many horizons at the late time boundary, whereas we consider the entanglement of
gravitational fields within a single static patch.
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terms of the ABJM data, reads

logZABJM[S
3] = −N2π

√
2

3
λ−1/2 , (3.130)

where λ = N/k is the ’t Hooft parameter which is kept fixed and large in the large N limit.

The fact that logZABJM[S
3] goes as ∼ N2 suggests that the theory is in a deconfined phase,

reminiscent of the discussion in [204]. From our perspective, the calculations of [202,203] are

a microscopic derivation of the Bekenstein-Hawking entropy of the horizon in (3.120). The

Bekenstein-Hawking entropy (3.121) predicts only linear ultraviolet divergences in the parti-

tion function. In fact, this is also true for the S3 partition function calculated in [202], since

they regularise the theory in a way that preserves supersymmetry. The ultraviolet divergent

piece of their calculation comes from the one-loop determinants of a transverse vector field

and a gaugino on S3. The absence of a cubic divergence is a result of the spectrum alone

and is insensitive to any mass terms.

Recalling (3.30), the only other allowed divergence in a parity invariant three-dimensional

quantum field theory is linear in ℓ−1
uv and is indeed implicitly present in the localisation treat-

ment of [202]. This is in agreement with (3.121). Interestingly, the calculations of [202, 203]

can be done for any value of the Chern-Simons level k and rank N . They can be viewed

as predicting string and loop corrections of the Bekenstein-Hawking entropy from the bulk

perspective. In the perturbative limit, where λ≪ 1, it is found that

logZABJM[S
3] ≈ −N2 log λ−1 + . . . , (3.131)

which is in agreement with the pure Chern-Simons partition function result (3.13) in the

perturbative limit.15

One can also consider adding Wilson loops [202,203]. In the Euclidean picture, the simplest

case is a Wilson loop that goes around the equator of the S3. To preserve supersymmetry, in

addition to the gauge field, one also has additional matter fields on the loop. For instance,

in ABJM, the partition function endowed with a 1/2-BPS preserving Wilson loop in the

fundamental representation is given as follows

ZABJM[S
3;WC]

ZABJM[S3]
=
eiπ/2

2
eπ

√
2λ , (3.132)

15The relation between topological entanglement entropy and black holes in AdS/CFT was also studied
in [205].
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where the expression is given to leading order in the large N limit at fixed and large ’t Hooft

coupling λ = N/k. From the bulk perspective, the above is computed by a string whose

worldsheet intersects the S3 boundary at the equatorial S1. The phase is due to a type IIA

B-field. We can Wick rotate to a Lorentzian picture (3.120), where the equatorial S1 at

ρ = 0 is now parameterised by the Lorentzian coordinate t. The worldsheet now intersects

the boundary along t at ρ = 0 and goes all the way to the horizon. In the thermodouble field

picture, we can continue the worldsheet across the horizon such that the worldsheet intersects

the second boundary static patch. As in our discussion of pure Chern-Simons theory, we

might view the partition function with the insertion of the Wilson loop as computing a part

of the entanglement entropy between the two static patches in the presence of an insertion

at the origin of the two spatial discs. From the bulk perspective this is the contribution to

the Bekenstein-Hawking entropy (3.121) due to a worldsheet crossing the bulk horizon.
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Chapter 4

An alternative edge-mode theory

One might ask if the boundary conditions we have chosen for the disc (3.21) are the most

general we could consider. It might be possible that with an alternative choice of boundary

conditions, we could engineer the Lorentzian edge-mode theory with complexified gauge group

to have a spectrum which is bounded from below, hence avoiding the need to complexify the

integration contour. In this chapter, we explore this possibility and show that the boundary

condition (3.21) does in fact lead to the most general edge-mode theory. This chapter is

based on unpublished work that was done with Dionysios Anninos and Kévin Nguyen.

4.1 General boundary conditions

We will be interested again in the Lorentzian action (3.69), which is repeated here for con-

venience:

SL =
k

4π

∫
M
d3x εµνρ(Aµ∂νAρ −Bµ∂νBρ)−

λ

4π

∫
M
d3x εµνρ(Aµ∂νBρ +Bµ∂νAρ) , (4.1)

where M = D × R. This action has a discrete symmetry under Aµ ↔ Bµ and k → −k.
Instead of the condition (3.73), we would like to impose the more general gauge condition

At = γ1Aφ + γ2Bφ ,

Bt = γ3Aφ + γ4Bφ ,
(4.2)

where γi ∈ R. If we take

γ1 = γ4 = υre ,

−γ2 = γ3 = υim ,
(4.3)
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then this is equivalent to the original gauge choice (3.73). Upon imposing the boundary

conditions, the discrete symmetry also requires us to map γ1 ↔ γ4 and γ2 ↔ γ3 . Varying

the action, we find

δSL =
k

4π

∫
M
d3x εµνρ(δAµF

A
νρ − δBµF

B
νρ + ∂ν(AµδAρ −BµδBρ))

− λ

4π

∫
M
d3x εµνρ(δAµF

B
νρ + δBµF

A
νρ + ∂ν(AµδBρ +BµδAρ)) ,

(4.4)

where FA
µν and FB

µν are the field strength tensors for Aµ and Bµ respectively. Requiring the

total derivative boundary term to vanish leads us to

k(AtδAϕ − AϕδAt −BtδBϕ +BϕδBt)− λ(AtδBϕ − AϕδBt +BtδAϕ −BϕδAt)
!
= 0 . (4.5)

Upon imposing (4.2), this is equivalent to the condition

k(γ2 + γ3) + λ(γ1 − γ4) = 0 . (4.6)

We can therefore replace, for example, γ4 in terms of the other γi in order for the boundary

term to vanish, and we will proceed to do this. It is interesting to note though that the

condition is also satisfied at the fine tuned point

k = −λ(γ1 − γ4)

γ2 + γ3
. (4.7)

The associated gauge constraints are

FA
ij = 0 =⇒ Ai = ∂iζre ,

FB
ij = 0 =⇒ Bi = ∂iζim , i ∈ (r, ϕ) ,

(4.8)

where ζ = ζre + iζim. Imposing the gauge and the gauge constraints on the action leads to

the edge-mode theory

Sedge =
1

4π

∫
dtdϕ (λγ3 − kγ1)(∂ϕζre)

2 + (kγ4 + λγ2)(∂ϕζim)
2 − 2λ∂tζre∂ϕζim

+ (k(γ3 − γ2) + λ(γ1 + γ4))∂ϕζre∂ϕζim + k(∂tζre∂ϕζre − ∂tζim∂ϕζim) . (4.9)

Plugging in the values (4.3), this becomes the edge-mode theory that we considered Section

3.3 of Chapter 3. The discrete symmetry of (4.1) is mapped to ζre ↔ ζim, k → −k, γ1 ↔ γ4
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and γ2 ↔ γ3 in the edge-mode theory. In terms of ζ and ζ̄, the action is

Sedge =
1

16π

∫
dtdϕ (λγ3 − kγ1)(∂ϕζ + ∂ϕζ̄)

2 − (kγ4 + λγ2)(∂ϕζ − ∂ϕζ̄)
2

− 2i(kγ3 + λγ1)((∂ϕζ)
2 − (∂ϕζ̄)

2) + 2(k + iλ)∂tζ∂ϕζ + 2(k − iλ)∂tζ̄∂ϕζ̄ . (4.10)

We can then express the fields in terms of the mode expansions

ζ(t, ϕ) =
1√
2π

∑
n∈Z/{0}

αn(t)e
inϕ ,

ζ̄(t, ϕ) =
1√
2π

∑
n∈Z/{0}

ᾱn(t)e
−inϕ ,

(4.11)

where αn = an + ibn, with an and bn real-valued. The Hamiltonian is then

Ĥ =
1

16π

∑
n∈Z/{0}

n2

[
(kγ1 − λγ3)(αnα−n + 2αnᾱn + ᾱnᾱ−n)

+ (kγ4 + λγ2)(αnα−n − 2αnᾱn + ᾱnᾱ−n) + 2i(kγ3 + λγ1)(αnα−n − ᾱnᾱ−n)

]
. (4.12)

Since the kinetic term in (4.10) is unchanged by the new boundary conditions, we can use the

same coordinate transformation as in (3.84) in the previous chapter to bring the Hamiltonian

to the form

Ĥ = −
√
k2 + λ2

32πλ

∑
n∈Z/{0}

n2

[
(γ2 + γ3)

√
k2 + λ2(Â+

n B̂
+
n + Â−

n B̂
−
n + Â+

n Â
−
n + B̂+

n B̂
−
n )

+ (k(γ2 + γ3) + 2λγ1)(B̂
+
n B̂

−
n − Â+

n Â
−
n ) + i(γ2 − γ3)λ(Â

+
n B̂

+
n − Â−

n B̂
−
n ))

]
, (4.13)

where the final term comes from a normal ordering ambiguity from using the commutators.

Note here that the Hamiltonian does not contain structures like Â+
n B̂

−
n or Â−

n B̂
+
n . The discrete

symmetry in these variables is

Â+
n ↔ iÂ−

n ,

B̂+
n ↔ −iB̂−

n ,

k → −k , γ1 ↔ γ4, γ2 ↔ γ3 .

(4.14)

If we take (4.3) for the γi in equation (4.13), the first term drops out and this reverts

back to the Hamiltonian that we considered in the previous chapter, which comprised of
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the remaining two terms. Therefore, we should investigate whether diagonalising these new

terms can produce an energy spectrum that is bounded from below, such that if we switch

off the remaining terms, we might have a sensible edge-mode theory.

4.2 Bogoliubov transformation

We will employ the Bogoliubov transformation to diagonalise the Hamiltonian. We will begin

by applying this technique, as reviewed in [206], for our original Hamiltonian from Section

3.3.

4.2.1 Original edge-mode theory

First, focus on the Hamiltonian (4.13) with (4.3):

Ĥ =

√
k2 + λ2

16π

∑
n∈Z/{0}

n2

[
υre(Â

+
n Â

−
n − B̂+

n B̂
−
n ) + iυim(Â

+
n B̂

+
n − Â−

n B̂
−
n ))

]
. (4.15)

In matrix form, this reads

Ĥ =

√
k2 + λ2

16π

∑
n∈Z/{0}

n2

2
(Â+

n B̂
−
n Â

−
n B̂

+
n )


υre iυim 0 0

−iυim −υre 0 0

0 0 υre −iυim
0 0 iυim −υre



Â−

n

B̂+
n

Â+
n

B̂−
n

 . (4.16)

We will take the transformation(
Â−

n

B̂+
n

)
=

(
u1 v1

v2 u2

)(
Ĉ−

n

D̂+
n

)
, (4.17)

where u1, u2, v1, v2 ∈ C. Given the commutation relations

[Â+
n , Â

−
n ] = [B̂+

n , B̂
−
n ] =

8π

n
√
k2 + λ2

, (4.18)

and imposing that

[Ĉ+
n , Ĉ

−
n ] = [D̂+

n , D̂
−
n ] =

8π

n
√
k2 + λ2

,

[Ĉ±
n , D̂

±
n ] = 0

(4.19)
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we have that

|ui|2 − |vi|2 = 1, i ∈ {1, 2} . (4.20)

In order to have [Â±
n , B̂

±
n ] = 0, we also require

v1u
∗
2 − u1v

∗
2 = 0 . (4.21)

We can therefore parametrise the matrix coefficients as

ui = eiθi cosh ri ,

vi = eiϕi sinh ri ,
(4.22)

with {θi, ϕi, ri} ∈ R. Then the condition (4.21) reads

tanh r1 e
i(ϕ1−θ2) = tanh r2 e

i(θ1−ϕ2) . (4.23)

Therefore, we must have

r1 = r2 , θ1 + θ2 = ϕ1 + ϕ2 + 2nπ , n ∈ Z . (4.24)

Focusing on the top left block of the Hamiltonian,

(
Ĉ+

n , D̂
−
n

)(u∗1 v∗2

v∗1 u∗2

)(
υre iυim

−iυim −υre

)(
u1 v1

v2 u2

)(
Ĉ−

n

D̂+
n

)
, (4.25)

and expanding out the matrices, we find that the off-diagonal terms are complex conjugates

of each other. After imposing (4.24), in order for the transformation to produce a diagonal

Hamiltonian we must have

e2iϕ1 sinh2 r = e2iθ2 cosh2 r . (4.26)

Thus,

ϕ1 = θ2, tanh2 r = 1 , (4.27)

which requires r → ∞. This solution is singular, and therefore our Hamiltonian represents

a system at an unstable equilibrium, which is reflected in the fact that the spectrum (3.91)

found in the previous chapter is unbounded from below.
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4.2.2 Diagonalising the new term

We may simplify our general Hamiltonian (4.13) to just comprise of the term not seen with

the previous choice of boundary conditions by choosing the coefficients

γ2 = γ3 ≡ γ , γ1 = −k
λ
γ . (4.28)

Then in matrix form, the Hamiltonian is

Ĥ = −(k2 + λ2)γ

32πλ

∑
n∈Z/{0}

n2(Â+
n B̂

−
n Â

−
n B̂

+
n )


1 1 0 0

1 1 0 0

0 0 1 1

0 0 1 1



Â−

n

B̂+
n

Â+
n

B̂−
n

 . (4.29)

We can attempt to diagonalise this term by taking the same transformation as in equation

(4.17), which requires us to again impose the constraints (4.22) and thus (4.24). Then by

following the same steps as before, we find that the condition required for the Hamiltonian

to be diagonal is

0 = eiθ2 sinh r + eiϕ1 cosh r . (4.30)

The solution of this is given by

tanh r = −ei(ϕ1−θ2) . (4.31)

Since r ∈ R, this can only be satisfied if tanh r = ±1, where r → ±∞. We see that this

solution is again singular, and hence does not represent a sensible Bogoliubov transformation.

The Hamiltonian (4.29) will also represent a system in an unstable equilibrium, and so

including this term in our theory does will not result in a bounded energy spectrum. We

have therefore shown that the edge-mode theory considered in Section 3.3 is, in fact, of the

most general form for our purposes, and that considering more general boundary conditions

for the disc does not provide a richer edge-mode theory.
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Conclusion

In this thesis we have delved into various approaches for characterising quantum physics in

de Sitter space, often by making use of the topological nature of low-dimensional gravity. In

Part I we found that in two-dimensional gravity, it is possible to have thermodynamically sta-

ble geometries that interpolate between de Sitter and anti-de Sitter regions. Specifically, for

geometries that interpolate to an asymptotically AdS boundary, we postulated the existence

of boundary theories whose microscopic degrees of freedom should describe the expanding

region in the interior holographically. We suggested two such possible dual theories; a matrix

model with a density of eigenstates that dips slightly downwards in comparison to the pure

AdS energy density, and an SYK-like theory that includes relevant deformations and, at least

näıvely, may have to be non-unitary [67, 131]. We then changed tact and investigated the

behaviour of correlation functions in a fixed de Sitter background, working for the most part

in two dimensions, but ultimately extending our results to general spacetime dimensions. We

showed that in order to reproduce the correct asymptotic form of the two-point function of

a massive scalar field, it is crucial to include saddles of complex length in the geodesic ap-

proximation. This became evident after analytically continuing the relevant geodesics from

the sphere and resulted in an oscillatory behaviour in the two-point function.

In Part II, we explored contributions to the entropy of the de Sitter horizon stemming from

topological entanglement entropy. We studied de Sitter in three dimensions, where the Eu-

clidean Chern-Simons path integral produces the exact, all-loop quantum corrected de Sitter

entropy. There ought to be an intrinsically Lorentzian Hilbert space interpretation for this

entropy as a counting of microscopic states. We proposed that this should take the form of

an edge-mode theory living close to the de Sitter horizon and found that, after complexifying

the contour of integration in the edge-mode theory, it was possible to reproduce the form of

the entropy in an Abelian toy model. Difficulty arises for the full three-dimensional gravity

theory due to the non-compactness of the gauge group. We then attempted to tame this

unboundedness by exploring more general boundary conditions for the near-horizon region,

but found that the theory considered was in fact of the most general type.
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Future directions

Having proposed dual matrix model theories to the interpolating geometries in two dimen-

sions, in the future it would be valuable to test these proposals. Recently, much interesting

work has been done on generalising the matrix model description to incorporate dilaton grav-

ity theories away from the pure AdS2 limit [85–87]. It would therefore be fruitful to try and

use such methods to pin down the precise form that the matrix model with density of states

(1.61) takes. Another way to test this duality would be to incorporate matter in the theory

and compare correlation functions of such matter in the bulk and boundary theories [88]. For

correlators in the bulk theory, one can use the geodesic approximation discussed in Chapter

2 to reduce the problem to one of computing geodesic lengths, and in the same way that we

saw for pure de Sitter, it will likely become crucial to include saddles of complex length in

order to do so. Ultimately, one would hope to isolate the de Sitter piece of the ultraviolet

theory, and it may be possible to do so by taking a TT -like deformation [78,79].

Furthermore, geodesics are not the only interesting extended extremal objects that are used in

holography. For instance, co-dimension 2 surfaces are related to entanglement entropy [207],

and co-dimension 1 (or zero), to holographic complexity [208,209]. It is reasonable to expect

the existence of complex surfaces in the context of de Sitter [101]; see also [137]. However,

it would be hard to interpret complex areas or volumes as measures of these naturally real

quantities. As we have seen, in the case of the two-point function, the complex geodesics

combine such that the final answer is real. It would be interesting to understand the more

general role that complex surfaces might play in holography. It may also be interesting to

study the role of complex geodesics in interacting quantum field theories in de Sitter, per-

haps along the lines of the Källen-Lehmann representation [210], or in other backgrounds

with positive cosmological constant, such as de Sitter black holes.

As previously mentioned, it has been advocated that the dual theory to de Sitter might

live on a stretched horizon [29, 30, 211]. The microscopic candidate theory is an SYK model

in a particular double-scaled limit [28, 212–214]. We computed correlation functions of bulk

scalar fields anchored at opposite stretched horizons in Section 2.4. The conclusion is that real

geodesics exist only up to some critical time tc, that depends on the position of the stretched

horizon. After this time, the correlator starts exhibiting oscillations, and the geodesic length

becomes complex. Using holography, we would expect the boundary theory to know about

this time scale. It looks hard to envision how a standard SYK model would incorporate this

scale. Other proposals relating non-Hermitian SYK models to de Sitter include [67,131,215].
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From the three-dimensional perspective, in future work it would be interesting to attempt

to converge on the full, non-Abelian three-dimensional gravity theory from the perspective

of a large-N limit. Chern-Simons theory with gauge group SU(N) describes higher spin

gravity and, upon taking a ’t Hooft limit with N → ∞ and large level, admits a description

in terms of a topological string theory [216]. Presumably, this must be related to a corre-

sponding Lorentzian picture by way of a large-N Wess-Zumino-Witten model with gauge

group SU(N)k. It has been suggested that this theory reduces to one consisting of free

fermions [217]. Therefore, one hopes this will provide another simplified environment in

which to study contributions to the de Sitter horizon entropy stemming from topological

entanglement entropy. Furthermore, given that JT gravity can be rewritten in the first or-

der formalism as a BF theory, which in turn can be found as a dimensional reduction from

Chern-Simons theory in three dimensions, it may be worthwhile to explore combining the 2D

and 3D perspectives described in this work. One can ask if there is a notion of topological

entanglement entropy in 2D gravity [218,219], and therefore whether it is possible to replicate

the setup explored in Part II in the lower dimensional theory. It would be interesting to use

such a setup to see if there might be an entanglement nature to the quantum entropy of the

de Sitter horizon in two dimensions as well.

One of the major motivations for pursing a quantum theory of de Sitter in low-dimensional

gravity was the hope that our findings would elucidate some features of the more physical,

four-dimensional theory. This could occur quite directly in the two-dimensional case, due

to the fact that the near-horizon limit of the Nariai black hole is dS2 × S2. Thus, if one

could successfully isolate the ultraviolet theory that describes dS2, then it may be possible

to use this to describe the microscopic degrees of freedom of the four-dimensional black hole

in de Sitter, at least in some limit. The influence of our three-dimensional results on the 4D

case may be somewhat more philosophical, in the sense that if it is possible to converge on a

Lorentzian edge-mode theory that correctly reproduces the exact Gibbons-Hawking entropy,

then this suggests that we should take seriously the proposal that the de Sitter horizon en-

tropy is counting microstates. We saw in three dimensions that entanglement entropy was

a key contribution to this entropy, stemming from the fact that we can rewrite gravity as

a gauge theory precisely in this case. However, diffeomorphisms act as gauge symmetries

in gravity in any dimensions, and so this implies that there should be some entanglement

nature of the entropy in higher dimensional theories as well.
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Appendix A

Thermodynamics of finite boundary

geometries

In this appendix we consider pure JT gravity and the dilaton-gravity model arising from

the dimensional reduction of four-dimensional Einstein gravity in the presence of a Dirichlet

boundary.

A.1 AdS2 JT gravity

The dilaton potential that gives rise to an AdS2 geometry is V (ϕ) = 2ϕ. We can see that

this potential results in the Euclidean AdS2 black hole metric (which is the Poincaré disc)

by using equation (1.10):

ds2

ℓ2
= (r2 − r2h)dτ

2 +
dr2

(r2 − r2h)
, r ∈ [rh,∞) , (A.1)

where rh > 0 and τ ∼ τ + β. The on-shell action is

logZAdS2 = 2πϕ0 + β ϕ2
b , (A.2)

with the Euclidean time periodicity β = 2π/rh. The Tolman temperature is

βT =
2π

ϕh

√
r2b − ϕ2

h , (A.3)

where, as previously, ϕh = rh. One thus finds [220]

−βTFAdS2 = 2πϕ0 + ϕb

√
4π2 + β2

T . (A.4)
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Using the expressions (1.17), (1.18), and (1.19), we find the following thermodynamic quan-

tities

EAdS2 = −
√
ϕ2
b − ϕ2

h , SAdS2 = 2πϕ0 + 2πϕh , CAdS2 =
4π2ϕb β

2
T

(β2
T + 4π2)

3/2
. (A.5)

We note that CAdS2 is manifestly positive since ϕb > 0. If we take ϕb ≫ 1, we find the leading

order expressions

E∞ = −ϕb +
2π2

ϕbβ2
, S∞ = 2πϕ0 +

4π2

β
, C∞ =

4π2

β
, (A.6)

in agreement with the known expressions (see, for example, [119]) for asymptotically near-

AdS2, up to a physically inconsequential shift in E∞. We note that in this limit thermody-

namical variations are with respect to β which is defined entirely at the horizon.

A.2 Schwarzschild dilaton gravity

The dilaton potential that appears in the dimensional reduction of the four-dimensional

Schwarzschild solution is [221]

V (ϕ) =
1

2
√
ϕ
, ϕ ≥ 0 . (A.7)

Using (1.10) we find the two-dimensional Euclidean metric

ds2

ℓ2
= (

√
r −

√
rh) dτ

2 +
dr2

(
√
r −√

rh)
. (A.8)

The on-shell Euclidean action yields

logZflat = 2πϕ0 + β

(√
ϕb −

3

4

√
ϕh

)
, (A.9)

where β = 8π
√
rh is the periodicity in Euclidean time and ϕh = rh. The Tolman temperature

is

βT = 8π
√
ϕh

√√
rb −

√
ϕh . (A.10)
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The thermodynamic properties of Schwarzschild in two dimensions with a finite boundary

are found to be

Eflat = −
√√

ϕb −
√
ϕh , Sflat = 2π (ϕ0 + ϕh) , Cflat =

8πϕh(
√
ϕb −

√
ϕh)

3
√
ϕh − 2

√
ϕb

. (A.11)

Here we see further evidence of a finite boundary resulting in a transition from positive to

negative heat capacity. Since ϕb > ϕh > 0, the numerator of Cflat in (A.11) is always positive,

but the sign of the denominator depends on the location of the wall with respect to ϕh. This

is the phenomenon observed by York for Schwarzschild black holes in a Dirichlet box [72,84].
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Appendix B

Double interpolating geometry with

finite boundary

In this appendix, we consider the Dirichlet problem, with βT and ϕb fixed, for the dilaton-

gravity theory with potential (1.55).

For ϕb > 0, the temperatures of each saddle are

β1
T =

4π

|2ϕ1 + ϕ̃− 4x|

√
r2b + ϕ̃ rb − 2x2 + ϕ1(4x− ϕ1 − ϕ̃) , (B.1)

β2
T =

4π

|ϕ̃− 2ϕ2|

√
r2b + ϕ2

2 + ϕ̃(rb − ϕ2) , (B.2)

β3
T =

4π

|ϕ̃+ 2ϕ3|

√
r2b − ϕ2

3 + ϕ̃(rb − ϕ3) . (B.3)

Case 1: ϕ̃ ≥ 0

We require ϕb > 0 in order to have a geometry containing the full, double interpolating

solution (1.56). The free energy of the first saddle at ϕ1 is

−βTF1 = 2π

(
ϕ0 + 2x− ϕ̃

2

)
+

1

2

√
(β2

T + 4π2)
(
(2ϕb + ϕ̃)2 + 8x2 − 8xϕ̃

)
. (B.4)

The properties of the second and third saddles have been described in Section 1.3.2, with

their free energies given by (1.48) and (1.46) respectively. From equation (1.19), the heat
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capacity of the double interpolating saddle is

C1 =
2π2β2

T

√
(2ϕb + ϕ̃)2 + 8x2 − 8xϕ̃

(β2
T + 4π2)3/2

> 0 , (B.5)

and hence the saddle is stable, similarly to the case with an asymptotic AdS2 boundary. The

heat capacity of the second saddle C2 will be either (1.49) or (1.50) depending on the ranges

of βT and ϕb as described in Section 1.3.2. The third saddle C3 will have specific heat (1.47).

First take the case 4π
ϕ̃

√
ϕb(ϕb + ϕ̃) ≥ βT ≥ 2π and ϕb ≥ χ− such that the second saddle

has heat capacity (1.49) and is unstable. Then comparing the free energies of the first and

third saddle we find

∆F = F3 − F1

=
1

2βT

(
8πx−

√
β2
T + 4π2

(
2ϕb + ϕ̃

)
+

√
(β2

T + 4π2)
(
(2ϕb + ϕ̃)2 + 8x2 − 8xϕ̃

))
. (B.6)

This can either be positive or negative depending on the range of x. The difference is positive

if

x <
1

β2
T − 4π2

(
(β2

T + 4π2)ϕ̃− 2π

√
(β2

T + 4π2)(4ϕ2
b + 4ϕbϕ̃+ ϕ̃2)

)
, (B.7)

and negative otherwise. For example, take ϕ̃ = 1, ϕb = 1 and βT = 4π to satisfy the condi-

tions on ϕb and βT . Then if x < 5
3
−

√
5 then (B.6) will be positive and otherwise it will be

negative. Thus, for certain temperatures, the double interpolating saddle will be dominant.

When instead we take 4π
ϕ̃

√
ϕb(ϕb + ϕ̃) < βT < 2π and ϕb < χ−, we have a stable saddle

at ϕ2 and no longer have a saddle at ϕ3. In this case the difference in free energies is

∆F = F2 − F1 =
1

2βT

(
4π(2x− ϕ̃)+√

(β2
T + 4π2)(8x2 − 8xϕ̃+ (2ϕb + ϕ̃)2) +

√
(4π2 − β2

T )(ϕ̃
2 − 4ϕbϕ̃− 4ϕ2

b)

)
, (B.8)

which is negative for this range of βT . Therefore, the interpolating saddle will dominate over

the double interpolating one.
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Case 2: ϕ̃ < 0

In this case, the free energy and heat capacity will still be given by (B.4) and (B.5) respec-

tively. To ensure that these expressions are real, we must have (2ϕb + ϕ̃)2 > 8x(ϕ̃ − x). As

in the case ϕ̃ < 0 in Section 1.3.2, the change in sign of ϕ̃ restricts the possible ranges of βT .

Again, the first case is when
√
2π
∣∣∣2ϕb+ϕ̃

ϕ̃

∣∣∣ ≥ βT ≥ 2π and ϕb ≥ −χ+ where the ϕ2 saddle is

again unstable. The difference between the free energies of the third and first saddle is (B.6).

For ϕ̃ < 0 this can again be either positive if the condition (B.7) is satisfied, or negative

otherwise.

If instead,
√
2π
∣∣∣2ϕb+ϕ̃

ϕ̃

∣∣∣ < βT < 2π and |ϕ̃|/2 < ϕb < −χ+, then all three saddles at ϕ1,

ϕ2 and ϕ3 are stable. As seen in equation (1.53), in this case the AdS2 saddle at ϕ3 is ther-

modynamically favoured over the interpolating one at ϕ2. The difference in the free energies

between ϕ3 and ϕ1 is again given by (B.6), which in this case will be negative, and so the

AdS2 saddle at ϕ3 is favoured. However, if 0 < ϕb < |ϕ̃|/2 then there is no ϕ3 saddle and the

difference between the ϕ1 and ϕ2 saddles is given by (B.8), which again is negative under the

assumptions we have here. Therefore, the interpolating saddle will again dominate over the

double interpolating one.
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Appendix C

WKB approximation

The Klein-Gordon equation as a function of P ≡ PX,Y can be solved systematically, order by

order in the large mass expansion, through a WKB approach. A similar procedure is followed

in Appendix B of [222] for the case of timelike geodesics in AdS.

To start, we recall here equation (2.5),

(1− P 2)∂2PG(P )− dP∂PG(P )−m2ℓ2G(P ) = 0 . (C.1)

We take the ansatz,

G(P ) ∝ exp (−mℓX(P )) , (C.2)

where X is assumed to be independent of m. At leading order in the large mass limit, it

satisfies the equation, (
P 2 − 1

)
X ′(P )2 + 1 = 0 . (C.3)

This equation is solved by

X
(1)
± (P ) = c

(1)
± ± arccosP , forP < −1 , (C.4)

X
(2)
± (P ) = c

(2)
± ± arccosP , for − 1 < P < 1 , (C.5)

X
(3)
± (P ) = c

(3)
± ± arccosP , forP > 1 . (C.6)

The six constants c
(i)
± will be fixed later. To next order, we add functions A

(i)
± (P ), such that

now,

G(j)(P ) = mα
∑
i=±

A
(j)
i (P ) exp

(
−mℓX(j)

i (P )
)
, (C.7)
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where α is an arbitrary constant, and we again assume that the functions A
(i)
± (P ) are inde-

pendent of m. Plugging this back in the Klein-Gordon equation, we obtain

(d− 1)PA
(j)
i + 2

(
P 2 − 1

)
∂PA

(j)
i = 0 , (C.8)

which is solved by

A
(j)
i (P ) = a

(j)
i (1− P 2)

1−d
4 , (C.9)

where a
(j)
i are constant factors. Although a

(j)
i and c

(i)
± are a priori not independent, they

represent multiplicative factors with different powers of m, and thus they have to be treated

separately. The general solution we obtain for the propagator at this order is given by

G(j)(P ) =
mα

(1− P 2)
d−1
4

[
a
(j)
+ e−mℓ(c

(j)
+ +arccosP ) + a

(j)
− e−mℓ(c

(j)
− −arccosP )

]
. (C.10)

The solutions (C.4)-(C.6) break down near P = ±1 when 1− P 2 ∼ (mℓ)−2. In order to con-

nect the solutions in the three disjoint domains, we need to solve (C.1) exactly near P = ±1

and then match the solution to the adjacent WKB solutions.

Let us start with P = −1. In the vicinity of this point, (C.1) simplifies to

2(P + 1)∂2PG(P ) + d∂PG(P )−m2ℓ2G(P ) = 0 , (C.11)

which is solved by

G(P ) = (P + 1)
2−d
4

[
aI d

2
−1

(
mℓ

√
2P + 2

)
+ bK d

2
−1

(
mℓ

√
2P + 2

)]
, (C.12)

where a and b are two constants and I and K are modified Bessel functions. In order to

recover (2.16), we need to set

a = 2
1
2
− 3d

4

(
πℓ

m

)1− d
2

e−mℓπ , b = 0 . (C.13)

This completely fixes the form of the correlator. We now proceed to match this locally exact

solution to the WKB solutions in (C.4)-(C.5). For P < −1 taking the large-m limit of (C.12)

gives

G(P ) = −2
3
4
(1−d)m

d−3
2 (πℓ)

1−d
2 e−mℓπ(−1− P )

1−d
4 sin

(
mℓ

√
−2− 2P − π(d+ 1)

4

)
. (C.14)
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Using arccosP ≈ π−i
√
2
√
−1− P , (C.4) can be matched to (C.14). This fixes the constants

to be

α =
d− 3

2
, a

(1)
− = id−12−

d+1
2 (πℓ)

1−d
2 , a

(1)
+ = 2−

d+1
2 (πℓ)

1−d
2 , c

(1)
− = 2π , c

(1)
+ = 0 .

Plugging these back into (C.4), we obtain the simple expression

G(1)(P ) = m
d−3
2 (2πℓ)

1−d
2 Re

[
e−mℓ arccosP

(1− P 2)
d−1
4

]
, valid for P < −1 . (C.15)

This expression recovers (2.14), which has been obtained from a large-m limit of the exact

(hypergeometric) solution to (C.1). Similarly, for P > −1 taking the large-m limit of (C.12)

gives

G(P ) = 2−
3d+1

4 m
d−3
2 (πℓ)

1−d
2 (1 + P )

1−d
4 emℓ

√
2+2P−mℓπ . (C.16)

Using arccosP ≈ π−
√
2
√
P + 1, this can be matched to the solution in (C.5) with the plus

sign,

a
(2)
− = 0 , a

(2)
+ = 2−

d+1
2 (πℓ)

1−d
2 , c

(2)
+ = 0 .

Note that the only difference compared to the P < −1 solution is that the X− component

is exponentially suppressed and therefore no longer present. The WKB solution to the

correlator becomes

G(2)(P ) =
1

2
×m

d−3
2 (2πℓ)

1−d
2
e−mℓ arccosP

(1− P 2)
d−1
4

, valid for − 1 < P < 1 . (C.17)

The expression recovers (2.15). In order to connect the solution in the middle domain to that

in P > 1, we need to investigate the P ≈ 1 region. Here we have the locally exact solution

G(P ) = (1− P )
2−d
4

[
ãI d

2
−1

(
mℓ

√
2− 2P

)
+ b̃K d

2
−1

(
mℓ

√
2− 2P

)]
. (C.18)

Matching it to (C.17) fixes the constants

ã = 0 , b̃ = 2
1
2
− 3d

4

(
ℓ

m

)1− d
2

π− d
2 . (C.19)

These coefficients can also be independently verified by matching (C.18) to the flat space

short distance singularity (2.8), and using the asymptotic expansion of the modified Bessel
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K function,

K d
2
−1 (z) ∼


− log

(z
2

)
+ Γ′(1) d = 2 ,

Γ
(
d
2
− 1
)

2

(
2

z

) d
2
−1

d > 2 ,

(C.20)

which is valid for for 0 < |z| ≪
√

d
2
. The d = 2 case reproduces (2.9) up to an overall

additive constant. We note that matching (C.18) to (C.6) implies that (C.17) remains valid

in the P > 1 region,

G(3)(P ) = G(2)(P ) , valid for P > 1 . (C.21)

Finally, note that in this WKB approximation the equation is solved order-by-order in m,

and so this method validates the subtle limit of the hypergeometric function that we took in

the main text.
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Appendix D

Quantum mechanical path integral

In this appendix, we would like to evaluate the following (Euclidean) path integral,

Z(Φ0,ΦN) =

∫ δΘ(ΦN )=0

δΘ(Φ0)=0

DδΘexp

(
−m

∫ ΦN

Φ0

dΦL(Φ, δΘ, δΘ̇)

)
, (D.1)

for a generic quadratic Lagrangian of the form

L(Φ, δΘ, δΘ̇) =
ℓ

2

(
δΘ̇2 + α(Φ)δΘ2

)
, (D.2)

with α(Φ) an arbitrary function of Φ. This path integral is the quadratic correction to the

saddle-point solution, and so we want the fluctuations to vanish at the endpoints. This is a

textbook path integral that can be solved by discretising the Φ interval, see for instance [223].

By definition, we would like to compute

Z(Φ0,ΦN) = lim
N→∞

(
mℓ

2π∆Φ

)N/2

∫
dδΘ1 · · ·

∫
dδΘN−1 exp

(
−mℓ∆Φ

N−1∑
j=0

(
(δΘj+1 − δΘj)

2

2∆Φ2
+
αj

2
δΘ2

j

))
, (D.3)

where Φj = Φ0 + j∆Φ and αj = α(Φj). The exponent in this equation can be written in a

quadratic form,(
−mℓ∆Φ

N−1∑
j=0

(
(δΘj+1 − δΘj)

2

2∆Φ2
+
αj

2
δΘ2

j

))
= −

N−1∑
j,k=1

δΘj ajk δΘk , (D.4)
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where ajk are the matrix elements of the following (N − 1)× (N − 1) matrix,

(ajk) =
mℓ

2∆Φ



2 −1 0 . . . 0 0

−1 2 −1 . . . 0 0

0 −1 2 . . . 0 0
...

...
...

. . .
...

...

0 0 0 . . . 2 −1

0 0 0 . . . −1 2


+
mℓ∆Φ

2



α1 0 0 . . . 0 0

0 α2 0 . . . 0 0

0 0 α3 . . . 0 0
...

...
...

. . .
...

...

0 0 0 . . . αN−2 0

0 0 0 . . . 0 αN−1


.

(D.5)

If det(ajk) ̸= 0, then we can do the multiple Gaussian integrals to obtain,

Z(Φ0,ΦN) = lim
N→∞

(
mℓ

2π∆Φ

)N/2(
πN−1

det ajk

)1/2

= lim
N→∞

(
mℓ

2π

1

∆Φ
(
2∆Φ
mℓ

)N−1
det ajk

)1/2

.

(D.6)

It is convenient to define the following function,

f(Φ0,ΦN) ≡ lim
N→∞

(
∆Φ

(
2∆Φ

mℓ

)N−1

det ajk

)
. (D.7)

In order to take the N → ∞ limit, we first define the discrete determinant,

DN−1 ≡
(
2∆Φ

mℓ

)N−1

det ajk

=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

2 + ∆Φ2α1 −1 0 . . . 0 0

−1 2 + ∆Φ2α2 −1 . . . 0 0

0 −1 2 + ∆Φ2α3 . . . 0 0
...

...
...

. . .
...

...

0 0 0 . . . 2 + ∆Φ2αN−2 −1

0 0 0 . . . −1 2 + ∆Φ2αN−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.

(D.8)

Now we assume that the dimension of the matrix is variable, so n = N − 1 can vary. We

take the determinant using the last column to obtain the following recursion relation,

Dn =
(
2 + ∆Φ2αn

)
Dn−1 −Dn−2 . (D.9)
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The first two determinants are given by D1 = 2 + ∆Φ2α1 and D2 = 3 + 2∆Φ2(α1 + α2) +

∆Φ4α1α2. Using these along with (D.9), we can analytically continue the discrete determinant

to n ∈ Z≤0, finding, for example, D0 = 1 and D−1 = 0. Rewriting the recursion relation in a

more suggestive way, we obtain

Dn+1 − 2Dn +Dn−1

∆Φ2
= αn+1Dn . (D.10)

But now we are interested in the continuum limit of this expression, where ∆Φ → 0 (or

N → ∞), so we may interpret the above recursion relation as a second order differential

equation in the variable Φ = N∆Φ+ Φ0. Note that the extra factor of ∆Φ in (D.7) cancels

since the above equation is linear in D. We then get,

d2f(Φ0,Φ)

dΦ2
= α(Φ)f(Φ0,Φ) . (D.11)

The boundary conditions D0 = 1 and D−1 = 0 give,

f(Φ0,Φ0) = lim
N→∞

∆ΦD−1 = 0 , (D.12)

df(Φ0,Φ)

dΦ

∣∣∣∣
Φ=Φ0

= lim
N→∞

∆Φ
(D0 −D−1)

∆Φ
= 1 . (D.13)

Now that we have f , we can go back to (D.6) to find the final result for the path integral,

which reads

Z(Φ0,ΦN) =

√
mℓ

2πf(Φ0,ΦN)
. (D.14)

In Chapter 2 we had α(Φ) = −1, so we get f(Φ0,ΦN) = sin(ΦN − Φ0). This is the result we

used in the main text to compute the first correction to the geodesic length, see (2.42).
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Appendix E

Geodesic equation in higher

dimensions

Here we show that the geodesic equations for the d-dimensional sphere are solved by Θi = 0.

The metric of dSd can be written compactly as

ds2

ℓ2
=

d∑
a=1

(
a−1∏
m=1

cos2Θm

)
dΘ2

a , (E.1)

where −π
2
≤ Θi ≤ π

2
for 1 ≤ i < d − 1 and 0 ≤ Θd < 2π with Θd ≡ Φ. As in the two-

dimensional case, we can use Φ to parameterise the geodesic so that it will follow a path

(Θ1(Φ), · · · ,Θd−1(Φ)), that extremises the length functional,

L̃d = ℓ

∫
dΦ

√√√√ d∑
a=1

(
a−1∏
m=1

cos2Θm

)
Θ̇2

a , (E.2)

where again the dot represents a derivative with respect to Φ ≡ Θd, so that Θ̇d = 1. The

Euler-Lagrange equations are
∂L
∂Θi

− d

dΦ

(
∂L
∂Θ̇i

)
= 0 , (E.3)

where L is the integrand of (E.2). We find that

∂L
∂Θ̇i

=
Θ̇i

L

i−1∏
m=1

cos2Θm ,

∂L
∂Θ i

= −sinΘi cosΘi

L

(
i−1∏
n=1

cos2Θn

)(
d∑

a=i+1

(
a−1∏

m=i+1

cos2Θm

)
Θ̇2

a

)
.

(E.4)
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with i = 1, . . . , d− 1. It can be shown that

d

dΦ

(
∂L
∂Θ̇i

)
=

(
Θ̈i

L
− Θ̇i

L2

dL
dΦ

− 2Θ̇i

L

i−1∑
j=1

tanΘjΘ̇j

)
i−1∏
n=1

cos2Θn . (E.5)

The equation of motion will therefore have an overall factor of
∏i−1

n=1 cos
2Θn. We will choose

the endpoints of the geodesics to lie at Θi(Φ1) = 0 and Θi(Φ2) = 0 for all i = 1, . . . , d − 1.

Therefore, although it appears that Θi = ±π
2
would solve the equation of motion for i =

2, . . . d − 1, this solution does not obey the boundary conditions and so we neglect it. For

i = 1 this product evaluates to 1, and so we can focus on the equation without this overall

factor. Therefore, the equation of motion is

(
sinΘi cosΘi

(
d∑

a=i+1

(
a−1∏

m=i+1

cos2Θm

)
Θ̇2

a

)
+Θ̈i−

Θ̇i

L
dL
dΦ

−2Θ̇i

i−1∑
j=1

tanΘjΘ̇j

)
= 0 , (E.6)

where
dL
dΦ

=
∂L
∂Θ̇i

Θ̈i +
∂L
∂Θ i

Θ̇i , (E.7)

with the various terms above defined in equation (E.4). Therefore, we can see that Θi = 0,

for i = 1, . . . d− 1 is a solution to equation (E.6).
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Appendix F

Details on the stretched horizon

To find the geodesics between complimentary stretched horizons, it is useful to relate the

global (5) and static coordinates (8) in embedding space. These are related to the three-

dimensional Minkowski coordinates by

X0 = ℓ sinhT = ℓ
√
1− r2 sinh t ,

X1 = ℓ cosφ coshT = ℓr , (F.1)

X2 = ℓ sinφ coshT = ℓ
√
1− r2 cosh t .

Rearranging, we can write the global coordinates in terms of the static ones as

T (r, t) = arcsinh
(√

1− r2 sinh t
)
, (F.2)

φ(r, t) = arccos

(
r√

cosh2 t− r2 sinh2 t

)
. (F.3)

It is clear from this that the points opposite each other with a fixed r = rst will have the

same T0 and their angles will be at φ0 and −φ0. This gives the de Sitter invariant distance

written in the main text,

P st
X,Y =

1

ℓ2
[
−(X0)

2 + (X1)
2 − (X2)

2
]
=
(
r2st − 1

)
cosh 2t+ r2st . (F.4)

We can also recover the critical time from geometric arguments. Starting from t = 0 and

increasing in time, note that there are two final geodesics at a time |t| = tc that are almost

null. After this, there are no more real geodesics. Let us compute PX,Y for the endpoints of

the final geodesics. Recall that in d = 2 the full Penrose diagram is two copies of the usual

square. If we call Y the point on the right of the Penrose diagram, it is easy to see that its
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antipodal point Ȳ will be outside the Penrose diagram and will be null separated to X, the

left endpoint of the geodesic, see Figure F.1. If X is null separated from the antipodal point

of Y , then the last geodesics have PX,Y = −1. To compute tc we just need to use the metric

in static coordinates (7), and find a null ray that passes through the point (r = 0, t = 0).

That ray intersects r = rst at exactly the tc given by (2.57). So, we have recovered this time

scale from a geometric point of view.

Figure F.1: Illustration of the null rays involved in fixing the critical static time tc, after which
symmetric geodesics between the two stretched horizons do not exist anymore.
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Appendix G

Chern-Simons determinant on S3

In this appendix, we consider the determinant that stems from the quadratic part of Chern-

Simons theory on S3. We first recall that the canonical mass dimension of Aµ(x) is zero, as is

the mass dimension for the gauge parameter α(x). We define the normalisation of our path

integration measures to be

1 ≡
∫

Dα e−ℓ−3
uv

∫
d3x

√
gα(x)2/2 , (G.1)

1 ≡
∫

DAT
µ e

−ℓ−1
uv

∫
d3x

√
ggµνAT

ν (x)AT
µ (x)/2 , (G.2)

1 ≡
∫

Dc̄Dc eℓ
−2
uv

∫
d3x

√
gc̄(x)c(x) , (G.3)

where ∇µAT
µ (x) = 0 and α(x) is a real scalar, while c̄(x) and c(x) are Grassmann valued

fields. To render the exponents dimensionless, we multiply by the appropriate powers of the

UV cutoff length scale ℓuv = 1/Λuv. In fixing the above normalisation, we fix any ultraviolet

ambiguities stemming from field rescalings. The fields can be expanded in a complete basis

of eigenfunctions of the Laplacian on the round three-sphere. For instance,

α(x) =
∑
l

αlϕl(x) , −∇2ϕl = ξlϕl ,

∫
d3x

√
gϕl(x)ϕl′(x) = δll′ , (G.4)

such that mass dimension of αl is −3/2. Following similar steps for the other fields, we obtain

the following path integration measures

Dα ≡
∏
l

Λ3/2
uv

dαl√
2π

, Dc̄Dc ≡
∏′

l
Λ−2

uv dc̄ldcl , DAT
µ ≡

∏
l

Λ1/2
uv

dAl√
2π

. (G.5)
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With the above definitions of the path integration measures, and the Chern-Simons action

normalised as

SCS =
1

2

∫
d3x εµνρAµ∂νAρ , (G.6)

we can proceed via the Fadeev-Popov gauge fixing procedure. We take the metric on S3 to

be

ds2 = ℓ2
(
dθ2 + sin2 θdΩ2

2

)
, (G.7)

with volume volS3 = 2π2ℓ3. Working in the Lorenz gauge ∇µA
µ = 0, one finds

|ZU(1)k [S
3]| =

√
2π

k
×

√
2π(volS3Λ3

uv)
−1/2

volU(1)
×

√
det′[−∇2/Λ2

uv]

det[LL†/Λ2
uv]

1/2
, (G.8)

where volU(1) = 2π. The term
√
2π(volS3Λ3

uv)
−1/2/volU(1) follows from the zero-mode

contribution dα0. It originates from the residual part of the gauge group volume that is not

cancelled by the Lorenz gauge.

After the dust settles, we are left to evaluate the following ratio of functional determinants

r2 =
det′ (−∇2/Λ2

uv)√
detLL†/Λ2

uv

, (G.9)

where the Laplacian −∇2 acts on scalar functions on S3 and LL† acts on transverse vector

fields on S3. The prime indicates we are dropping the zero mode of −∇2. The respective

spectra are well known [224]. For the scalar Laplacian we have

λn =
1

ℓ2
× n(n+ 2) , dn = (n+ 1)2 , n = 0, 1, . . . (G.10)

For the LL† operator, the eigenvalues and degeneracies are given by

λn =
1

ℓ2
× (n+ 1)2 , dn = 2n(n+ 2) , n = 1, 2, . . . (G.11)

Using a heat kernel regularisation,1 we have that

− log det′
(
−∇2

Λ2
uv

)
=

∞∑
n=1

(n+ 1)2
∫ ∞

0

dτ

τ
e−

ε2

4τ e−τn(n+2) , (G.12)

1For a ζ-function regularisation scheme, see [225].
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where the dimensionless cutoff parameter is taken to be ε ≡ 2e−γ/ℓΛuv with γ being the

Euler constant. It is convenient to rewrite the above in the following form

− log det′
(
−∇2

Λ2
uv

)
=

∫
C

du√
u2 + ε2

e−i
√
u2+ε2

(
1 + eiu

1− eiu
eiu

(1− eiu)2
− eiu

)
. (G.13)

The contour C = R + iδ is parallel to the real axis but has a small positive imaginary part

0 < δ < ε. We can deform the contour to go down the branch cut from the left and up from

the right. We find

− log det′
(
−∇2

Λ2
uv

)
=

∫ ∞

ε

dt√
t2 − ε2

(
1 + e−t

1− e−t

e−t

(1− e−t)2
− e−t

)(
e
√
t2−ε2 + e−

√
t2−ε2

)
.

(G.14)

Similar considerations lead to

−1

2
log detLL† = 2

∫ ∞

ε

dt√
t2 − ε2

3e−2t − e−3t

(1− e−t)3
. (G.15)

The ultraviolet behaviour is encoded in the small-t regime of the integrands. Setting ε = 0 in

the integrand and performing a small-t expansion we find that there is no ∼ 1/ε3 divergence,

and moreover that the leading divergence goes as ∼ 1/ε. There is also a logarithmic ∼ log ε

divergence. Since we are in odd dimensions there should be no logarithmic divergences

contributing to logZ[S3]. Recalling the expression (G.8) we see that this is indeed the case

once we take into account the overall factor ℓ
−3/2
uv . Evaluating the t-integral in the heat kernel

regularisation in the small-ε limit leads to

log r2 = −3π

2ε
− 3 log

eγε

2
+ log 2π2 = −3π

2ε
+ 3 log ℓΛuv + log 2π2 . (G.16)

Combining the above with (G.8) and recalling that volS3 = 2π2ℓ3, we find

|ZU(1)k(S
3)| =

√
1

k
e−

3π
4ε . (G.17)

A similar picture holds for Chern-Simons theories with more general gauge group in the

perturbative, large k regime. The coefficient of the 1/ε term in (G.17) can be tuned by

adding a local background dependent term

Sb = Λb

∫
d3x

√
gR = 12π2ℓΛb , (G.18)
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where we recall that R = 6/ℓ2. For the particular choice Λb = −eγΛuv/32π we can set the

divergent term to zero.

As a final remark, we note that the choices of normalisation (G.1) serve another physical

purpose, namely to set the partition function of the theory on S1 × S2 equal to unity (up

to 1/ε divergences, which can be absorbed into local counterterms). This agrees well with

the fact that Chern Simons theory quantised on a spatial S2 has a unique state with van-

ishing energy. To compute the partition function in this case, one must take into account

the non-trivial moduli space of flat connections due to the presence of a non-contractible

cycle [226]. The volume of this moduli space is crucial to cancel the k dependence of the

partition function.
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Appendix H

Euclidean path-integral of Abelian

edge-mode theory

Here we provide a derivation of the thermal partition function (3.48) from the Euclidean path

integral. We must Wick rotate the edge-mode theory (3.38) to Euclidean signature by taking

t = −iξ and imposing the thermal periodicity condition ξ ∼ ξ + βT . Notice that although

the original Chern-Simons theory, being topological, is insensitive to the signature of space-

time, the edge-mode theory can sense it. The reason for this is that from the gauge theory

perspective we should also continue At = iAξ when continuing t = −iξ. This would violate

the reality conditions of the gauge-fixing condition (3.21) unless we also continue υ = −iυE.
If we also analytically continue υ, the edge-mode theory would remain unchanged, and hence

unaware of the underlying signature. For the purposes of computing the thermal partition

function, we keep υ unchanged upon continuation to Euclidean signature.

It is convenient to expand the non-winding sector in a Fourier basis

ζ(ξ, φ) =
1√
2π

∑
(m,n)∈Z2

e2πmiξ/βT+inφζm,n , (H.1)

with ζ̄m,n = ζ−m,−n. Performing the Gaussian path integral over the non-winding sector, we

are led to evaluate

Znon-winding[βT ] = N
∞∏

m,n=1

1

1 + (βTυn/2πm)2
. (H.2)

We will be rather cavalier about the overall normalisation N as we can determine it by impos-

ing that there is a unique vacuum state and hence limβT→∞ (1− βT∂βT
) logZnon-winding[βT ] =
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0. Using the infinite product representation of sinh z, we can express the above as

Znon-winding[βT ] = e−βT υϵ0 × eβT υ/24

∞∏
n=1

1

1− e−βT υn
=
e−βT υϵ0

η(q)
, (H.3)

where we have absorbed any divergences of the overall energy scale into ϵ0 and q = e−υβT . If

we further incorporate the winding mode sector wrapping the φ cycle, we get an additional

contribution given by

Zwinding[βT ] =
∑
n∈Z

e−kυβTn2/2 = ϑ3(0, q
k/2) . (H.4)

Combining the two, we find agreement with (3.48).
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Appendix I

Lorentzian edge-mode Hamiltonian

In this appendix, we show how the Lorentzian edge-mode Hamiltonian reduces to that of

a conformal quantum mechanics. We start with the Hamiltonian in the form (3.86). Since

the modes carrying fixed momentum n on the circle decouple, it is sufficient to study the

Hamiltonian of a single mode number n:

Q̂(n)
t =

√
k2 + λ2

8π
n2
(
υre

(
Â+

n Â
−
n − B̂+

n B̂
−
n

)
+ iυim

(
Â+

n B̂
+
n − Â−

n B̂
−
n

))
. (I.1)

where Q̂t =
1
2

∑
n Q̂

(n)
t . We represent the raising and lowering operators as

Â±
n =

(
4π

n
√
k2 + λ2

)1/2(
xn ±

d

dxn

)
, B̂±

n =

(
4π

n
√
k2 + λ2

)1/2(
yn ±

d

dyn

)
. (I.2)

In these new coordinates, the Hamiltonian is

Q̂(n)
t =

n

2

[
υre

(
−
(

d

dxn

)2

+

(
d

dyn

)2

+ x2n − y2n

)
+ 2iυim

(
xn

d

dyn
+ yn

d

dxn

)]
. (I.3)

We then make the following change of coordinates:

xn = wn cosh tn, yn = wn sinh tn , (tn, wn) ∈ R2 , (I.4)

covering the region |x| > |y|, shown in Figure I.1. In terms of (wn, tn), our Hamiltonian is

Q̂(n)
t =

n

2

[
υre

(
− d2

dw2
n

− 1

wn

d

dwn

+
1

w2
n

d2

dt2n
+ w2

n

)
+ 2iυim

d

dtn

]
. (I.5)
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For |x| < |y| the Hamiltonian is given by

Q̂(n)
t = −n

2

[
υre

(
− d2

dw2
n

− 1

wn

d

dwn

+
1

w2
n

d2

dt2n
+ w2

n

)
+ 2iυim

d

dtn

]
. (I.6)

We can then find the Schrödinger equation for each mode. By expanding the wavefunction

in a Fourier basis as

Ψ(wn, tn) =

∫
R

dpn
2π

ψn(wn)e
ipntn , pn ∈ R , (I.7)

and taking |x| > |y|, we find

1

2

(
− d2

dw2
n

− 1

wn

d

dwn

− p2n
w2

n

+ w2
n

)
ψn =

1

υre

(
En

n
+ υimpn

)
ψn. (I.8)

To get this in the Shrödinger form, we then make the substitution ψn → 1√
wn
ψn, and this

becomes
1

2

(
− d2

dw2
n

+ w2
n −

1/4 + p2n
w2

n

)
ψn =

1

υre

(
En

n
+ υimpn

)
ψn, (I.9)

which is the conformal quantum mechanics problem studied in [193,194]. We need to patch

this solution to the one for |y| > |x| which can be found by exchanging xn ↔ yn in (I.4) and

following the same steps. The result is a change of sign in the left-hand side of (I.9).

Figure I.1: Plot showing the shaded regions |x| > |y|, where the Hamiltonian (I.5) is valid. The
blue arrows indicate increasing t = arctanh(y/x). By gluing this solution along |x| = |y| with the
one in the |y| > |x| region, we arrive at the solution (3.91).
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Appendix J

SL(2,C) WZW central charge

To calculate the current algebra and central charge of the chiral SL(2,C) WZW model

(3.115), we first study the non-chiral WZW model and then take the anti-holomorphic sector

to describe the current algebra of the chiral theory. This is because the chiral theory is

invariant under

g(z, z̄) → g(z, z̄)Ω̄−1(z̄) , (J.1)

where (z, z̄) are coordinates on the complex plane. The SL(2,C) WZW model is given by

S =
k + iλ

8π

∫
d2xTr

(
∂µg−1∂µg

)
− i(k + iλ)

12π

∫
d3y εµνρ Tr

(
g−1∂µgg

−1∂νgg
−1∂ρg

)
+ c.c. ,

(J.2)

where g ∈ SL(2,C). By computing the equations of motion for this action, we find the

following conserved currents

Jz = −1
2
(k + iλ)∂zgg

−1 , Jz̄ =
1
2
(k + iλ)g−1∂z̄g ,

J̃z̄ = −1
2
(k − iλ)∂z̄ḡḡ

−1 , J̃z =
1
2
(k − iλ)ḡ−1∂zḡ ,

(J.3)

Here the subscripts label which currents are holomorphic/ anti-holomorphic. We can calcu-

late the current algebra (using the procedure described for instance in [172]) and find[
Ja
z,n, J

b
z,m

]
= 1

2
(k + iλ)nδabδn+m,0 +

∑
c

ifabcJ
c
z,n+m ,[

Ja
z̄,n, J

b
z̄,m

]
= 1

2
(k + iλ)nδabδn+m,0 −

∑
c

ifabcJ
c
z̄,n+m ,[

J̃a
z̄,n, J̃

b
z̄,m

]
= 1

2
(k − iλ)nδabδn+m,0 −

∑
c

ifabcJ̃
c
z̄,n+m ,[

J̃a
z,n, J̃

b
z,m

]
= 1

2
(k − iλ)nδabδn+m,0 +

∑
c

ifabcJ̃
c
z,n+m .

(J.4)

138



The anti-holomorphic sector is then given by the second and third of these. Following the

Sugawara construction, we find the anti-holomorphic energy-momentum tensor

T̄ (z̄) =
1

k + iλ+ 2

∑
a

(Ja
z̄ J

a
z̄ )(z̄) +

1

k − iλ+ 2

∑
a

(J̃a
z̄ J̃

a
z̄ )(z̄) , (J.5)

where we have used fabcfcbd = ϵabcϵcbd = 2δad. From the OPE

T̄ (z)T̄ (w) =

(
3(k + iλ)

2(k + iλ+ 2)
+

3(k − iλ)

2(k − iλ+ 2)

)
1

(z̄ − w̄)4
+

2T̄ (w̄)

(z̄ − w̄)2
+
∂T̄ (w̄)

z̄ − w̄
, (J.6)

we can find the central charge

cSL(2,C) =
3(k + iλ)

(k + iλ+ 2)
+

3(k − iλ)

(k − iλ+ 2)
=

6 (k(k + 2) + λ2)

(k + 2)2 + λ2
. (J.7)
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