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Abstract

With increased security demands, more and more video surveillance sys-
tems are installed in public places, such as schools, stations, and shopping malls.
Such large-scale monitoring requires 24/7 video analytics, which cannot be achieved
purely by manual operations. Thanks to recent advances in artificial intelligence
(AI), deep learning algorithms enable automatic video analytics via smart devices,
which interpret people/vehicle behaviours in real time to avoid anomalies effectively.
Among various video analytical tasks, people search is one of the most critical use
cases due to its wide application scenarios, such as searching for missing people,
detecting intruders, and tracking suspects. However, current AI-powered people
search is generally built upon facial recognition technique, which is effective yet
may be privacy-invaded. To address the problem, person re-identification (ReID),
which aims to identify person-of-interest without facial information, has become an
effective panacea.

Despite considerable achievements in recent years, person ReID still faces
some tough challenges, such as 1) the strong reliance on identity labels during feature
learning, 2) the tradeoff between searching speed and identification accuracy, and
3) the huge modality discrepancy lying between data from different sources, e.g.,
RGB image and infrared (IR) image. Therefore, the research interest of this thesis
is to focus on the above challenges in person ReID, analyze the advantages and
limitations of existing solutions, and propose improved solutions for each challenge.

Specifically, to alleviate the identity label reliance during feature learning,
an improved unsupervised person ReID framework is proposed in Chapter 3, which
refines not only imperfect cluster results but also the optimisation directions of
samples. Based on the unsupervised setting, we further focus on the tradeoff between
searching speed and identification accuracy. To this end, an improved unsupervised
binary feature learning scheme for person ReID is proposed in Chapter 4, which
derives binary identity representations that not only are robust to transformations
but also have low bit correlations. Apart from person ReID conducted within a single
modality where both query and gallery are RGB images, cross-modality retrieval is
more challenging yet more common in real-world scenarios. To handle the problem,
a two-stream framework, facilitating person ReID with on-the-fly keypoint-aware
features, is proposed in Chapter 5.

Furthermore, the thesis spots several promising research topics in Chapter
6, which are instructive for future works in person ReID.
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Chapter 1

Introduction

1.1 Research background

As safety demands increase, more and more closed circuit televisions (CCTVs)
are located in public places, such as campuses and stations, to continuously monitor
population movements. According to IFSEC Globals Video Surveillance Report of
2022 [61], the number of CCTV cameras has exceeded 5.2 million in the UK. In other
words, on average, every 13 people can be covered by a surveillance camera. Ad-
ditionally, among the interviewed surveillance system installers, 81% of them have
witnessed the increasing demands of new video surveillance projects in 2022, which
demonstrates the enormous and promising value of the research in video surveillance
system [61].

A typical video surveillance system is shown in Fig. 1.1, which includes 1)
CCTV cameras, capturing source videos, 2) CCTV digital video recorder (DVR),
coding, processing, and storing videos, and 3) display devices, displaying the recorded
videos on local devices (monitor) via cables or remote devices (PCs, smartphones)
via Internet. Generally, according to the requirement of different scenarios, the
video surveillance system is installed for multiple purposes. For example, it can
be used to facilitate the criminal investigation system via detecting and preventing
crimes or used to detect anomalies in public spaces, such as train stations, in real
time, or search for missing people in schools and/or hospitals. To achieve the above

Figure 1.1: A typical video surveillance system [154].
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Figure 1.2: Features of a typical AI-powered surveillance system - Ava Aware
Cloud [5].

purposes, video analytic techniques, such as face or gait recognition, people count-
ing, people search and tracking, are gradually introduced to exploit the potential of
surveillance video systems.

Conducting such 24/7 video analytics purely through manual operations is
burdensome due to a large number of cameras and the diversity of analytic tasks.
Thanks to advances in artificial intelligence (AI) technology, AI-powered surveil-
lance video system has become a panacea [61, 140], which interprets people/vehicle
behaviours in videos via deep learning algorithms. According to the aforementioned
survey [61], 42% of respondents have either adopted or installed AI cameras in the
past year, where 51% of them chose AI-powered surveillance systems, such as IDIS
and Ava Aware Cloud, which is built upon deep learning powered video analytics.
Jamie Barnfield, Senior Sales Director at IDIS Europe, points out that the latest
AI-powered systems can reduce the number of false alarms caused by traditional
systems, thereby helping operators to detect suspicious behaviour effectively [140].
To better understand end-to-end solutions provided by AI-powered surveillance sys-
tems, some features of a video management system - Ava Aware Cloud [5] are shown
in Fig. 1.2. For example, deep learning algorithms can help to identify parking vio-
lations in car parks, or identify unauthorized visitors and search for missing people
in hospitals, or count the number of people in shopping malls in real time to avoid
overcrowding.

Among a large number of use-cases of video analytics, the IFSEC Globals
report [61] points out that “people search” is one of the major ones used by re-
spondents, with a proportion of 23%. Another major case - “critical event search”,
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constituting up to 42%, also involves similar people search related techniques. Such
results reveal the importance of research in people behaviour analysis. However,
AI-powered “people search” is currently built upon facial recognition, which is an
increasingly mature technique in vision-based identity identification with discrimi-
native facial information [157]. Despite the effectiveness of identity recognition, face
recognition is criticized for its violation of data privacy [157]. For example, the use
of automated facial recognition by South Wales Police has been ruled to not be in
accordance with the law by a court of appeal [135]. Additionally, the recognition
accuracy is extremely vulnerable to occlusions such as facial masks or poor image
quality.

Therefore, person re-identification (ReID), which identifies a person-of-interest
with less sensitive yet more credible cues, such as body shape and clothing style in-
stead of facial information, has become a popular alternative. Apart from alleviating
data privacy issues, person ReID is capable of identifying a person even when the
body is partially occluded by cars or bicycles. Considering its advantages, person
ReID has been widely embedded into AI-powered surveillance systems to provide
pre-incident warning and post-incident investigations [174]. For example, as shown
in Fig. 1.2(b), person ReID can be used to detect unauthorized visitors by searching
for the query visitor in the staff management system. Additionally, person ReID
enables the real-time suspect identification by simply matching the query suspect
with the criminal records or retrieving from resident database. Considering its wide
practical value in the industry and the promising research value in academia, the
thesis focuses on the topic of person ReID.

1.2 Research framework

This section will first introduce the background of person ReID and the
pipeline of the typical person ReID system, and then analyze main challenges of
person ReID.

1.2.1 Overview of person ReID

Person ReID typically refers to the identity retrieval problem across multiple
non-overlapping cameras [220]. Due to the increasing demand for public safety, more
and more surveillance cameras are installed over indoor and outdoor public places,
including shopping malls, campuses, stations, etc. When encountering situations,
such as finding missing children / older people, person ReID can quickly identify
the person-of-interest in the surveillance system. Additionally, since person ReID
can contribute to effective feature learning, the training scheme and network design
can be also adapted to other popular and promising tasks in the computer vision
community, such as vehicles ReID [189, 124, 81], face recognition [199, 56, 222],
face verification [179, 127]. Given its broad practical applications and promising
academic influence, person ReID has drawn increasing attention in recent years [220].

A typical person ReID system is illustrated in Fig. 1.3, which generally in-
cludes five steps:
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Figure 1.3: A person re-identification (ReID) system, including five steps: 1) data
collection, 2) data processing, 3) identity label annotation, which is optional. 4)
model training, which can be in a supervised or unsupervised manner, and 5) identity
retrieval.

• S1. Data collection: Collecting the raw video data from surveillance cam-
eras, which are set at multiple monitoring points within the surveillant area.
However, as shown in Fig. 1.3 1©, the raw data generally severely suffer from
cluttered backgrounds as well as humans with varying scales.

• S2. Data processing: Extracting the key frames from the videos. Detecting
people within the image via object detection algorithms [43, 121] and tracking
people across the image sequence via human tracking algorithms [13, 151]. As
shown in Fig. 1.3 2©, detected people are marked by bounding boxes.

• S3. Identity label annotation (optional): Given the detected persons
cropped by bounding boxes, identity labels are required to learn effective iden-
tity features for ReID. Specifically, as shown in Fig. 1.3 3©, people captured
by multiple cameras are grouped and assigned with identity labels. Unlike
image categorisation where the category discrepancy is huge, such as cat and
dog, the differences within the same person captured by different cameras or
across multiple persons can be very subtle sometimes. In Fig. 1.4, for the
query image (left) of each group, the positive image, shown in the middle,
belongs to the same person with the query, while the negative one is shown
on the right. As can be seen, the differences between positive and negative
samples are subtle. Moreover, such identity labelling is required every time
when a new scenario is encountered. Therefore, cross-camera labelling gen-
erally requires heavy manual work due to the unsatisfactory performances of
the current automatic labelling systems. Fortunately, the step has become
less necessary recently due to advances in the representability of networks as
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Figure 1.4: The person ReID is very challenging due to the subtle differences between
positive samples and negative samples. For each group, images shown from left to
right are query, positive sample, negative samples.

well as the effectiveness of training schemes enabling ReID models to learn in
an unsupervised manner, which largely alleviates the burdensome annotation
work.

• S4. Model training: Given the person images and corresponding identity
labels, a Re-ID model is trained to learn representative and discriminative
identity features. A large amount of related work has been done investigat-
ing the network design and training schemes, and extensive solutions have
been proposed to handle the challenges of person ReID. This will be discussed
elaborately in the following content.

• S5. Identity retrieval: Identity retrieval is conducted between a query
image and a gallery set, as shown in Fig. 1.3 5©. Specifically, query features
and gallery features are first extracted from the ReID model from S4. After
performing the distance/similarity calculation with the query, gallery images
can be ranked according to their similarities. The more representative identity
features are, the more images belonging to the query identity will be ranked
at the top of the ranking list. The retrieval performance is evaluated based
on the ranking list of a given query. Therefore, to improve the performance,
some re-ranking strategies are proposed to refine the initial ranking results.

Among the aforementioned five steps, this thesis mainly focuses on S4 and S5, i.e.,
the training and testing phase of ReID models. All to-be-discussed works in the
thesis are built upon public person ReID datasets, where raw video clips, pedestrian
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images cropped by bounding boxes, and identity labels are provided. The main focus
of this work is to derive representative identity representations from discriminative
ReID models, thereby improving the ReID performance under various challenging
settings.

1.2.2 Challenges of person ReID

A wide variety of real-world scenarios pose multiple challenges for person
ReID. For example, although the rapidly increasing amount of data can benefit
discriminative feature learning, it also brings the burdensome and time-consuming
identity annotation work for training. To address the problem, label-free training
schemes [60, 224, 88, 201, 82, 114, 37, 32] of ReID models are required. Moreover, the
large-scale data also requires higher matching efficiency, which cannot be achieved
by the distance calculation between real-valued features. Therefore, binary features
(descriptors) can serve as a remedy to speed up the distance calculation and compar-
ison [231, 22, 123, 182, 221]. Apart from searching within a single modality, the lack
of high resolution cameras or poor lighting conditions will inevitably deteriorate the
image quality, which requires the people search to be conducted across images with
multiple resolutions [186, 107]. Additionally, the demand for uninterrupted 24/7 se-
curity ongoing surveillance systems also requires the people search to be conducted
cross RGB images of daytime and infrared images of night time [194, 220, 244, 86].

To sum up, in the thesis, the author mainly focuses on three ReID research
challenges:

• Unsupervised person ReID, which requires the training of ReID models
NOT involving identity labels. Labels, typically, provide the most intuitive
cues for models to learn from in the plain person ReID setting. However,
without such informative cues, ReID models can only learn from pair-wise,
triplet-wise or group-wise image similarity, which means the learning is ex-
tremely susceptible to label noise resulting from incorrect clustering. How to
reduce the label noise is one of the main challenges of unsupervised person
ReID.

• Fast unsupervised person ReID, which is more challenging because it not
only requires the aforementioned label-free training but also requires identity
features being represented by a binary value, i.e., 0/1. Since binary codes
carry information far more less than real-valued ones, the retrieval performance
drop is unavoidable. Therefore, how to trade off between retrieval accuracy
and search efficiency is the dilemma of the task.

• Cross-modality person ReID, which requires identity retrieval across dif-
ferent modalities, such as visible-infrared matching, text-image matching, and
sketch-visible matching. When compared to the plain person ReID setting,
cross-modality person ReID is more challenging since the ReID model needs
to handle variations not only within each modality but also across different
modalities. The former refers to variations in human poses, camera viewpoints,
and various scenes while the latter refers to differences caused by different data
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sources, such as RGB images and infrared (IR) images. How to reduce the
intra-modality discrepancy and the cross-modality discrepancy at the same
time is one of the most essential problems in solving the cross-modality per-
son ReID problem.

1.3 Contributions

This thesis aims to handle the aforementioned three challenges of person
ReID, including unsupervised person ReID, fast unsupervised person ReID, and
cross-modality person ReID. The contributions of this thesis can be summarised as
follows:

• An unsupervised person ReID framework is proposed, which boosts
ReID performances via pseudo label refinement. Specifically, confidence-guided
centroids (CGC) are proposed to provide cluster-wise prototypes for feature
learning. The reliability of centroids is improved via filtering out low-confidence
samples during formation. Additionally, to overcome the problem that the
identity information of low-confidence samples is rarely presented in their as-
signed centroids, confidence-guided pseudo labels (CGL) is used during train-
ing. Apart from the originally assigned centroid, instances are also encouraged
to approach other centroids where their identity information is potentially em-
bedded.

• A fast unsupervised person ReID framework is proposed. Fast unsuper-
vised person ReID is a challenging problem due to the combination of the un-
supervised learning manner and the learning of binary representation. There-
fore, the author firstly focuses on unsupervised binary descriptors for general
visual retrieval tasks, such as image retrieval and patch matching. Specifi-
cally, an unsupervised binary descriptor learning framework is proposed, where
transformation-invariant and low-coupling binary descriptors are learned. To
ensure the transformation invariance of binary local descriptors, contrastive
training is applied to enforce original patches to have the same binary codes
as their augmented counterparts while having discriminative codes with other
patches. Additionally, to address the problem of high correlations between
bits within binary descriptors, the author proposes an adversarial constraint
module (ACM), where low-coupling binary codes generated externally are em-
ployed to guide the learning of binary descriptors. Then, the learning strategy
is adapted to person ReID to achieve the fast unsupervised person ReID.

• A cross-modality person ReID framework is proposed, where pose esti-
mation acts as an auxiliary learning task to assist the identity feature learning
for cross-modality person ReID. Both pose and identity constraints are im-
posed on both backbone features and partitioned feature stripes to ensure
that ID-related cues are embedded from global to local features. Additionally,
to further enhance the discriminability consistency of global features and local
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features, Hierarchical Feature Constraint (HFC) is proposed, which regulates
their corresponding predictions by the knowledge distillation strategy.

1.4 Outline

The literature on person ReID is elaborately reviewed in Chapter 2. The
author first reviews person ReID methodologies under the plain setting, i.e., both
query and gallery images are RGB images and identity labels are involved during the
training process. Moreover, existing methods proposed to handle different person
ReID challenges are detailedly reviewed, including unsupervised person ReID, fast
unsupervised person ReID, and cross-modality person ReID. Subsequently, target-
ing the limitations of existing methods for each challenge, the author provides the
solutions in Chapters 3, 4, and 5, respectively. In each chapter, the existing works
and their limitations are firstly reviewed. On top of that, the author provides her
own solutions, where technical details and advantages are elaborately introduced.
Extensive experiments are conducted on benchmarks to demonstrate the advance-
ment of proposed methods. Additionally, ablation studies are conducted to quantify
the contribution of each component of the proposed methods. Moreover, various vi-
sualisation results are also provided to intuitively demonstrate the effectiveness of
the proposed methods. Finally, in Chapter 6, the summary of the proposed methods
is given. Moreover, some potential future research directions are provided.
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Chapter 2

Literature review

In this chapter, basic methodologies and evaluation metrics for plain person
ReID are introduced in Section 2.1. Then, the main focus of the thesis, i.e., three
challenging scenarios for person ReID, is discussed. Specifically, unsupervised person
ReID will be discussed in Section 2.2, fast unsupervised person ReID in Section 2.3
and cross-modality person ReID in Section 2.4. Finally, several conclusions will be
drawn in Section 2.5.

2.1 Plain Person ReID

For the plain person ReID setting, which only involves RGB images and the
model is trained in a supervised manner, existing ReID approaches have two main
focuses: 1) how to learn effective identity features for identity retrieval, i.e., feature
learning and 2) how to regulate features with advanced constraints, i.e., metric
learning. The taxonomy of plain person ReID approaches is illustrated in Fig. 2.1.

2.1.1 Feature learning

A pioneering person ReID work [247] proposes the baseline for end-to-end
person ReID, where the learning of identity features is regarded as a multi-class clas-
sification task with each identity being a distinct category. On top of the baseline,
many works have been investigating how to facilitate the learning of discriminative
features for identity retrieval, which generally can be considered in two aspects: 1)
network design, i.e., mining network with powerful learning ability, and 2) auxil-
iary information leveraging, i.e., employing informative explicit cues, such as human
masks, during training.

Network design can be further categorized to networks enhanced with local fea-
tures [166, 254, 58, 118, 143, 239, 164, 248, 240, 165, 131], networks enhanced with
the attention mechanism [104, 24, 161], and networks with various backbone archi-
tectures [81].
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Figure 2.1: Taxonomy of plain person ReID approaches.

• Local feature enhancement facilitates the feature learning with fine-grained
local features, which are obtained by horizontally striping backbone features [166,
217, 254] or partitioning human body with body joints detected by human pose
estimation works [58, 118, 143, 239, 164, 248, 240, 165, 131].

For methods that based on horizontal striped local features, despite the sim-
pleness, the part-based convolutional baseline (PCB) [166] shows the effective-
ness in identity retrieval performance improvement, whose structure is shown
in Fig. 2.2. As can be seen, backbone feature maps are firstly horizontally
striped and vectorized to get feature vectors, followed by 1×1 convolutional
layers for the dimension reduction. Then, each stripe, i.e., local feature, is in-
put into an individual classifier for the identity classification. By enforcing each
local feature to embed identity information with identity labels, representative
features can be derived from the ReID network. Considering its effectiveness,
PCB has been widely adopted by later person ReID works [254, 217].

Figure 2.2: Structure of PCB [166]. Backbone features are striped horizontally and
vectorised by average pooling to obtain column vectors g. Then, 1×1 convolutional
layers are applied on g for dimension reduction and output column vectors h, each
of which is then fed into an FC layer for classification. Taken from PCB [166].
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Additionally, human pose estimation are generally used to benefit person ReID
by providing the region/position of body joints. Such information can help
to 1) generate person images with various poses, i.e., data augmentation [58,
118, 143], and 2) align body parts [239, 164, 248, 240, 165, 131].

For data augmentation, with the help of generative adversarial networks (GAN),
PN-GAN [143] synthesizes eight new images for an identity following a target
canonical pose set. Apart from considering the realisticity of generated images,
Pose-Transfer [118] aims to preserve the identity consistency between original
image and its variants via a guider module. Additionally, Pose-Transfer ap-
plies the label smoothness scheme on the identity classification loss to balance
the contribution between real images and generated ones to the training.

In terms of the body part alignment in person ReID, SpindleNet [239] seg-
ments the human body into seven regions by the human landmark information
and integrates part representations (local) with backbone features (global) for
identity retrieval. PDC [164] segments the body into six parts according to
body joints, which are then affine-transformed to ensure the authenticity of
regrouped part features. The problem of pose variations can be eliminated by
re-grouping all person images with a standard pose. PBF [248] re-organizes
people to a standard pose by stitching the segmented body regions with affine
transformations. However, such unnatural stitch destroys the authenticity of
human and requires an elaborately designed fusion method to fuse the local
features. Instead of using detected body regions rigidly, Zhao et al . [240] and
PGFA [131] employ body joint maps to refine image feature maps, where dis-
criminative body parts for person ReID are emphasised. As a departure from
directly utilizing the pose estimation results, PABR [165] adopts a two-stream
structure, where one branch generates appearance (global) features while the
other generates body part (local) features. To fuse global and local features, a
bilinear-pooling layer is employed to generate the final descriptor for identity
retrieval.

• Attention mechanism is leveraged to encourage ReID networks to attend to
human regions rather than backgrounds. For example, HA-CNN [104] employs
a joint learning scheme, where soft pixel attention and hard regional attention
are integrated to locate the most discriminative parts for feature learning.
Abd-net [24] is composed of two attention modules, i.e., channel attention
module (CAM) and position attention module (PAM). CAM aims to group
channels according to semantic contexts such that channels carrying body
parts cues or channels indicating backgrounds can be grouped together. PAM
is then applied to aggregate human groups at the pixel level in the spatial
domain. The integration of channel-wise and spatial-wise attention enables the
learning of attentive features from informative regions. MGCAM [161] employs
a mask-guided contrastive attention model, which is capable of generating a
pair of attention maps that focus on human regions and backgrounds via
spatial attention, respectively.
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• Architecture design is upgraded as the evolution of the network. On the
basis of the widely used backbone network, i.e., ResNet50 [77], some work
improves ReID models with several modifications that are beneficial to the
identity retrieval performance, such as replacing the averaging pooling with
adaptive average pooling [166] or generalized mean pooling [37], employing
a bottleneck layer with BN after the last pooling layer [217]. Apart from
modifying ResNet50, OSNet [257] proposes a lightweight ReID model by ex-
ploiting point-wise and depth-wise convolutions, which achieves better ReID
performance than the backbone model (ResNet50).

Despite the advanced performances of CNN-based ReID methods, they in-
evitably suffer from the information loss caused by the pooling/downsampling
operation during the network forward. To address the problem, TransReID [81]
aims to use the emerging network, i.e., transformer, to facilitate the person
ReID. The framework of TransReID is illustrated in Fig. 2.3, which adopts the
structure of ViT [45]. As can be seen, input images are split into patches to
obtain corresponding embeddings via linear projection. Before being sent to
transform layers, each embedding is concatenated with a position embedding
at the front and side information embedding at back. The position embed-
dings indicate the patch position regarding the whole image while side infor-
mation embeddings embed cameras or viewpoints information. Inspired by
the previous part feature reinforcement works [166, 217], after enhanced by
the in-between relationship by multiple transform layers, two types of outputs
are derived by two independent transformer layers, namely global branch and
jigsaw branch respectively. The former outputs global identity features for
retrieval while the latter shuffles and re-groups the patch features via Jigsaw
Patch Module (JPM) to construct local features, where long-range dependen-
cies can be captured. By applying multiple constraints on global features and
local features at the same time, more representative ReID features can be
derived.

Auxiliary information Research has shown that auxiliary information such as
body shape and keypoints etc., can significantly facilitate the person ReID task [99,
220]. According to the type of information involved, existing person ReID methods
that leverage auxiliary information can be categorized as attribute-guided methods
[115, 168], temporal-guided methods [181, 150], segmentation-guided methods [91,
161, 259], and pose-guided methods [58, 118, 143, 239, 164, 248, 240, 165].

• Attribute-guided methods include complementary details of identities to
facilitate person ReID. MTNet [115] combines the identity classification task
and the attribute recognition task in a joint learning framework. The for-
mer embeds features with body shape or appearance information while the
latter embeds features with information such as age and gender. The at-
tribute branch embeds the learned features with information that has ex-
plicit meanings, which provides straightforward cues for the identity retrieval.
AANet [168] enhances identity features with attribute attention maps, where

12



Figure 2.3: Framework of TransReID [81]. Input images are split into patches
to obtain corresponding embeddings via linear projection. Before being sent to
transform layers, each embedding is concatenated with a position embedding at
the front and a side information embedding at back. After being enhanced by
the in-between relationship by multiple transform layers, two types of outputs are
derived by the global branch and jigsaw branch respectively. The former outputs
global identity features for retrieval while the latter shuffles and re-groups the patch
features to construct local features. By applying multiple constraints on both global
and local features, more representative ReID features can be derived. Taken from
TransReID [81].
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class-sensitive regions activated by multiple attributes, such as clothing color,
hair and gender, are emphasized. Such attention maps encourage the network
to focus on human regions instead of backgrounds, which are beneficial to the
learning of identity features.

• Temporal cues guided methods leverage temporal information, such as
the moving direction, to filter out visually similar but temporally irrational
samples so that the search space can be narrowed down. For example, st-
ReID [181] is a two-stream framework that mines visual features and the
spatial-temporal information, respectively. Features from two streams are
then integrated to obtain ReID features under the supervision of a joint sim-
ilarity metric with the logistic smoothing. Adopting the similar multi-stream
structure, InSTD [150] decouples spatial patterns and temporal patterns from
instance features by constructing their marginal distribution separately. Such
disentanglement enables the retrieval of persons that are spatially match but
temporally unmatched, and vice versa. On top of that, a joint metric is pro-
posed to adaptively fuse spatial patterns and temporal patterns to better han-
dle outliers.

• Segmentation-guided methods are based on the pixel-level body part seg-
mentation, which facilitates the learning of identity features by masking out
backgrounds [161] or leveraging fine-grained local features of discriminative
body regions [91, 259]. Specifically, a mask-guided contrastive attention model
(MGCAM) [161] differentiates human regions (foregrounds) and backgrounds
via binary segmentation masks, which provides two valuable cues: 1) indicat-
ing background regions, which can be removed in the feature learning stage
to avoid noise, and 2) outlining the body contours, which is one of the most
important identity features. Similarly, SPReID [91] integrates the human se-
mantic parsing into person ReID. SPReID regards the human parsing as an
alternative to bounding boxes and obtains partial body features, which are
more fine-grained since fewer backgrounds and more flexible contours are in-
cluded. Instead of using a binary map where human regions and backgrounds
are indicated by 0 and 1 respectively, ISP [259] facilitates person ReID via
more fine-grained semantic segmentations. Specifically, ISP locates not only
body parts but personal belongings, such as bags and hats, at the pixel level.
Such belonging segmentation can be especially useful when dealing with occlu-
sions where body parts are occluded by cars and trees. Following the spirit,
P2-Net [71] adopts a two-stream network for the mining of body part fea-
tures. Concretely, a human part branch generates human part-aligned embed-
dings based on human part masks provided by the human parsing. Whilst a
latent part branch leverages the self-attention mechanism to group semanti-
cally similar part features to obtain non-human part features. By combining
the information of human parts and non-human parts, more discriminative
identity-related representations can be learned.
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Figure 2.4: Widely used losses for person ReID. (a) Identity loss, which aims to
match the image with its identity ID. (b) Verification loss, which aims to verify
if two images belong to different persons. (c) Triplet loss, which aims to regulate
the distance between an anchor and its positive/negative samples. Taken from
AGW [220].

2.1.2 Metric learning

Metric learning, as another main focus of person ReID approaches, has been
extensively studied to regulate the network optimization direction so that certain
characteristics can be embedded in learned identity features. Three widely used
types of loss functions in person ReID are shown in Fig. 2.4, which are identity loss,
verification loss, and triplet loss, respectively.

Identity loss aims to match the query image with its identity label. As shown in
Fig. 2.4(a), given an image xi and its identity ID yi, similar to image classification,
ReID features are input to a classifier to obtain the predicted probability of xi being
matched to identity yi, i.e., p(yi|xi). The identity loss is formulated as,

Lid = − 1

N

N󰁛

i=1

log(p(yi|xi)), (2.1.1)

where N denotes the number of training samples in a mini-batch. Similar to im-
age classification, some strategies, such as label smoothing [128] and margin-based
softmax [68], are employed to avoid the network being over misled by wrong labels.
Due to the limited constraint power of identity loss, it is generally integrated with
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other loss terms to improve the representability of features.

Verification loss aims to verify if two images belong to different persons and is
generally achieved by binary verification [103, 58, 115] loss or contrastive loss [161,
20, 21, 28, 245]. Both of them are conducted between sample pairs.

Specifically, given a pair of samples xi and xj , the features derived by ReID
model can be presented as fi and fj . The binary verification loss is imposed on the
L2 distance dij between two features, which is obtained by dij = 󰀂fi − fj󰀂2. dij is
then input into a classifier to verify if the distance conforms to a positive pair or a
negative pair. Formally, the probability is indicated as p(δij |dij), where δij = 1 if
(xi, xj) is a positive pair, otherwise δij = 0. The binary verification loss between
pair (xi, xj) is formulated as follows,

Lv(i, j) = −δij log(p(δij |dij)). (2.1.2)

Recently, inspired by the advances of contrastive learning schemes, con-
trastive loss is also introduced to minimize the pair-wise distance between positive
pairs while maximize that between negative pairs. Specifically, the contrastive loss
between pair (xi, xj) is formulated as,

Lc(i, j) = (1− δij){max(0, ρ− dij)}2 + δijd
2
ij , (2.1.3)

where ρ denotes the margin.

Triplet loss is similar to contrastive loss, except that it handles the relations
among triplets. The basic idea is that, given a triplet consisting of an anchor, its
positive sample, and its negative sample, the anchor-positive distance should be
smaller than the anchor-negative distance by a pre-defined margin. Formally, given
a triplet (xa, xp, xn), the triplet loss is defined as follows:

Ltri(a, p, n) = max(ρ+ dap − dan, 0), (2.1.4)

where dap and dan denote the anchor-positive distance and the anchor-negative
distance, respectively. However, mining all triplets that can be constructed by
the mini-batch during training is burdensome. Moreover, the optimization can be
dominated by easy triplets, which have already or can be easily refined to satisfy
the condition. To solve the problem, some works propose to use hardest triplet
loss [83, 116, 223], where only the positive sample that is furthest to the anchor and
the negative that is closest to the anchor within the current mini-batch are selected
to construct the triplet.

2.1.3 Evaluation metrics

The most common metrics used for the evaluation of person ReID are mean
average precision (mAP) [6] and cumulative matching characteristic (CMC) [65]
top-1, top-5, top-10 accuracies.
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Figure 2.5: Confusion matrix (left). Formulation of precision and recall (right).

mAP is a widely-used evaluation metric for object detection [149], image re-
trieval [63, 162], face recognition [56], person ReID [246, 190]. Formally, mean
Average Precision (mAP) is calculated as follows,

mAP =
1

n

n󰁛

i=1

APi, (2.1.5)

where n is the number of query samples. APi refers to the average precision of i-th
query. The formulation of precision, average precision (AP), and mAP for image
retrieval will be discussed in this section.

Precision, along with recall, are commonly-used metrics for the evaluation
of classification models. The calculation is based on the confusion matrix, which is
shown in Fig. 2.5. As can be seen, the confusion matrix represents the relationship
between ground truth (actual) labels and predictions, which contains 4 attributes:
True Positives (TP), True Negatives (TN), False Positives (FP), and False Nega-
tives (FN), respectively. Based on the above attributes, precision and recall are
formulated as follows,

Precision =
TP

TP + FP
,

Recall =
TP

TP + FN
.

The former implies the ratio of true positives across all positive predictions while
the latter measures how many true positives are correctly classified.

In the context of image retrieval and person re-identification, the definition of
precision is slightly different. Specifically, given a query image, precision is defined
as the ratio of the matched images over all retrieved images. Matched images are
those that have the same ground-truth (identity) label as the query image. Given
a query image and top-k retrieved images in the ranking list, i.e., with highest

17



1 2 3 4 5 !" = 	 !! = 1

1 3 4 5 !" = (!! +
"
")/2 = 12

1 3 4 !" = (!! +	
"
#)/2 = 0.72 5

Ranking list

.!" = 	 !$!$%.'( = 0.9

Query
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similarity scores, average precision (AP) can be obtained as follows,

AP =
1

P

k󰁛

i=1

Precisioni · 1{gq = gi},

where P refers to the total number of matched images among top-k images and
Precisioni refers to the precision at i-th index in the ranking list. The formula
1{gq = gk} equals to 1 if the ground-truth label of i-th image (gi) is the same as the
query image (gq), i.e., matches the query, otherwise 0. After obtaining AP of all
queries, mAP can be calculated by Eqn. (2.1.5). To better illustrate the formulation
of AP, examples are shown in Fig. 2.6.

CMC curve stands for cumulative matching characteristics (CMC) curve, which
is widely used to evaluate person ReID methods [246, 190, 220]. CMC represents the
probability that a correct match appears in the top-k retrieved images. Concretely,
for a given query and its top-k retrieved images with their similarity being sorted
in descending order, the accuracy at i-th index accuracyi is defined as follows,

accuracyi =

󰀫
1, if gq ∈ Gi,

0, otherwise,
(2.1.6)

where Gi = {gj}ij=1 presents the identity set at i-th index, which is constructed
by the ground-truth ID labels of top-i retrieved images. Generally, the mean top-i
accuracy is reported during inference, which refers to the averaged top-i accuracy
over all query images in the test set. Empirically, top-1, top-5 and top-10 accuracy
are widely used as performance evaluation metrics for person ReID. For simplifica-
tion, such metrics are denoted as top-1, top-5 and top-10 or Rank-1, Rank-5, and
Rank-10 in the following content.
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Figure 2.7: Taxonomy of unsupervised person ReID approaches.

2.2 Unsupervised person ReID

Although many works have achieved impressive performances on the ba-
sic person ReID, the success is mainly attributed to the massive human-annotated
data. However, large-scale identity annotation is not only time-consuming but may
involve some privacy concerns. To address the above issue, how to train Re-ID mod-
els without identity labels, i.e., unsupervised person ReID, has become a research
hotspot.

Unsupervised ReID vs. ReID. Generally, unsupervised ReID and plain ReID
differ in the training stage. ReID leverages identity labels as supervision signals
for effective feature learning, whereas unsupervised ReID does not exploit “ex-
plicit” identity labels of training data. However, some works may leverage the
identity-related knowledge from other person datasets (domains) to implicitly fa-
cilitate identity feature learning. Unsupervised person ReID follows the inference
scheme of ReID, where the identity retrieval is generally conducted between query
images and a gallery in a single modality only.

The taxonomy of unsupervised person ReID approaches is illustrated in
Fig. 2.7. As can be seen, existing unsupervised person ReID methods can be divided
into two categories: 1) Unsupervised Domain Adaptation (UDA) methods, which
require both labeled source datasets and unlabelled target datasets [60, 224, 88,
201, 82], and 2) purely Unsupervised Learning (USL) methods, which only require
unlabelled datasets [114, 37, 32]. UDA methods will be discussed in Section 2.2.1
and USL methods will be discussed in Section 2.2.2.

2.2.1 UDA methods

To better leverage the knowledge from the labelled source domain (datasets),
UDA methods mainly focus on reducing the gap between the source domain and
the target domain. Generally, the source datasets can facilitate the unsupervised
person ReID task in two ways, 1) image generation [39, 27, 108], and 2) supervision
mining [254, 256, 60, 88].
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Image generation. Generally, some methods adopt the spirit of image style
transfer. For example, a state-of-the-art image-to-image style translation network -
CycleGAN [258] is used to transfer the image style of the source dataset to the target
dataset by person ReID works [190, 39, 27] to reduce the distribution gap between
datasets. Specifically, PTGAN [190] generates high quality person images by trans-
ferring persons cross datasets. The transfer network is encouraged to keep identities
of the source dataset while presenting the image style, such as lighting, of the tar-
get dataset. Such generation reduces the difficulty of unsupervised ReID models
training in new scenarios. Following the similar spirit that data translated from the
source domain should have similar identity information with source ID, a similarity
preserving generative adversarial network (SPGAN) [39] is proposed. Given a gen-
erated image, apart from the identity consistency with the source dataset, SPGAN
also considers the identity diversity with the target dataset since two domains are
supposed to have non-overlapped identities. With the generated people images that
have high self-similarity as well as low domain-similarity, supervised learning can be
directly conducted in the target domain. Apart from the one-to-one image genera-
tion, CR-GAN [27] renders a given identity in the source dataset into multiple target
domain contexts to achieve the scenario diversity. Additionally, a dual conditional
GAN is employed to avoid the model collapsing into limited styles. Instead of focus-
ing on image styles such as backgrounds and lightings, PDA-Net [108] is proposed
to generate visually diverse images with the aid of the pose estimation task. Specif-
ically, PDA-Net decouples pose features and domain content features. The former
could help to manipulate images across datasets without identity information while
the latter could benefit the pure ReID feature learning.

Despite the ability of the above methods in identity preserving and appear-
ance alignment, they largely ignore the capability of unlabelled data in the target
domain, which undermines the performance of ReID models. Moreover, the compu-
tational cost and the complexity of generative models are also non-negligible [220].

Supervision mining. Methods in this group aim to seek effective supervisions
from source datasets. Most of them follow the training scheme that alternates be-
tween the clustering stage and the fine-tuning stage. The scheme is firstly proposed
by PUL [51], as shown in Fig. 2.8. As can be seen, the model pre-trained on the
labeled source dataset assigns pseudo labels for the unlabelled target dataset via
k-means clustering (step 0© and step 1©). Then, the model is fine-tuned with re-
liable samples which are close to the cluster centroid (step 2©). As the training
proceeds, more discriminative features are learned, thereby more samples are in-
volved. Following the scheme, later works start focusing on seeking better feature
constraints [234, 224, 88] or robust supervision signals [60, 254, 256, 201], and effec-
tive pseudo label refinement [59, 245, 57, 82].

• Feature constraints. In terms of effective feature constraints, PAST [234]
adopts a self-training strategy which alternates between the conservative stage
and the promoting stage during training. Specifically, the former captures the
local structure of the target dataset with a ranking-based triplet loss func-
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Figure 2.8: Pipeline of PUL [51], which contains three steps: 0© model initialization
with parameters pre-trained on irrelevant labeled data, 1© feature clustering and
selection, and 2© fine-tuning on the unlabeled target datasets. Taken from PUL [51].

tion that selects triplets based on data similarities. Whilst the latter inserts
a classification layer at the end to capture the global data distribution. In-
stead of applying feature constraints on limited samples in the target domain,
Ad-cluster [224] improves the discriminability of ReID models via augment-
ing confusing (hard) samples. Specifically, the training process follows an
adversarial min-max manner, which alternates between the training of an im-
age generator and a feature encoder. The former maximizes the intra-cluster
discrepancy in the sample space while the latter minimizes the intra-cluster
discrepancy in the feature space. By continuously generating confusing sam-
ples in the target domain while improving the discrimination of the network,
the method improves the capability of ReID models greatly.

As a departure from PUL [51], labeled images of the source domain not only
can provide a better initial model for the training in the target domain, but can
benefit the network optimization with a properly designed objective. For ex-
ample, Mekhazni et al . [130] aligns the pair-wise distance distributions within
and between the source domain and the target domain at the same time.
To achieve the goal, a Dissimilarity-based Maximum Mean Discrepancy (D-
MMD) loss is proposed. The framework is shown in Fig 2.9. As can be seen,
D-MMD aims to reduce the domain gap between source and target to trig-
ger the potential of labeled source images in network optimization. Similarly,
Isobe et al . [88] also involves the source data in the joint network optimiza-
tion. They reduce the source-target domain gap by performing the transition
from the source domain to the target domain progressively, with the aid of
a weight adjusting function. Additionally, an extra feature constraint, i.e.,
Fourier augmentation, is proposed, which maximizes the inter-class distance
in the Fourier space.
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Figure 2.9: Pipeline of D-MMD [130], where labeled source images, along with
unlabeled target images, are involved in the network optimization. Note that, s and
t refers to the source domain and the target domain, respectively and MMD refers
to maximum mean discrepancy (MMD) loss.

Taken from D-MMD [130].

• Supervision signals. Moreover, some works argue that simply using the
pseudo label provided by the model pre-trained on the source domain is not
sufficient for the learning of effective ReID features. Therefore, some strate-
gies are proposed to enhance the supervision signals. For example, SpCL [60]
leverages the hybrid memory to generate three types of pseudo labels as su-
pervision for the feature learning, including source-domain class-level labels,
target-domain cluster-level labels, and un-clustered instance-level labels. Un-
like previous works where source-domain labeled samples and target-domain
un-clustered outliers are discarded during training, SpCL distances the given
sample from other class (cluster) centroids of its domain, all centroids of the
other domain, as well as all outliers. By dynamically updating the hybrid
memory, the framework could provide reliable pseudo labels for ReID feature
learning. Similarly, ECN [254, 256] investigates the intra-domain variations
of the target domain, including exemplar-invariance, camera-invariance, and
neighborhood-invariance. By jointly considering the three types of invariance
during the network optimization, the network is enforced to push a query im-
age to itself, its nearest neighbors, as well as the generated ones with different
camera styles while away from other negative instances. Additionally, an ex-
emplar memory is employed to obtain up-to-date features. Feature instances
in the memory are updated in a momentum manner [78] to ensure that the
sample similarity can be calculated over the whole training set rather than a
single batch. MCRN [201] adopts the contrastive learning scheme and employs
the Multi-Centroid Memory (MCM) to collect more reliable positive/negative
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centroids for each query. For the positive centroid, instead of using the one
with the highest similarity, MCM takes the centroid whose similarity ranks in
the median of top-K neighbors as the learning target. In terms of negative
centroid, MCM leverages the mean vector of all negative centroids of the given
query. Apart from MCM, MCRN also proposes a Second-Order Nearest Inter-
polation (SONI). SONI generates more negative centroids for the given query
by interpolating with its nearest negative neighbors in the feature space.

• Pseudo label refinement. Apart from mining the underlying relationships
within and between identities, some works aim to refine the clustering results
to obtain robust pseudo labels, i.e., reducing the pseudo label noise. The noise
can be presented as either different identities are mixed in one cluster or the
same identity is split into multiple clusters.

Generally, ReID methods take the one-hot (hard) pseudo labels from cluster-
ing as the learning targets. To avoid the model from being over-confident in
its predictions or over-dependent on its learning target, label smoothing [167]
is employed as a regularization technique in the classification task. Follow-
ing the spirit, soft pseudo labels are introduced to facilitate the ReID feature
learning. MMT [59] employs two collaborative networks for the ReID feature
learning where both off-line hard pseudo labels and on-line soft ones jointly
serve as supervision. Inspired by the “teacher-student” learning scheme, soft
pseudo labels are generated based on the predictions of the other network. To
avoid collaborative bias, the temporally average models are adopted to pro-
vide predictions. During inference, ONLY the past average model with better
performance is employed to generate ReID features. MEB-Net [225] extends
the one-to-one “teacher-student” structure to the many-to-one structure. The
training process consists of three stages: 1) “Experts” training, i.e., multi-
ple “expert” models with various architectures are firstly pre-trained on the
labeled source data, 2) robust feature extraction, i.e., for target unlabeled
samples, robust features can be obtained by averaging the features extracted
by multiple “experts” with different knowledge, and 3) network optimization,
i.e., the network is optimized under the pseudo labels assigned by k −means
clustering on robust features. Additionally, a brainstorming-based mutual
learning scheme is proposed to collaboratively deliver multi-experts knowl-
edge to the target domain. Specifically, the scheme encourages each expert
to learn from other experts, where the predictions serve as the learning tar-
get. To ensure the diversity of knowledge and the reliability of the learning
target, similar to MMT, the scheme leverages the predictions of its tempo-
rally average model. Similar to MMT, Dubourvieux et al . [48] also adopts the
two-branch framework. But the branches take charge of the source domain
and target domain, respectively. The supervision signal for the source domain
is the ground-truth identity labels while for the target domain is cluster IDs,
i.e., pseudo labels. To better deliver the knowledge from the source domain to
the target domain, the low-level features, as well as mid-level ones, are shared
by both branches. During training, the two branches are jointly optimized.
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Instead of softening pseudo labels, GLT [245] refines pseudo labels in an on-
line manner. Specifically, GLT formulates the problem of the pseudo label
refinement as an optimal transport problem, which aims to find the minimal
cost of the label assignment. Additionally, GLT assigns each instance with
multi-group pseudo labels, i.e., multiple prototypes embedded with different
semantic information. Such a grouping strategy can narrow down the search
space of a given query instance. The combination of online pseudo label re-
finement and the multi-group strategy benefits effective ReID feature learning.

Moreover, additional information is leveraged for the pseudo label refinement.
For example, JVTC [102] leverages temporal information to refine pseudo la-
bels. Aside from the one-hot pseudo labels assigned at the mini-batch level,
the work also considers the temporal consistency at the dataset level. The
temporal consistency refers to the high possibility of a person appearing in
two cameras at time t and t+△t, respectively. With the temporal constraint,
some negative samples that are, visually similar but with large time intervals
to the query image, can be filtered out. Also, there are some works [57, 82]
using the local information lying in body parts to refine global-level pseudo
labels of identities as different body parts generally carry discriminative in-
formation. For example, SSG [57] encourages the framework to model the
similarity relationship within the target dataset by the self-similarity group-
ing. The motivation of SSG is illustrated in Fig. 2.10, where body parts are
involved to boost the representability of the ReID features. Concretely, the
clustering is conducted not only on the whole body features (global) but the
partial features (local), which are from the upper body and lower body, respec-
tively. By mining the similarity at both global level and local level, fine-grained
features can be learned under the supervision of pseudo labels assigned by cor-
responding clusters. Instead of considering different body parts individually,
SECRET [82] improves the pseudo label quality based on the consistency be-
tween predictions of global features space and local ones. For each feature
space, ONLY instances whose global pseudo labels are in agreement with that
in the local feature spaces are retained. Such constraint ensures consistency
in the supervision signals of different feature spaces.

Albeit effective, UDA methods typically suffer from the complex source-
target adaptation process, and the success is based on an assumption that the gap
between the source and target domain is insignificant. Such an assumption is gener-
ally intractable for real-world scenarios, which hinders its generalizability. Therefore,
USL is the main focus of this work.

2.2.2 USL methods

As discussed above, USL methods are more challenging but are well fit with
real-world scenarios. Similar to UDA methods, USL methods face the problem of
how to generate high quality pseudo labels for effective feature learning. Typically,
for USL methods, pseudo labels are generated either based on the image similar-
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distinctive information for the person representation learning. During the inference,
features from multiple self-space are concatenated for identity retrieval. Taken from
SSG [57].
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ity [114, 178] or clustering results [113, 223, 37, 235]. Details of both schemes will
be discussed in the following.

Similarity-based methods. SSL [114] focuses on the problem of the quanti-
zation error brought by the hard pseudo label assignment. Instead of using one-
hot labels during training, SSL employs image-level similarity as the soften la-
bels. To further handle the camera variance, a cross-camera encouragement term
(CCE) is proposed by performing the feature learning under different camera views.
MMCL [178] formulates the unsupervised person ReID as a multi-label classification
task. The adopted labels consider the visual similarity and the cycle consistency
at the same time. In other words, instances from the same class should be close
in the feature space as well as sharing similar neighbors. The one-hot labels are
transferred to multi-class ones via a memory-based non-parametric classifier. The
framework is learned under the supervision of a multi-label classification loss, namely
MMCL. Note that, instead of adopting the sigmoid function as an image classifi-
cation method, MMCL regresses the classification score to [−1, 1]. Additionally, to
handle the unbalanced number of positive and negative classes, MMCL mines and
involves ONLY top-r% hardest negative classes during training. The stable pseudo
labels as well as the proposed constraint for the multi-label classification attributed
to the performance boosting.

Clustering-based methods. The focus of existing clustering-based methods can
be roughly categorized into two aspects: scheme design [113, 41, 223, 37, 29] and
pseudo label refinement [184, 233, 32, 20, 21, 235].

• Scheme design enhances the discriminability of networks by adopting proper
clustering algorithms to provide better supervision signals for feature learn-
ing. According to the clustering algorithms adopted, methods can be further
categorized as bottom-up clustering scheme based ones and memory-bank con-
trastive learning based ones.

Bottom-up clustering scheme gradually merges the small clusters into
bigger ones based on the similarity. Bottom-up clustering based USL meth-
ods [113, 41, 223] usually adopt the pipeline illustrated in Fig. 2.11. As can be
observed, the training process of the above methods generally iterates among
three steps: 1) feature extraction, i.e., extracting features from a backbone
network such as CNN, 2) cluster initialization and merging, i.e., starting from
each sample being an individual cluster, clusters are then merged under a
certain criterion, and 3) cluster ID assignment and embedding learning, i.e.,
the feature extractor is optimized in a supervised manner with the assigned
cluster IDs (pseudo labels).

Concretely, BUC [113] starts with regarding each sample as a cluster, which
imitates the situation where the largest inter-class (identity) diversity is achieved.
As the training proceeds, samples (clusters) are gradually grouped based on
the minimum distance between two clusters. Two clusters are merged if the
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Figure 2.11: Left: pipeline of the bottom-up clustering scheme of USL methods.
Right: two advantages of DBC. Taken from DBC [41].

minimum distance is lower than a pre-set threshold. Network optimization can
be regarded as a process balancing diversity and similarity. However, BUC en-
counters the performance drop at the later epochs as only the distance between
a single pair of samples from two clusters is considered in the merging criterion.
To reduce the incorrect merging, DBC [41] proposes a dispersion based clus-
tering scheme. Following the pipeline shown in Fig. 2.11, DBC merges clusters
based on a criterion that considers the intra-class compactness and the inter-
class separation at the same time. Such criterion mainly has two advantages,
1) assigning high priority to isolated samples. For previous methods, isolated
samples, which are distant from other samples of the corresponding identity,
will be further pushed away due to the low similarity. However, as shown in
Fig. 2.11 (Right a), DBC merges the given isolated sample (green) to the iso-
lated cluster (black) instead of the grouped ones (yellow), because the query
has the same inter-class distance with both clusters yet isolated cluster has a
lower (zero) intra-class distance. 2) preventing poor clustering. As discussed
in [11], agglomerative clustering is irreversible due to the hierarchical struc-
ture. In other words, the incorrect clusters from previous iterations cannot be
recovered. However, Fig. 2.11 (Right b), DBC can avoid the undesirable situ-
ation by preventing “poor” clusters (blue) with high intra-cluster dissimilarity
from being further merged. In common with DBC, HCT [223] also points out
that merging based on pair-wise similarity is not favourable. Such pairwise
metric cannot effectively separate hard samples, which are closely located in
the feature space yet belong to different persons. To solve the problem, HCT
replaces the pair-wise criterion of BUC with a cluster-level one, which accounts
for all pairwise distances among two clusters. HCT follows the same training
scheme shown in Fig. 2.11, instead of the clusters being merged by the cluster-
level distance gradually. Additionally, to improve the discriminability of the
network to hard samples, a hard-batch triplet loss is leveraged during the op-
timization. To organize the triplets, HCT builds each training mini-batch via
a PK sampling method. Specifically, after PK sampling, each batch contains
P identities, each with K images. Both the identities and images are sampled
randomly from the training set.
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Figure 2.12: Comparisons between different types of memory-based contrastive
learning schemes. (a) Both the update of memory and the contrastive loss are
at the instance level. (b) The contrastive loss is computed at the cluster level yet
the update of memory is instance-level. (c) Both the update of memory and the
contrastive loss are at the cluster level. Taken from Cluster-Contrast [37].

Memory-based contrastive learning scheme is widely used for unsuper-
vised representation learning, such as MoCo [78] (see Section 3.2 for more
details). Recently, the potential of such a scheme has been gradually revealed
in the unsupervised person ReID task.

Although being employed by some UDA methods [60, 254, 256], such scheme
generally performs at the instance level. In other words, the memory bank
(dictionary) is initialized and updated by instance features, and so does the
formulation of the contrastive loss, as shown in Fig 2.12(a) and Fig 2.12(b).
One of the drawbacks of instance-level scheme is that, due to the imbalanced
distribution of training data, instance features in the memory will be up-
dated at different paces. To handle the inconsistency, Cluster-Contrast [37]
presents a cluster-level memory-based contrastive learning scheme for unsuper-
vised person ReID. Cluster-Contrast improves the instance-level scheme from
two aspects, 1) adopting a cluster-level memory dictionary, and 2) adopt-
ing a cluster-level contrastive loss, i.e., ClusterNCE. The pipeline of Cluster-
Contrast is illustrated in Fig. 2.13. Specifically, the memory dictionary is
initialized by averaging all instance features within the corresponding cluster.
As a result, ONLY a single feature vector is stored in the memory to represent
each cluster. As training processes, the cluster representations are gradually
updated by the instances in the mini-batch in a momentum manner. Addi-
tionally, as illustrated in Fig 2.12(c), ClusterNCE regulates the relationship
between the query instance and cluster representations in the memory dic-
tionary. Compared to instance-level schemes, such cluster-level loss is more
memory-friendly and time-saving. With the above improvements, Cluster-
Contrast outperforms even UDA methods by a large margin.

Previous memory-based USL methods generally discard the outliers given by
the cluster results. However, those outliers can be very valuable for ReID
feature learning, especially for hard sample mining. HDCRL [29] involves the
un-clustered instances during training by embedding them into the contrastive
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Figure 2.13: Pipeline of Cluster-Contrast, which is taken from Cluster-Contrast [37].

loss, where each serves as an individual negative cluster. Apart from the
improved instance-level contrastive loss, a hybrid local-to-global contrastive
learning scheme is proposed. Specifically, for each iteration, the hardest posi-
tive and negative pairs of the query instance are selected from both memory-
bank and the current mini-batch. The former provides informative and valu-
able examples at the global level. Whilst the latter further stablizes the train-
ing in case an incorrect global-level hardest sample is selected. Additionally,
HDCRL employs a pseudo probability distillation strategy to improve the
network robustness. Specifically, two images with different augmentations are
inputted into the teacher and student framework, respectively. The student
network is encouraged to imitate the probability distributions output by the
teacher network. Discriminative and robust ReID features can be learned in an
unsupervised manner under the supervision signals, which is the combination
of pseudo labels and the desired probability distillation.

• Pseudo label refinement strategies are proposed to facilitate feature learn-
ing by reducing the noise within pseudo labels. Due to the blind to ground-
truth identity labels and the limited capability of the clustering algorithm,
different identities can be inevitably dragged into the same cluster, and mean-
while, samples belonging to the same identity can be scattered into multiple
clusters. In other words, pseudo labels are generally contaminated by noise
under the unsupervised setting. The noise is especially problematic under the
fully unsupervised setting [184, 233, 32, 20]. Therefore, pseudo label noise al-
leviation has drawn much attention in USL [48, 225, 184, 233, 32, 20, 235]. In-
heriting the spirit of pseudo label refinement for UDA methods (Section 2.2.1),
USL methods generally refine the pseudo labels by leveraging additional infor-
mation [184, 233, 32] or alleviate the noise by data augmentation [20, 21, 235].

Additional information includes camera IDs, clustering results, body parts,
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etc. Specifically, CAP [184] leverages the camera IDs to obtain fine-grained
pseudo labels. Specifically, samples with the same cluster ID is further split
into several proxies by cameras, i.e., samples captured by the same camera are
grouped into one proxy. With the camera-aware pseudo labels, CAP conducts
intra-camera and inter-camera contrastive learning for optimization. The for-
mer enables discriminative feature learning without the interference of cam-
eras. Whilst the latter enhances the discriminability of features against mul-
tiple cameras with the positive proxies and hard negative ones from different
cameras. RLCC [233] refines noisy pseudo labels with the temporal clustering
consensus, which encourages the consistency between cluster results of two
consecutive iterations. Specifically, the consistency is stored in a consensus
matrix C ∈ RM(t−1)×Mt

, where M (t−1) and M t denote the pseudo labels of
(t − 1)-th and t-th iterations. Each element C(i, j) refers to the Intersection
over Union (IoU) score, i.e., consensus, between i-th pseudo class at (t−1) and
j-th pseudo class at t. With the consensus matrix, pseudo labels of the current
iteration can be refined in a direction of preserving the consensus. The work
suggests that the label consensus is an important cue to mitigate the pseudo
label noise. PPLR [32] exploits the complementary relationship between fea-
tures of the whole body and different body parts to refine pseudo labels at
the global level and the local level in a collective manner. Specifically, the
work aims to mine reliable local-context information for the global pseudo la-
bel refinement, and meanwhile, pseudo labels of each body part are smoothed
based on its reliability against global features. To measure the reliability, a
metric, i.e., cross agreement score (CAS), is proposed. CAS presents the simi-
larity between the k-nearest neighbors of global features and local features. A
higher CAS means higher reliability. Given the one-hot global pseudo labels
assigned by clustering and CAS, reliable body parts with rich context infor-
mation are encouraged to move towards pseudo labels while unreliable ones,
such as backgrounds, are encouraged to have random predictions, i.e., uni-
form vectors. Then the refined local predictions are combined under weights
given by CAS, where reliable body parts contribute more and vice versa. By
alternating the local refinement and the global refinement, the discriminative
ReID features can be learned based on informative labels.

Data/feature augmentation generates extra images/features serving as
augmented views for training data and constraints the feature learning by
improving the similarity between original images and the corresponding aug-
ments. ICE [20] adopts the spirit of instance contrastive learning, which en-
courages the given instance to be closed to its augmented views while being
distanced from other instances. Specifically, the similarity between the orig-
inal instance and corresponding augmented ones serves as soft pseudo labels
to ensure consistency. Additionally, considering that the person ReID task
generally involves more than one image for each identity, the one-hot hard
pseudo labels assigned by clustering are also employed for hard instance con-
trast. By enforcing different instances to have the same target, the intra-class
discrepancy can be alleviated. GCL [21] employs the generative model (GAN)
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to provide multiple “views” of a given instance for contrastive learning, which
can be regarded as an online data augmentation. As shown in Fig. 2.14(a),
GCL incorporates the GAN generation and the contrastive learning scheme
in a joint framework. In terms of image generation, instead of leveraging
the skeleton information [108], GCL estimates the 3D meshes of unlabelled
training images. As can be seen from Fig. 2.14(b), the identity features and
structure features, i.e., 3D meshes, are encoded by the identity encoder Eid
and the structure encoder Estr, respectively. The generated images, i.e., x′ori
and x′new, belong to the same identity yet with different structures. The gen-
erator G is encouraged to reconstruct the input image at high quality as well
as preserving the identity features. Based on the high quality generated im-
ages, a view-invariant contrastive loss is conducted. As shown in Fig. 2.14(c),
given a person, the loss maximizes the feature similarity between, 1) the orig-
inal image and corresponding instance feature stored in the memory bank, 2)
the augmented ones and corresponding instance feature stored in the mem-
ory bank, and 3) the original image and its augmented counterparts. The
proposed mesh-based generation can synthesise person images authentically
by involving multiple poses and body shapes, which improves its adaptability
to real-world scenarios. Apart from data augmentations at the image level,
ISE [235] proposes a feature-level generation method to enhance the discrim-
inability of the network. Specifically, support samples f̃ , i.e., samples lying
close to the cluster decision boundaries, are generated in the latent space with
the formulation f̃ = f + λ△f , where f represents the actual sample, and λ
and △f denote the degree and direction, respectively. Considering that in-
correct samples, i.e., noisy samples, have a high possibility of falling in the
neighboring clusters, the direction is set from the given actual sample towards
its k-nearest neighbors. In terms of the degree, which controls the amount of
information absorbed from neighbors, it is updated in a progressive manner.
Starting with a small value, the degree increases gradually as the training
goes on. Such strategy allows hard samples with richer neighboring contexts
to be involved gradually during the optimization. On top of the actual images
and generated support samples, a label-preserving loss is conducted. The loss
improves the feature discriminability via enforcing the network to correctly
classified all samples. Based on a powerful baseline - Cluster-Contrast [37],
ISE achieves the state-of-the-art performance under the USL setting.

2.3 Fast unsupervised person ReID

In recent years, person ReID is facing an exponential increase in the data
scale. For example, the gallery size of benchmark datasets ranges from 10∼20k [246,
190] to 100∼200k [247, 205]. Apart from the high annotation cost, large scale
data also imposes a high requirement on the identity matching speed. Despite the
high matching accuracy of the aforementioned person ReID methods, the searching
efficiency is quite low due to the slow Euclidean distance computation and complex
ranking algorithms, especially when handling the large-scale gallery set. To solve
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Generator

Figure 2.14: (a) Pipeline of GCL. (b) Pipeline of Generative Module. (c) Pipeline
of the contrastive module. Taken from GCL [21].

the problem, some works facilitate fast identity retrieval with binary descriptors,
where each bit is presented as 0 or 1. Such a binary encoding scheme conducts the
Hamming distance computation during retrieval, which is simply implemented by an
XOR operation. However, since binary bits carry much less information than real-
valued ones, binary encoding will inevitably lead to a severe performance drop. How
to adopt binary descriptors while maintaining the ReID performance has become
the main focus of fast person ReID.

Fast ReID vs. ReID. Generally, fast ReID differentiates plain ReID in the data
type of identity features. ReID adopts the real-valued (floating) features whereas
fast ReID adopts binary descriptors to speed up the feature similarity comparison
during inference. Except for the feature used, fast person ReID follows the inference
scheme of ReID, where the identity retrieval is generally conducted between query
images and a gallery in the single modality only.

As a more challenging setting, fast unsupervised person ReID requires the train-
ing of fast person ReID models to be processed in an unsupervised manner. In
this section, state-of-the-art binary descriptors are reviewed in Section 2.3.1, and
state-of-the-art fast person ReID works are reviewed in Section 2.3.2.

2.3.1 Binary descriptors

Hand-crafted based binary descriptors. Early binary descriptors are obtained
via a set of pair-wise intensity comparisons with a predefined pattern, such as
BRIEF [14], BRISK [100], ORB [153], and FREAK [1]. However, manually prede-
fined sampling modes and intensity comparisons are prone to geometric transforma-
tions and distortions, thereby leading to unstable and unsatisfactory performance.
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Learning based binary descriptors. Learning based binary descriptors bridge
the performance gap by improving the robustness, which are categorized as super-
vised ones [163, 170, 171] and unsupervised ones [3, 155] according to whether labels
are involved during training. For the supervised ones, LDAHash [163] jointly min-
imizes the intra-class covariance of the descriptors and maximizes the inter-class
covariance with Linear Discriminant Analysis (LDA), to produce a binary string
from a SIFT descriptor. D-BRIEF [170] projects image patches to a subspace and
thresholds the projected patches to obtain discriminative binary descriptors. Bin-
boost [171] aims to learn the illumination and viewpoint invariant binary descriptors
with each bit being computed by a boosted binary hash function, which achieves
state-of-the-art performance on patch matching tasks. Although learning based bi-
nary descriptors outperform the hand-crafted ones, they are built upon the knowl-
edge of labels, which hinders the adaptability of descriptors to other tasks [202].

To avoid the involvement of labels, unsupervised binary descriptors [3, 155,
63, 75] are learned by constraining the feature distance in the latent space with
image patch similarities. In other words, similar image patches are enforced to
have similar binary descriptors and vice versa. Specifically, locality sensitive hash-
ing (LSH) [3] maps images to low-dimension feature vectors via random projection
and then conducts the binarization. Semantic hashing (SH) [155] adopts the multi-
layer Restricted Boltzmann Machine (RBM) to derive compact binary descriptors
for image search. Iterative quantization (ITQ) [63] adopts an iterative optimization
strategy to find the optimized projections such that the binarization loss is mini-
mized. K-means Hashing (KMH) [75] obtains binary descriptors based on k-means
clustering results, where the Hamming distance between quantized cells and the
cluster centroids are minimized.

However, most traditional learning based binary descriptors are based on lin-
ear projections, which are incapable of capturing the nonlinear structure of samples,
thereby leading to limited representability.

Deep binary descriptors. To address the problem, deep binary descriptors are
proposed where deep neural networks are adopted to perform the non-linear projec-
tion in an end-to-end manner. Due to the discriminability of neural networks, deep
learning based binary descriptors significantly outperform the previous ones. Sim-
ilarly, according to whether the label information is used to facilitate the training,
deep binary descriptors can be categorized into supervised ones [169, 133, 80, 211]
and unsupervised ones [112, 47, 46].

Supervised binary descriptors, which rely on the pair-wise/triplet-wise sim-
ilarity labels of image patches to learn the descriptors, generally achieve better per-
formance. CNNH [203] proposes a two-stage supervised binary descriptor learning
scheme. In the first stage, a pairwise similarity matrix of training samples is decom-
posed to a product of a hash code matrix with each row being the estimated hash
code of the corresponding sample. In the second stage, a convolutional neural net-
work is used to extract representative visual features and output hash codes. At the
same time, class labels of images are adopted to supervise feature learning. Later, an
end-to-end network for binary descriptor learning is proposed by Lai et al . [98]. The
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Figure 2.15: Sampling strategy proposed by HardNet [133]. Given a list of positive
(matched) patch pairs, a distance matrix is calculated based on all descriptors. To
form a triplet with the given positive pair (a1, p1) (green), two hardest negative pairs
(red) are selected regarding to a1 and p1, respectively. Among two hardest negative
pairs (a1, p4) and (a2, p1), the hardest one that with the smaller distance (a2min) is
chosen to form the final triplet. Taken from HardNet [133].

framework consists of a stack of convolutional layers and a divide-and-encode mod-
ule. Stacked convolutional layers extract effective visual features, which are assigned
to multiple branches with each presenting a bit via the divide-and-encode module.
A triplet ranking loss serves as the objective of the network optimization, where
positive pairs, i.e., belonging to the same class, are enforced to have similar features
while negative ones have discriminative ones. HashGAN [15] enhances the learning
of compact binary descriptors with both real images and synthesized images, which
are generated by a generative model, namely Pair Conditional Wasserstein GAN
(PC-WGAN). PC-WGAN consists of a generator and a discriminator. The genera-
tor generates a fake image with a vector concatenated by a similarity-related feature
of a real image and a random noise. The discriminator is trained to discriminate
between real images and synthetic images with adversarial loss. With the synthe-
sized images, the framework is trained to preserve the image similarity as well as
reducing the quantization error.

Aside from image retrieval, binary descriptors are also be used to facilitate
other visual tasks [169, 133, 211, 7], including patch retrieval, image matching, etc.
Under different context, the label information used for supervised descriptor learn-
ing has different meanings. For instance, for patch retrieval, labels present whether
a descriptor matches the given query. For image matching, labels present whether
a descriptor can identify two correspondences from two different images. Despite
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Figure 2.16: Comparison between the triplet relationship mining and list-wise rank-
ing mining. In triplet relationship mining (top), the penalty is exclusively given to
the first-ranked negative patch. Whilst in list-wise ranking mining (down), penalties
are given to all high-ranked negative samples according to their AP score. List-wise
ranking mining enforces correct matches without explicitly building triplets. Taken
from DOAP [80].

label differences, the training scheme is quite similar to image hashing. For exam-
ple, L2-Net [169] is trained to learn binary descriptors by enforcing the batch-wise
relative distance among images, i.e., the binary descriptors of neighboring images
should also keep the neighboring relationship. Aside from the constraint on the rel-
ative distance, L2-Net considers improving the compactness of learned descriptors
and reducing the bit correlation to avoid overfitting. Additionally, during training,
L2-Net adopts a progressive sampling strategy that enables billions of sample pairs
can be accessed within only a few epochs. On top of that, HardNet [133] shows
that more powerful binary descriptors can be learned with an improved sampling
strategy, which is shown in Fig. 2.15. As can be seen, a distance matrix can be
calculated based on binary descriptors of a given list of positive (matched) patch
pairs. In order to form a triplet with the positive pair, the two hardest negative
pairs are selected regarding to the anchor and positive patch, respectively. Among
the two hardest negative pairs, the hardest one with the smaller distance is chosen
to form the final triplet. Although adopting the same structure as L2-Net, with the
aid of such a sampling strategy, HardNet outperforms L2-Net even without using
the other two loss terms. CDbin [211] argue that since image patches are generally
simple in semantics, even shallow network can well capture the visual cues. CD-
bin proposes to learn binary descriptors with a 5-layer CNN, which is trained by
an objective with 4 basic terms: 1) triplet loss, ensuring the discriminability, 2)
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Figure 2.17: Pipeline of DH [49]. Given gallery images, the network is employed to
output binary descriptors. Three feature learning constraints used during training
are also listed. Taken from DH [49].

quantization loss, reducing information loss during binarization, 3) correlation loss,
avoiding highly-correlated bits, and 4) even-distribution loss, enriching the carried
information. Instead of exploiting the pair/triplet relationship, DOAP [80] proposes
to learn binary descriptors with a list-wise ranking based metric, i.e., average preci-
sion. The comparison between the triplet relationship mining and list-wise ranking
mining is shown in Fig. 2.16. As can be seen, since triplet loss is calculated between
a preset triplet, i.e., (anchor, positive, negative), the loss value is independent of
how hard the negative can be discriminated, which is inconsistent with the essence
of retrieval/matching tasks. Therefore, a position-sensitive metric, i.e., list-wise
ranking, is proposed, where negative samples are given penalties according to the
ranking. In other words, high-ranked negative samples will receive a heavy penalty.
Optimizing with such ranking-based metrics, correct matches are enforced by DOAP
without explicitly building triplets for training.

Despite the state-of-the-arts performance of supervised binary descriptors in
visual tasks, they are unfavourable for real-world scenarios considering the cost of
large-scale label annotation in terms of data size and the variety of tasks. Therefore,
unsupervised binary descriptors, which do NOT require any label information during
training, have drawn increasing attention in the computer vision community.

Unsupervised binary descriptors, which do not require any label informa-
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tion during training, have drawn increasing attention recently. Specifically, as one
of the pioneering unsupervised binary descriptors learning schemes, evolutionary
compact embedding (ECE) [119] proposes a bit-wise learning scheme, where each
bit is learned by a weighted binary classifier iteratively trained with genetic pro-
gramming (GP) strategy. To improve the discriminability of each bit, AdaBoost
is employed during training to reweigh the training samples for the learning of the
next bit. With the combination of GP and AdaBoost, compact binary descriptors
are learned. At the same stage, Deep Hashing (DH) [49] is proposed for large-scale
image retrieval. The pipeline of DH is illustrated in Fig. 2.17. As can be seen, a
deep neural network is used to derive binary descriptors. Instead of involving label
information, DH employs three label-free criteria to supervise the feature learning:
1) quantization loss, i.e., minimizing the distance between real-valued features and
binary descriptors, 2) balanced bits, i.e., ensuring each bit to be evenly-distributed
globally, and 3) independent bits, i.e., ensuring each bit within the binary code to
be independent. The parameters of the network are optimized by the objective via
the back propagation algorithm. Following the spirit of DH, DeepBit [112] employs
a deep neural network to learn visual features and three constraints are applied on
top of derived binary descriptors. However, DeepBit improves DH by considering
the robustness of descriptors to transformations. Specifically, a siamese network,
taking as inputs image patches and the transformed counterparts, is adopted. An
objective term, i.e., transformation invariant, is applied to minimize the distance
between the original patch and its corresponding transformed ones in the Hamming
space. Meanwhile, the constraints of quantization minimization and even distri-
bution are also adopted to ensure the effectiveness of derived binary descriptors.

On the basis of the framework, GraphBit [46] is proposed to handle “am-
biguous bits”, which lie near the threshold when adopting the sign function for
binarization. Such bits tend to carry ambiguous information for confident binariza-
tion, thereby being sensitive to noise. To overcome the problem, GraphBit aims
to eliminate ambiguity by exploiting underlying inner relationships between bits.
Specifically, the framework is built upon a directed acyclic graph, where each bit
presents a node while interactions between bits present edges. By maximizing the
mutual information with input images and related confident bits, ambiguous bits
can be enhanced by receiving additional guidance. The discriminability of binary
descriptors is enhanced by involving more confident bits. Although the drawbacks
of sign function based binarization can be alleviated by GraphBit [46], the hand-
crafted zero threshold is still a sub-optimal choice, which neglects data distributions.
To solve the problem, DBD-MQ [47] considers binarization as a multi-quantization
problem, where K-AutoEncoders (KAEs) are used to perform a more reasonable bi-
narization. Specifically, training images are first expected to perform the encoding-
decoding process with all KAEs. Then each image is associated with the AE with
minimum reconstruction loss. Lastly, image features are used to retrain the associ-
ated KAEs. The above steps are iteratively executed until convergence is achieved.
At the same stage, BinGAN [262], which adopts the structure of GAN network, is
also proposed to eliminate the quantization error. The binarized low-dimensional
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Figure 2.18: Pipeline of DeepBit [112]. A siamese network is employed to deal with
the original image patch and its transformed ones, respectively. Three objective
terms are employed to supervise the learning of binary descriptors. Taken from
DeepBit [112].

features output by the penultimate layer of the discriminator are regarded as bi-
nary descriptors. To preserve the consistency between high-dimensional floating
features of preceding layers and derived binary descriptors, two constraints are ap-
plied: 1) reducing the correlation between floating features and binary codes, and
2) propagating the relation between bits from the high-dimensional feature space to
low-dimensional ones.

Aside from the backbone framework provided by DH [49], some recent works
also investigate the power of auto-encoding schemes in unsupervised binary descrip-
tor learning, where latent variables in the middle serve as the binary codes after
binarization. To better adapt auto-encoder(AE) in the binary descriptor learning,
Twin-Bottleneck Hashing (TBH) [158] improves AE with twin bottlenecks, which
represents binary latent variables and continuous latent variables, respectively. The
framework of TBH is illustrated in Fig. 2.19. As can be seen, binary latent vari-
ables are used to build a code-driven similarity graph, which is updated dynamically
based on Hamming distances during training. Continuous bottleneck, carrying rich
semantic information than binary ones, ensures the reconstruction quality. On top
of twin bottlenecks, a graph convolutional network (GCN) is adopted to further
enhance continuous bottlenecks with similar relationships within the binary latent
space. Meanwhile, two discriminators are used as regularizers for twin bottlenecks
to avoid high bit correlation and align the distribution of latent spaces. The training
of TBH follows the training scheme of adversarial learning, alternating between the
auto-encoding step and the discriminating. Although the representability of binary

38



Unlabeled Images

Binary Latent Variable

Continuous Latent Variable

Twin Bottlenecks

! = # $% & ∈ 0,1 +

, = $- & ∈ ℝ/

0.1 0.4 ⋯ 1.6 0.50.1 0.4 ⋯ 1.6 0.30.1 0.4 ⋯ 1.6 0.30.1 0.4 ⋯ 1.6 0.3
FC

, R
eL

U
Si

ze
: 1

02
4 FC

, S
ig

m
oi

d,
 

St
oc

ha
st

ic
 N

eu
ro

n
Si

ze
: 1

FC
, R

eL
U

Si
ze

: 2

Code-Driven
Similarity Graph

3

0 1 01 10 1 10 00 1 10 10 1 01 0

0.
1

0.
4

⋯
1.

6
0.

5
0.

1
0.

4
⋯

1.
6

0.
3

0.
1

0.
4

⋯
1.

6
0.

3
0.

1.
 0

.5
 
⋯

0.
9

0.
4

Graph Convolutional
Network (GCN)

,4 ∈ 0,1 /

FC
, R

eL
U

Si
ze

: 1
02

4

FC
, I

de
nt

it
y

Si
ze

: 5

Encoder Decoder

FC, ReLU
Size: 1024 Real/Fake

FC, Sigmoid
Size: 1

6(8)~ℬ <,0.5
WAE Adversarial

Block:

FC, Sigmoid
Size: 1

FC, ReLU
Size: 1024 6(?)~@ 0,1 /Real/FakeWAE Adversarial

Block: Discriminator AB ,4; DB

Discriminator AE !;DE

sigmoid 5F
E
B35F

E
BGHIJ

Feature Extraction
& ∈ ℝ5

Schematic of TBH

Figure 2.19: Framework of TBH [158]. TBH improves the auto-encoder with twin
bottlenecks, representing binary and continuous latent variables, respectively. The
code-driven similarity graph A is built upon Hamming distances between binary
variables, which are used, along with GCN, to refine continuous variables. Two
WAE Adversarial blocks are employed to regularize both latent variables. Taken
from TBH [158].

descriptors can be improved by enforcing the reconstruction quality, a recent work,
i.e., Hashing with Contrastive Information Bottleneck (CIBHash) [144], suggests
that such whole-image reconstruction encourages the model to focus on meaningless
backgrounds instead of the meaningful similarity preservation. To handle the prob-
lem, CIBHash adapts a state-of-the-art contrastive learning scheme [25] into the bi-
nary descriptor learning by replacing the projection head with a probabilistic binary
representation layer for binarization. On top of this, CIBHash is trained to reduce
the mutual information between binary descriptors and input data inspired by infor-
mation bottleneck (IB) theory, to eliminate the impacts of backgrounds. Similarly,
contrastive quantization with code memory (MeCoQ) [183] also adopts the con-
trastive learning scheme to learn binary descriptors. However, MeCoQ adopts the
training scheme of MoCo [78], which leverages the memory bank to provide a large
number of negative samples to avoid the requirement of a large batch size. Following
MoCo, images are first augmented to obtain different views for training. Images are
fed into a feature encoder to derive real-valued embeddings, which are then sent to a
trainable quantization module to obtain a “soft” quantization code. Those codes are
also used to build and update the memory bank. Then, the contrastive loss is then
applied to soft quantization codes and the memory bank to maximize the similarity
between positive pairs (images and their augmented ones) while minimizing that
between negative ones (images and codes in the memory bank). The combination of
contrastive learning and quantization enables the learning of discriminative binary
descriptors.

2.3.2 Fast person ReID

Since person ReID follows the same spirit as image retrieval [209], where the
retrieval is conducted between query images and the gallery set based on the feature
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Figure 2.20: Pipeline of CSBT [22]. High-dimensional features are projected to
the discriminative subspace where different identities are well separated. Then, a
binary coding scheme is used for feature binarization in the subspace. Taken from
CSBT [22].

similarity, most fast person ReID methods [231, 22, 123, 182, 221] are inspired by
aforementioned methods to obtain effective binary descriptors for identity retrieval.

Specifically, DRSCH [231] generates bit-scalable binary descriptors for fast
person ReID via a convolutional neural network (CNN). The framework is trained
by a triplet loss, where positive pairs, i.e., belonging to the same identity, are en-
couraged to have similar binary codes while negative pairs, i.e., belonging to the
different identities, are encouraged to be distanced in the Hamming space. Mean-
while, the margin between positive pairs and negative pairs is maximized. Addi-
tionally, DRSCH assigns each bit with unequal weights, where insignificant ones can
be removed to achieve bit-scalable binary descriptors. To better adapt image hash-
ing to person ReID, CBI [243] considers the impacts of multiple camera views. In
other words, although people captured from different views are visually dissimilar,
their binary descriptors should be similar. CBI aims to learn different sets of hash
functions for different camera views by minimizing the intra-identity distance in
the Hamming space while maximizing bit variances and cross-covariance of binary
codes. However, CBI can only deal with two views at each time, which lacks flexibil-
ity in multi-camera scenarios. To handle multiple cameras, cross-camera semantic
binary transformation (CSBT) [22] is proposed, which follows the pipeline shown
in Fig. 2.20. CSBT firstly projects high-dimensional features to a subspace, where
intra-identity distances are smaller than inter-identity distances. Subsequently, a
binary coding strategy is applied in the subspace to learn binary descriptors via
preserving the similarity relationship within sample triplets. Additionally, orthogo-
nal constraints are applied to avoid correlated bits within binary descriptors. Instead
of learning the projection from high-dimensional features to binary codes, Adver-
sarial Binary Coding (ABC) [123] fits the distribution of real-valued features to
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Figure 2.21: Illustration of the learning of binary descriptors for fast person ReID
with (a) traditional approaches, (b) deep hashing based approaches, and (c) SIAMH.
Taken from SIAMH [238].

that of prior binary codes via adversarial learning. ABC is plugged into a ReID
network trained with triplet loss to ensure the semantic discriminability of derived
binary codes. The work facilitates person ReID by correlating the compactness and
discriminability of binary descriptors. However, DLBC [23] suggests that existing
fast-person ReID methods ignore local details, which are discriminative cues to dis-
tinguish visually similar persons. However, details presented by local patches are
generally inconsistent for the same person due to varying viewpoints. To address
the problems, DLBC aims to extract discriminative local features from spatially
salient regions, which are then transformed to binary codes via a hash layer. By
maximizing the mutual information between salient local features and binary codes,
the correlation between binary representations and local regions from different views
is strengthened, thereby improving the robustness of learned binary codes.

Despite that much effort has been made to improve the representability of bi-
nary descriptors, the above methods generally suffer from unsatisfying performance,
especially when short binary codes are applied for identity retrieval, due to the fact
that information carried by each binary bit is far less than the real-valued one. To
address the problem, SIAMH [238] adopts the mutual learning scheme to achieve
effective binary descriptors for fast person ReID. The comparisons between previous
fast person ReID works and SIAMH are illustrated in Fig. 2.21. As can be seen,
SIAMH (Fig. 2.21(c)) involves a teacher model and a student model, both of which
take the structure of deep hashing methods (Fig. 2.21(b)). SIAMH improves deep
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Figure 2.22: Illustration of Coarse-to-fine (CtF) [182] ranking strategy. Q and G
denote the query image and the matched ones, respectively. B = {bi}N1 are binary
descriptors of ascending lengths and T = {ti}N1 are ranking thresholds. At each
time, only samples whose distance to the query is lower than the threshold are
selected for further comparison. Taken from CtF [182].

hashing models in the redundancy reduction between binary codes. Specifically,
codes are encouraged to attend on salience regions, which are updated dynami-
cally during training. Meanwhile, outputs of the teacher model are used to guide
the learning of the student model, and in return, classification scores output by
the student model serve as dark knowledge to regularize the teacher model. With
the aid of mutual learning, SIAMH improves the discrimination of learned binary
codes. Instead of employing complex models, CtF [182] improves the ReID per-
formance by taking advantage of both real-valued features and binary descriptors.
Specifically, CtF proposes a coarse-to-fine ranking strategy, which is illustrated in
Fig. 2.22. Firstly, binary codes of different lengths are generated for each image.
During searching, for a given query image, gallery images are ranked based on the
Hamming distance of shorter codes to the query. After comparing with the threshold
for the current search level, only images whose distances are lower than the threshold
are selected to perform the search at the next level. As the level goes deeper, longer
binary codes are utilized for the Hamming distance comparison. Meanwhile, to
conduct such progressive searching, preserving the information consistency between
binary descriptors of different lengths is essential. To this end, the self-distillation
learning strategy is used to encourage shorter codes to mimic the distribution of
longer codes. Recently, sub-space Consistency Regularization (SCR) [221] proposes
to balance the model accuracy and efficiency from the aspects of distance measure-
ment and ranking speed. Specifically, instead of conducting the vector-to-vector
distance computation, SCR divides each feature vector into multiple sub-spaces, in
which the clustering is then conducted. With the cluster centroids given by each
sub-space, the vector-to-vector distances can be transformed to the summation of
centroid-to-centroid ones. Since the number of centroids is far less than the fea-
ture dimension, the computational cost can be effectively reduced. In terms of the
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ranking speed, a look-up-table (LUT) is built to record the mapping from cluster
indexes to cluster centroids, which can speed up the inference.

However, the aforementioned fast person ReID approaches are trained in a
supervised manner, where identity labels are used during training. Inspired by the
emerging unsupervised binary descriptors for image retrieval as well as the success
of unsupervised person ReID methods, the author aims to propose an unsupervised
binary descriptor learning manner for fast person ReID. However, it has not been
investigated in any works. To fill in the gap, the author first explores the learning
of unsupervised binary descriptors for visual search tasks, and then applies the
proposed method on fast ReID.

2.4 Cross-modality person ReID

Despite that advanced performances have been achieved, the aforementioned
person ReID approaches can only handle the identity retrieval within a visible
modality, where RGB is exclusively involved. However, in some real-world scenarios,
the person ReID across multiple modalities [220, 244, 86] is commonly required. For
example, criminal investigation commonly requires the search of persons captured by
low-resolution cameras among high-resolution databases or searching by verbal de-
scriptions of suspects merely. Considering the above cases, person re-identification
across images with different resolutions or images and text can be very helpful.
Additionally, 24/7 smart surveillance system requires the identity identification sys-
tem running from day to night to guarantee security continuously. However, RGB
cameras can only capture limited information under low-lighting conditions, near
infrared cameras are required to collect effective information via infrared (IR) im-
ages during night time. Therefore, the identity retrieval cross visible images and
infrared images is also important. Considering the wide applicability, the thesis
mainly focuses on Visible-Infrared person ReID (VI-ReID), which handles the iden-
tity matching between the daytime visible and night-time infrared images.

VI-ReID vs. ReID. Generally, due to the existence of two modalities, VI-ReID
differentiates plain ReID at both the training and inference stages. During train-
ing, plain person ReID faces challenges within the modality, such as pose variances,
illumination changes, and occlusions. For VI-ReID, apart from the aforementioned
intra-modality discrepancy, the existence of two intrinsically different modalities
also poses challenges across modalities, such as the differences in the intensity/color
information between visible images and infrared images. The noticeable intra- and
inter-modality discrepancies make the effective identity feature learning a challeng-
ing task. In terms of the inference, as illustrated in Fig. 2.23, the query images
and gallery images are from the same modality for ReID, yet different for VI-ReID,
which fits the requirement of day-to-night people searching.

As the day-to-night people search demand increases, much effort has been put
into the study of VI-ReID in recent years. Existing VI-ReID approaches, as il-
lustrated in Fig. 2.24, mainly improve the ReID performance from four aspects: 1)
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Figure 2.23: Comparison between the inference of (a) person ReID and (b) VI-ReID
models. The query and gallery images belong to the same modality for ReID yet
from different modalities for VI-ReID.

modality-shared feature learning (Section 2.4.1), 2) modality-specific information
compensation (Section 2.4.2), 3) auxiliary information (Section 2.4.3), and 4) data
augmentation (Section 2.4.4).

2.4.1 Modality-shared feature learning

To perform accurate identity retrieval across the VIS modality and the IR
modality, identity-related features that are shared by both modalities, i.e., modality-
shared features, are required. In other words, modality-specific features, that will
cause confusion during retrieval, are discarded during the feature extraction, thereby
leading to a better cross-modality person ReID performance. Many works have
been investigated in the learning of modality-shared features in recent years, which
mainly include three types: 1) feature projection, 2) feature disentanglement, and
3) metric learning. Multiple pipelines of modality-shared feature learning are shown
in Fig. 2.25.

Feature projection based methods project single-modality features of into a
modality-shared feature space to reduce the gap between two modalities. Then,
discriminative modality-shared features are learned in the modality-shared feature
space to handle the discrepancy within the modality. The pipeline of feature pro-
jection based methods is shown in Fig. 2.25(a).

As a pioneering VI-ReID works, Zero-pad [194] investigates the structure of
three modality-shared feature learning networks, including a one-stream network,
a two-stream network and one with an asymmetric FC layer. The illustrations of
three structures are shown in Fig. 2.26. As can be seen, one-stream network
takes the input of both RGB images and IR images and ask both images to share all
parameters of the network. Two-stream network firstly inputs RGB images and
IR images into two different convolutional blocks. Then single-modality features
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layer. Convolutional blocks and FC layers with the same color denote that param-
eters are shared by both modalities and vice versa.

are merged to extract modality-shared features via subsequent shared-parameter
layers. Network with asymmetric FC Layer adopts the structure of the shal-
low layers of a two-stream network. However, backbone features are fed into two
FC layers here, with each extracting discriminative modality-shared features within
the corresponding modality. Three structures are widely adopted in later feature
projection based methods. Especially, the design of the effective parameter-shared
part has become the main focus since it directly impacts the modality-shared fea-
ture learning. Specifically, according to the solutions proposed by later works for
network improvement, current feature projection methods can be categorized into
6 types: 1) exploring multi-level features, 2) mining global and local information,
3) employing attention mechanism, 4) using graph convolution network (GCN), 5)
optimizing batch normalization (BN) layer, and 6) optimizing classifier.

• Exploring multi-level features aims to take advantage of detail-embedded
low-level features and semantic-embedded high-level features and make them
provide complementary information mutually. Specifically, MGN [204] is built
upon the two-stream structure, where fused single-modality backbone features
are fed into a multi-branch network to gather the information of multi-level
features and derive modality-shared features. DMCF [30] proposes a multi-
granularity dividing method to extract modality-shared features with more de-
tails of multiple granularities. The framework is shown in Fig. 2.27. Addition-
ally, a strategy is proposed to apply different divisions to different layers. Since
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Figure 2.27: Framework of DMCF [30]. Single-modality features are fused accord-
ing to the granularity and fused features are further divided to mine multi-level
information to facilitate modality-shared feature learning. Taken from DMCF [30].

more effective information, as well as less noise present as the layer goes deeper,
low-level features output by shallow layers, are not divided while middle-level
and high-level features are divided into two and three parts, respectively. In
terms of the framework, DMCF is also built upon the two-stream structure
with the modification that corresponding layers of two single-modality back-
bone feature extractors are concatenated together and the parameter-shared
blocks are applied on granularity-aware fused single-modality features.

• Mining global and local information aims to facilitate robust modality-
shared feature learning by encouraging the network to focus on body structure
instead of identity-irrelevant information, such as human pose or backgrounds.
Specifically, an adaptive body partition (ABP) [192] is proposed to learn dis-
tinguishable body part representations. The framework of ABP is illustrated
in Fig. 2.28. The work adopts the one-stream structure, where RGB images
and IR images are first fed into a feature extractor to get modality-shared
features. Then K-means clustering algorithm [129] is applied on backbone
features to gather channels carrying information of similar body regions. The
resulting M groups serve as M body parts, which are subsequently sent to
multiple branches. Constraints are applied to global features and local (part)
features separately to ensure the discriminability of features generated by
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Figure 2.28: Framework of ABP [192]. ResNet-50 serves as the backbone feature
extractor to extract modality-shared features, which are divided into M parts via
K-means. Constraints are applied to each part to facilitate fine-grained information
learning. Taken from ABP [192].

each branch. During inference, features from both global branches and lo-
cal branches are concatenated for identity retrieval. Later, FBP-AL [193] is
proposed to improve ABP with an adaptive weighting strategy, which high-
lights discriminative body parts during training and an adversarial learning
scheme, which encourages the generator to generate common features for the
same identity of both modalities and asks the discriminator to distinguish the
modality that features comes from. Instead of dividing body parts via cluster-
ing, MSPAC [226] directly splits backbone features horizontally to represent
body part features. Additionally, local features are gradually aggregated to
global features by a network with cascading structure, resulting in enhanced
modality-shared features embedded with low-level content information and
high-level semantic information. The enhanced features are used for identity
retrieval during inference. Despite that effective modality-shared features are
extracted by the above methods, LbA [138] argue that such image-level and
part-level based features are too coarse to handle the problem of body mis-
alignment. Therefore, LbA aims to exploit pixel-wise features by establishing
dense correspondences between RGB images and IR images and enforcing
semantically similar local regions to be closely embedded. Such pixel-wise
representations facilitate VI-ReID mainly from two aspects: 1) reducing the
modality gap since pixel-wise features are modality-irrelevant, and 2) embed-
ding features with more details due to the enforcement of local association.

• Employing attention mechanism in the learning of modality-shared fea-
tures enables the detection of person-related regions or identity-relevant fea-
tures where discriminative information generally exists. DLIS [200] encourages
the network to focus on local patterns apart from the global information by
the position attention-guided learning module (PALM). Such a module cap-
tures long-range dependencies via the self-attention mechanism [175], where
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inputs are interacted with each other to mine the relationship in-between so
that the most “important” ones can be emphasized. Similarly, a dual-path
deep supervision network (DDSN) [31] utilizes the self-attention mechanism
to capture potential contextual cues within feature maps. Additionally, several
dual-path deep supervision learning modules (DDSL) are inserted at multiple
layers to obtain multi-level features, which are fused with contextual cues
later to facilitate modality-shared feature learning. MPANet [198] aims to
discover nuances in IR images, such as the type of pants or whether carry-
ing bags, via attention mechanism. Specifically, MPANet includes a modality
alleviation module and a pattern alignment module. The former alleviates
the modality discrepancy via attention-guided instance normalization, where
identity-relevant channels are emphasized while identity-irrelevant ones are
dislodged. The pattern alignment module utilizes diverse pattern maps gen-
erated by the attention mechanism to discover the nuances in identity images.
CoAL [191] proposes an end-to-end framework with two types of attention
mechanisms: attention lifting and co-attentive learning. The former identifies
the identity-relevant features from identity-irrelevant ones, thereby alleviating
the intra-modality discrepancy. Whilst co-attentive learning mechanism re-
duces the gap between visible modality and infrared modality by performing
the co-attentive interactions between modality-specific features and modality-
shared ones to find out features that contribute more to the cross-modality
identity retrieval.

• Using graph convolutional networks (GCN) in the modality-shared fea-
ture learning mainly has two advantages: 1) mining the relationship between
features of the whole body (global) and body parts (local) to embed final
representations with fine-grained information, and 2) mining the relation-
ship between different identities across modalities to bridge the noticeable
modality gap. Specifically, GLGCN [228] aims to mine the relation among
different body parts via GCN to handle occlusions in VI-ReID, where body
parts may be hiden by backgrounds. To achieve this, two types of graphs
are built, including one built among different body parts within each modal-
ity and one built between embeddings of the same identity of two modali-
ties. With both graphs mining local and global relations respectively, both
intra- and inter-modality discrepancy are reduced. Similarly, DDAG [217]
proposes a dual-attentive aggregation strategy to mine both intra-modality
part-level and inter-modality graph-level contextual information for VI-ReID.
Concretely, within each modality, the self-attention mechanism is applied to
mine the relations between part-level features such that attentive parts can
be assigned with higher weights. Additionally, cross-modality graphs are built
upon single-modality features to mine the graphical relations between identity
features of both modalities. In order to integrate two components adaptively,
a parameter-free dynamic dual aggregation learning scheme is developed, en-
abling the joint optimization of modules with different objectives. Benefitting
from contextual cues, CGRNet [53] built graphs at the context level (local and
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Figure 2.29: Framework of CGRNet [53]. The local modality-similarity module
(LMM) minimizes the distance between style similarity grams of two modalities. The
hierarchical graph reasoning module (HGR) models the relations across modalities
and contexts. Taken from CGRNet [53].

global) and at the modality level (RGB and IR). The framework is illustrated
in Fig. 2.29. CGRNet mainly consists of two modules: the local modality-
similarity module (LMM) and the hierarchical graph reasoning module (HGR).
Firstly, the style similarity grams are built upon modality-specific features and
LMM is employed to reduce the distance between two grams such that features
of the same identity in two modalities are pushed to each other in the latent
space. Then single-modality features are squeezed along the channel and the
graph is built upon global vectors and local vectors of both modalities. By
mining relations in-between, the identity-consist information is inferred and
can be presented as modality-shared features.

• Optimizing BN layer aims to solve the gap resulting from BN layers, in-
cluding inter-mini-batch distribution gap and intra-mini-batch modality dis-
tribution gap [105]. The former refers to the gap between each mini-batch
within each modality while the latter refers to the cross-modality gap within
each mini-batch. To address the problem, a modality batch normalization
(MBN) layer is proposed to divide each mini-batch into segments according
to modality and the normalization is conducted within each modality such
that both gaps can be reduced significantly. Similarly, CM-NAS [55] points
out the importance of separating the BN layer in cross-modality person ReID
performance boosting. Inspired by the observation, an objective is proposed
to investigate the optimal separation scheme, which is illustrated in Fig. 2.30.
As can be seen, the scheme provides the network with two options for each BN
layer: adopting different parameters for visible modality and infrared modality
via trainable separate parameters or adopting the same parameters for both
modalities. With such a BN strategy, the network is encouraged to learn the
optimal combination of layer-wise BN strategy that contributes to a better
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Figure 2.30: Illustration of BN separation in CM-NAS [55]. Two options are pro-
vided for BN layer: adopting different parameters for visible modality and infrared
modality via trainable separate parameters or adopting the same parameters for
both modalities. Taken from CM-NAS [55].

cross-modality identity retrieval performance.

• Optimizing classifier aims to improve the modality-shared classifier in ex-
isting two-stream structure based frameworks. Specifically, a modality-aware
collaborative (MAC) [214] learning scheme is proposed to impose additional
constraints apart from that applied to the modality-shared classifier, which is
shown in Fig. 2.31. As can be seen, three additional classifiers with different
objectives are involved, including two modality-specific classifiers and a modal-
ity classifier. The former two aims to capture modality-specific identity-related
information at the classifier level while the latter one serves as a discriminator
to distinguish which modality that current inputs belong to. Additionally, a
collaborative learning strategy is developed to coordinate the joint learning
with modality-shared classifiers and modality-specific ones. Based on MAC,
they further develop a collaborative ensemble learning strategy in the exten-
sion work [216]. Such an ensemble scheme improves the knowledge transfer
among different classifiers, which provides informative guidance for each clas-
sifier, facilitating the learning of more representative features. Following the
idea of knowledge transfer and mutual learning, two modality-specific nearest
neighbour classifiers are exploited in CMSP [195]. By conducting the inner
product between features and classifier parameters that are assigned by single-
modality features, the intra-modality similarity scores and cross-modality ones
can be calculated. A modality-aware similarity-preserving loss is applied with
similarity scores to enforce the consistency of same-modality retrieval results
and cross-modality ones.

Feature disentanglement based methods aim to extract identity-related fea-
tures by filtering out modality-specific ones from single-modality backbone features.
The pipeline of feature disentanglement-based methods is shown in Fig. 2.25(b),
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Figure 2.31: Comparison of models with (a) two-stream structure and (b) MAC [214]
learning scheme. V and T refers to visible modality and thermal modality, respec-
tively.
Apart from the modality-shared classifier (θ0), MAC employs two modality-specific

classifiers (θv and θt) and a modality classifier (θm). Taken from MAC [214].

where single-modality features are decomposed into two parts: modality-shared
features and modality-specific features. The former is what the cross-modality
identity retrieval requires. MSR [54] adopts the two-stream structure with two
branches attaching to single-modality backbone features to extract modality-specific
and modality-shared features separately via the discriminant metric and the iden-
tity loss, respectively. Following the structure, SDL [92] attempts to disentangle
single-modality features into the identity-related features, i.e.,modality-shared ones,
and spectrum-disentangled features, i.e., modality-specific ones. SDL names two
branches the spectrum dispelling branch and the spectrum distilling branch, respec-
tively. The former aims to extract identity-related features under the supervision of
identity loss while the latter aims to distil spectrum-specific cues under the supervi-
sion of identity-dispeller loss. Additionally, to further ensure that the two parts are
well separated, SDL adopts a disentanglement loss where the loss between single-
modality features and the summation of modality-shared features and corresponding
spectrum-disentangled features is minimized.

As a departure from previous disentanglement methods, Hi-CMD [33] disen-
tangles features by image reconstruction with generative models. Specifically, single-
modality features are disentangled into ID-discriminative factors and ID-excluded
factors. Given a pair of RGB-IR features for a person, a decoder is applied to recon-
struct a pair of images with their swapped ID-excluded factors, which are composed
of illumination attribute code and pose attribute code. By imposing the recon-
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Figure 2.32: (a) Pipeline of Hi-CMD [33]. The method aims to disentangle ID-
discriminative features from ID-excluded ones by image reconstruction. (b) Ex-
amples of images generated by Hi-CMD in visible modality and infrared modality.
As can be seen, Hi-CMD is able to preserve the identity information as well as
generating high-quality images. Taken from Hi-CMD [33].

struction loss on the generated pair, the generator learns how to encode and decode
ID-excluded factors. Meanwhile, additional reconstruction loss terms are applied to
images that are reconstructed within each modality to ensure that ID-discriminative
features, including style attribute code and prototype code, are well preserved during
the cross-modality reconstruction while ID-excluded ones are well preserved during
the same-modality reconstruction. Examples of generated image pairs by Hi-CMD
are shown in Fig. 2.32(b). As can be observed, with the elaborate design, Hi-CMD
is capable of disentangling ID-discriminative features from ID-excluded ones and
generating high-quality images. At the same period, DG-VAE [141] is proposed
to disentangle the single-modality features into identity-discriminable information
(IDI) and identity-ambiguous information (IAI) via variational auto-encoder (VAE).
IDI refers to cues such as the shape and contour of the body, which can be used to
distinguish one person from the other. In contrast, IAI refers to cues like spectrum
characteristics, which confuses the VI-ReID. To solve the problem that the stan-
dard Gaussian distribution cannot well handle the structural discontinuity between
disparate classes of IDI, DG-VAE embeds IDI with mixture-of-gaussian (MoG) dis-
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tribution, which considers intra-class variations and inter-class separability at the
same time. Additionally, a triplet swap reconstruction (TSR) strategy is adopted
to enhance disentanglement via squeezing IDI and IAI into separate branches.

Metric learning based methods improve optimization objectives of identity fea-
ture learning, where the network is enforced to extract features with specific prop-
erties. As shown in Fig. 2.24, existing loss functions can be categorized as identity
loss, contrastive loss, triplet loss, and center loss, which will be detailed as follows.

• Identity loss aims to embed identity-related information into the learned
features. Generally, it takes the formulation of cross entropy (CE) loss, which
is widely used in classification. Differently, HSME [74] argues that existing
methods ignore the correlation between the classification loss and the feature
embedding loss. Therefore, they propose to use the sphere softmax function,
which aims to build a hypersphere embedding space where intra-modality
variations and cross-modality variations are constrained.

• Contrastive loss aims to bridge the gap between visible modality and in-
frared modality by enforcing the distance relations between sample pairs. For
example, HCML [212] adopts the two stream structure with an additional
contrastive loss applying on backbone features, which enforces that the dis-
tance between cross-modality negative pairs (belonging to different persons) is
larger than that between cross-modality positive pairs (belonging to the same
person) by a margin in the latent space.

• Triplet loss aims to constrain the distance relationship among triplets built
within single-modality or across heterogeneous modalities. For example, a bi-
directional top-ranking (BDTR) [213] loss is proposed, which considers both
cross-modality constraint and intra-modality constraint. The former bridges
the modality gap by enforcing the distance between the anchor and its fur-
thest cross-modality positive should be smaller than that between its nearest
cross-modality negative ones by a margin. The latter focuses on the triplet re-
lationship within the modality, i.e., the anchor should be closer to its positive
samples than the hardest negative ones. Instead of imposing the triplet loss
in the whole feature space, the modality alignment (HMA) [185] loss firstly
mines a hard feature subspace with noticeable modality discrepancy and then
conducts the triplet loss within the hard subspace to mitigate the imbalance
of modality discrepancies. Instead of Euclidean distance, a bi-directional ex-
ponential angular triplet (expAT) [210] loss leverages the cosine distance to
describe the distance relationship between samples in the latent space, such
that angularly separable features can be learned. The feature distribution of
models trained with plain triplet loss and expAT loss are shown in Fig. 2.33.
As can be seen, more separable features can be derived when the model is
trained with expAT loss.

• Center loss aims to regulate the identity-wise relationship instead of sample-
wise ones, such that the network will not be focusing on meaningless de-
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Figure 2.33: Visualization of feature distribution of models trained with (a) triplet
loss and (b) expAT loss [210]. Taken from expAT [210].

tails, such as human poses, and accessories. Specifically, the hetero-center
(HC) [261] loss is proposed to regulate the distance between feature centers
of visible modality and infrared modality, where heterogeneous features of
the same identity are pulled closer. Integrating with the CE loss, discrimi-
native modality-shared features are learned with the baseline two stream net-
work. On top of it, PSENet [116] upgrades HC loss into a triplet version,
where cross-modality feature centers of different identities are pushed away
apart from the distance constraint applied on cross-modality positive center
pairs. eBDTR [215] extends the bi-directional dual-constrained top-ranking
loss (BDTR) [213] to the center-based ones, where the previous cross-modality
constraint and intra-modality constraint are incorporated into a single formula.

2.4.2 Modality-specific information compensation

In addition to extracting modality-shared features, some works [180, 237,
34, 252, 126, 188, 85, 230] facilitate VI-ReID by compensating modality-specific in-
formation. According to the modality of generated information, the compensation
can be categorized as single-modality information compensation and cross-modality
information compensation. The differences between the two types are shown in
Fig. 2.34(b) and Fig. 2.34(c). The single-modality information compensation only
generates information in a single modality while cross-modality information com-
pensation conducts the generation in both modalities.

Single-modality information compensation is generally conducted by gen-
erating fake images from one modality to another so that the matching can be
conducted within a single modality, thereby alleviating the cross-modality discrep-
ancy.

Specifically, AlignGAN [180] employs a pixel alignment module to generate
fake infrared (IR) images from real RGB images, which adopts the structure of Cy-
cleGAN [258]. With the min-max training scheme alternating between the generator

55



(a)

Matching

G
enerating

G
enerating

 Generated Visible 
Modality-specific Features

Infrared Modality-specific 
Features

Infrared Modality-shared 
Features

Visible Modality-specific 
Features

Generated Infrared 
Modality-shared Features

Visible Modality-shared 
Features

ReID 
Network Matching

V IG  Fusion

I VG 

ReID 
Network

V IG 

Fusion

Fusion

Matching

(c)

(b)

Figure 2.34: (a) Framework of FMCNet [230]. Pipelines of modality-specific in-
formation compensation methods, including (b) single-modality ones and (c) cross-
modality ones.

and the discriminator, RGB images are transferred into IR-like ones. Correspond-
ingly, the cross-modality matching is transferred to an intra-modality one performing
between fake and real IR images at the feature level. Later, TS-GAN [237] proposes
a teacher-student GAN model, where the teacher model is pretrained on real IR
images and then guides the learning of the student model. The student model takes
as input both real RGB and fake IR images, which are generated by GAN following
the scheme of AlignGAN.

Apart from the visible-infrared generation, some works focus on the genera-
tion in an inverse way, i.e., generating fake visible images from infrared ones. For
example, CE2L [34] converts the infrared image into visible ones via CycleGAN
and conducts the intra-modality matching in visible modality. Instead of using the
generative model to obtain visible images, an alternative way is to utilize the col-
orization. The comparison of pixel correspondences between the two types is shown
in Fig. 2.35. As can be seen, due to the lack of single-channel (infrared) to three-
channel pixel-wise ground-truths, the generation process is generally unstable and
the evaluation of generation quality is ambiguous. Therefore, a colorization network,
namely GECNet [252], is proposed to colorize the infrared images into RGB ones.
To handle the channel discrepancy between infrared and visible images, point-wise
grayscale visible images serve as single-channel ground-truths of the colorization
network optimization. Examples of colored images are shown in Fig. 2.36

Cross-modality information compensation generally involves the bidirectional
generation between visible modality and infrared modality at the image level or the
feature level.

Specifically, D2RL [188] proposes a dual-level discrepancy reduction learn-
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Figure 2.35: Pixel correspondences of cross-modality images generated by (a) gen-
erative models or (b) colorization. Taken from GECNet [252].

Figure 2.36: Visualization of (a) infrared images, (b) visible images, and (c) col-
ored images. Each column presents the images of the same person. Taken from
GECNet [252].
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Figure 2.37: Visualization of original images (R, I) and generated images (R→I,
I→R) by ADCNet. Taken from ADCNet [85].

ing scheme, where cross-modality discrepancy and intra-modality discrepancy are
handled separately. Specifically, to reduce the gap between two modalities, infrared
images and visible images are translated mutually via an image-level sub-network.
On top of unified multi-spectral images, a feature-level sub-network is trained to
handle the intra-modality discrepancy, such as pose variation. ADCNet [85] de-
signs a feature disentanglement network, which consists of an auto-encoder and
an adversarial learning module. Paired-images with different modalities are gener-
ated by swapping the modality-shared features. By enforcing the visual appearance
of images in each modality, modality-shared information can be well disentangled
from modality-specific ones. Subsequently, a feature alignment network with multi-
ple second-order correlation blocks is employed to capture long-range relationships
underlying modality-shared features, thereby leading to a satisfactory VI-ReID per-
formance. Examples of generated images are shown in Fig. 2.37.

Instead of the image-level compensation, cm-SSFT [126] employs a shared-
specific feature transfer to enable the flow between modality-shared and modality-
specific features, which serve as the compensation to each other. Specifically, based
on the affinity of features in both modalities, the learning of each sample can collect
information from its nearest neighbors within both modalities. Such feature-level
compensation improves the feature representability by taking advantage of specific
information without involving unstable image generation. Following the spirit of
feature-level compensation, FMCNet [230] makes up missing modality-specific fea-
tures of one modality from the modality-shared features of the other, as illustrated
in Fig. 2.34(a). Instead of collecting information from neighboring samples, FM-
CNet performs the feature compensation within the modality-specific features and
modality-shared features of the sample itself. Specifically, single-modality features
are firstly detangled into the modality-specific part and the modality-shared part.
Later, the modality-shared features of one model are used to compensate for the
missing modality-specific part of the other model via a feature-level modality com-
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pensation module. Embedding with more completed information, more discrimina-
tive person-related features can be learned.

2.4.3 Auxiliary information

Empowered by advances in the computer vision community, auxiliary infor-
mation, including people masks, body keypoints and auxiliary modality, are involved
to facilitate identity feature learning.

People mask and pose estimation. To reduce the background noise, some
works aim to filter out the human region via people masks, which generally are
binary maps with backgrounds being 0 and people being 255. Examples of people
masks can be found in Fig. 2.38, indicating by V(IR)-mask images. For example,
MDAN [142] utilizes people masks generated by a human phrasing method [106] to
filter out human regions. The framework of MDAN is shown in Fig. 2.38. As can be
seen, features of original images and human parts are learned by separated branches
and combined by inner product, where human parts can be highlighted during train-
ing. By applying multiple constraints on modality-specific features and modality-
shared features, representative representations can be learned by the framework.
Instead of masking out the human part, Zhao et al . [242] aims to filter out the
clothing region such as tops, pants and shoes. By applying random color jitter
augmentations on clothing regions, such as adjusting the illumination or brightness,
while keeping non-clothing parts unchanged, people with diverse clothing color can
be simulated. Such clothing color transformation operation enables the network to
learn color-irrelevant features.

Apart from people masks, body joints, serving as an explicit modality-shared
cue, are also introduced in VI-ReID. For example, SPOT [19] exploits the body
structure information obtained from key point heatmaps derived by OpenPose [16]
and embedded them into feature maps to highlight critical areas.

Auxiliary modality. One of the reasons for the poor performance of VI-ReID is
that the significant gap between visible modality and infrared modality makes the
learning of modality-shared features very difficult. Therefore, some works start to
use auxiliary modality as an intermediary to mitigate the modality gap.

Specifically, homogeneous augmented tri-modal (HAT) [218] introduces an
auxiliary grayscale modality as a transition between the matching across visible
modality and infrared modality. The grayscale modality not only preserves the
structure information of RGB images but adapts the image style of IR images. To
achieve the tri-modality optimization, a triplet-mining ranking loss is applied on
triplets built among three modalities to constrain the distance relationship. For ex-
ample, to build a triplet for the anchor from the visible modality, positive samples
and negative samples are selected from the infrared modality and grayscale modal-
ity, respectively. More combinations can be found in Fig. 2.39. The introduction
of grayscale modality enables the network to be optimized with more informative
triplets, thereby improving the robustness of learned features. XIV [101] proposes
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Figure 2.38: Framework of MDAN [142]. The network consists of two branches to
extract features from RGB images and IR images respectively. Each branch takes
two types of inputs: original images and corresponding people masks generated by
FCIS [106]. Correspondingly, F-Net and B-Net are used to extract features from
original images and people regions, respectively. Enhanced features F are obtained
by combining two groups of features via the inner product. Then, Residual Attention
Module (RAM) is applied to enhanced features to improve the discriminability.
Multiple constraints are imposed on visible features, infrared features as well as
concatenated ones to obtain representative features. Taken from MDAN [142].

60



Figure 2.39: Illustration of tri-modality learning, which involves three modalities:
visible modality, infrared modality, and gray-scale modality. The triplet-mining
ranking loss is applied on triplets, i.e., anchor-positive-negative, built among three
modalities, which are 1© visible-infrared-grayscale, 2© infrared-grayscale-visible, and
3© grayscale-visible-infrared. Taken from HAT [218].

an X-Infrared-Visible ReID cross-modal learning framework, where the X modality
is generated by a lightweight network in a self-supervised manner. As shown in
Fig. 2.40, X images look like the intermediate status in the transition from visible
to infrared images. Compared to visible images, X images seem to carry more red
information, i.e., with a longer wavelength, while compared to infrared images, X
images seem more colorful, i.e., with a shorter wavelength. By introducing an inter-
mediate modality into the matching problem across visible and infrared modalities,
the inherent cross-modality gap can be mitigated.

2.4.4 Data augmentation

Although different kinds of data augmentation are adopted during training,
such as random cropping, random erasing, and random flipping, they fail to fully
consider imagery properties. However, the key factor differentiating VI-ReID from
ReID is the color information resulting from a different spectrum. Some works,
therefore, have investigated how color-relevant data augmentation can help cross-
modality feature learning.

For example, CDP [52] proposes a multi-spectrum image generation method
to generate samples in a different spectrum, including blue, green, red, gray spec-
trum, which is shown in Fig. 2.41. Such augmented data facilitates the spectrum-
irrelevant feature learning. To narrow down the significant modality gap between
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Figure 2.40: Comparison of visible images, X images and infrared images. Taken
from XIV [101].

Figure 2.41: Examples of images generated by the cross-spectrum scheme. First col-
umn: original images. Second to fifth columns: images generated in blue, green, red,
gray spectrum. Six column: corresponding infrared images. Taken from CDP [52].
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Figure 2.42: Examples of images generated by the channel swapping strategy. Taken
from CPN [117].

visible modality and infrared modality, CAJL [219] proposes a channel exchangeable
augmentation, where one of the channels (R, G, B) of visible images is randomly
selected to replace the other two to form new inputs. The channel reorganization
strategy encourages the network to match infrared images with each color channel of
visible images, which reduces the learning difficulty. To better adapt the proposed
augmentation in VI-ReID, a channel-augmented joint learning scheme is proposed,
where channel-augmented images are considered as an auxiliary modality. To this
end, the original cross-modality matching is formulated as a tri-modality matching
problem, as discussed in Section 2.4.3. Following the spirit of channel-wise data aug-
mentation, instead of composing images with three identical channels, CPN [117]
proposes to generate newly visible images by directly randomly swapping R, G, B
channels, as shown in Fig. 2.42. Although the generated samples lack authenticity,
it is beneficial to color-irrelevant feature learning.

2.5 Conclusion

In this chapter, the basic methodologies of plain person ReID in terms of
feature learning and metric learning are firstly reviewed, and the common evaluation
metrics for person ReID: mAP and CMC are introduced. Based on plain person
ReID settings, three more challenging scenarios are discussed: unsupervised person
ReID, fast unsupervised person ReID, and cross-modality person ReID. For each
scenario, its differences with plain ReID settings are firstly discussed and existing
works are elaborately reviewed. In the following three chapters, the author will
introduce her solutions towards these three challenging person ReID problems, the
advancement over existing works, and the performance comparisons with state-of-
the-art methods.
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Chapter 3

Unsupervised person
re-identification

3.1 Introduction

Person re-identification (ReID) aims to retrieve a person of interest across
multiple cameras [220, 247, 104]. Due to the label-free training manner, unsuper-
vised person ReID has been attracting increasing attention. Existing unsupervised
ReID methods can be broadly categorized into two types: unsupervised domain
adaptation (UDA) methods [254, 234, 60, 36, 201, 82] and purely unsupervised learn-
ing (USL) methods [37, 20, 32, 184, 235]. The former pre-trains a model on person-
related datasets, i.e., source domain, and fine-tunes it on ReID-related datasets, i.e.,
target domain. Apart from requiring additional annotated labels, UDA methods are
vulnerable to the large gap between the source domain and the target domain. In
contrast, USL methods do not require any labeled data for training, which are more
challenging but well fit real-world scenarios. In the work, the author focuses on USL
methods.

Existing USL methods generally follow a two-stage training scheme: 1) clus-
tering, i.e., obtaining the pseudo labels via a clustering algorithm such as DB-
SCAN [50], and 2) network training, i.e., optimizing the network in a “supervised”
manner with assigned cluster IDs. Contrastive loss such as InfoNCE [60] or Clus-
terNCE [37] usually serves as training objectives. Due to the blind trust in imperfect
clustering results, the learning is inevitably misled by unreliable pseudo labels, where
multiple identities are merged into one cluster or samples of one person are assigned
to multiple clusters. Despite that some pseudo label refinement [184, 20, 233, 235, 32]
have been proposed, they generally leverage auxiliary information, such as camera
IDs [184, 20], body part predictions [32], and generated samples [235]. Given the
fact that such auxiliary information is not free in reality, refining pseudo labels
by merely exploiting internal characteristics within samples, i.e., the sample-wise
clustering confidence, appears to be more valuable.

To measure the sample-wise clustering confidence, i.e., how well a sample
fits its cluster, a metric: silhouette score [152] is used in this work. The score
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Figure 3.1: Training samples (cluster ID = 1) and corresponding silhouette scores at
epoch 0 (blue), epoch 25 (orange), and epoch 50 (green) on MSMT17 [190]. Higher
silhouette scores denote samples are clustered at higher confidence. Best viewed
in color.

presents the ratio between intra-cluster distance and inter-cluster distance, which
ranges from -1 to +1 (higher is better). To demonstrate the relationship between
the clustering confidence and the silhouette score, we visualize silhouette scores of
training samples of MSMT17 [190] in Fig. 3.1. Samples are from the same cluster
(cluster ID=1) but at different training epochs, i.e., 0, 25, and 50, respectively.
As training goes on, the clustering is gradually enhanced by involving more effec-
tive features and a more discriminative network. At first, images are grouped by
coarse visual features, yet by identity-related information in the end. Meanwhile,
sample-wise silhouette scores continuously shift towards higher values during train-
ing. Given this consistency, a conclusion can be drawn that, a higher silhouette score
implies the sample better fits its cluster, i.e., being clustered at higher confidence.
Previous learning schemes [37, 235] adopt all-sample based centroids, which are ob-
tained by averaging features of all samples within the cluster, and enforce instances
to approach such centroids. However, the observation suggests that low-confidence
samples either are poor in quality or belong to other identities. Features of such im-
ages will inevitably contaminate centroids regardless of the training stage. In light
of this, Confidence-Guided Centroids (CGC) are proposed to provide more reliable
cluster-wise prototypes for feature learning.

Although the reliability of cluster centroids has been improved, the conven-
tional one-hot labeling strategy aggravates a problem. Since high-confidence sam-
ples exclusively contribute to the formation of cluster centroids, the identity-related
information of low-confidence samples can hardly be presented in the assigned cen-
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troid. To illustrate the problem, an analysis is conducted on MSMT17 [190], where
the author intends to investigate how much identity information of low-confidence
samples can be presented in their assigned centroids. The author finds that, with
the plain all-sample based cluster centroids, only 5.83% low-confidence samples have
their identity information embedded in the assigned centroid at the beginning. Al-
though the ratio gradually climbs to 17.19%, a large proportion of low-confidence
samples (over 80%) still are pushed to “wrong” centroids. Unfortunately, the ratio
achieves 14.17% at most with confidence-guided centroids. Given the situation, the
one-hot labeling strategy, which enforces samples to learn from the assigned centroid
solely, is unwise. To address the problem, the author proposes to use confidence-
guided pseudo labels (CGL), which encourages instances to approach not only the
assigned confidence-guided centroid but also others where their identity information
is potentially embedded.

In summary, the contributions of this work are as follows:

• Confidence-Guided Centroids (CGC) are proposed to provide cluster-wise pro-
totypes for feature learning. The reliability of centroids is improved via filter-
ing out low-confidence samples during formation.

• To overcome the problem that the identity information of low-confidence sam-
ples is rarely presented in their assigned centroids, the author proposes to
use confidence-guided pseudo labels (CGL) during training. Apart from the
originally assigned centroid, instances are also encouraged to approach other
centroids where their identity information is potentially embedded.

• The proposed method only exploits internal characteristics for unsupervised
person re-identification. Extensive experiments on benchmark datasets demon-
strate that the proposed method yields better or comparable performances
with state-of-the-art ones that largely leverage auxiliary information.

3.2 Previous solutions

3.2.1 Unsupervised learning

As a main learning paradigm of machine learning (ML), unsupervised learn-
ing aims to discover data patterns without label annotations [9]. Tasks in unsuper-
vised learning can be categorized into three types:

• Clustering. Grouping data based on similarity.

• Density estimation. Modelling the distributions of input data.

• Dimension reduction. Representing high-dimensional data (features) in
low-dimension space.

Since unsupervised person Re-ID is a task which aims to group unlabelled data ac-
cording to the identity information, in this chapter, we mainly focus on the clustering
task.
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3.2.2 Clustering

Data clustering is defined as the process of segmenting a group of instances
into subgroups of similar ones, i.e., clusters [90]. Generally, clustering algorithms can
be categorized, but not limited to, hierarchical clustering, partitioning clustering,
density-based clustering, etc.

Hierarchical clustering generally forms clusters in two ways: 1) divisive, and 2)
agglomerate. The former starts from a broader cluster that includes all points, which
is then split into more specialized sub-clusters. On the contrary, the latter starts
from the smallest clusters and builds up until the entire set is included in a single
cluster. Despite the clear hierarchical relationship among clusters, the incorrect
clustering decisions cannot be reversed [11].

Typical hierarchical clustering approaches include BIRCH [232], CURE [69],
Chameleon [93], etc. BIRCH [232] organizes features with a clustering feature (CF)
tree, which dynamically grows when new data points appear. CURE [69] adopts the
idea of random sampling, and obtains the final clustering by integrating the partial
clustering of partitioned samples. Chameleon [93] partitions data points into sub-
clusters with a k-nearest-neighbor graph, where neighboring samples are connected
with edges. Then subclusters are merged repeatedly according to the similarity.

Partitioning clustering aims to iteratively relocate data points into k groups
based on the characteristics and similarity until an optimal grouping is attained. k
is a user-specified number.

Typical partitioning clustering methods include K-means [129], K-Medoid [148],
etc. K-means [129] firstly initializes k cluster centroids with data points randomly
chosen from the dataset. Then the clustering process is iteratively repeated between
1) cluster assignment, where the remaining data points are assigned to the closet
clusters with the minimum distance to the corresponding centroid, and 2) centroid
update, where cluster centroids are updated by the mean of data points within the
corresponding cluster. The clustering stops when the stable cluster assignment is
achieved. K-mediods [148] improves K-means by replacing the representation of
centroids (intra-cluster mean features) with one of the data points in the cluster,
which improves the robustness against outliers.

Density-based clustering detects areas where data points concentrate, i.e., with
high density. Data points lying in low-density areas are typically regarded as noise
or outliers [96]. Since density-based clustering methods do not require presetting
the number of clusters, they naturally conforms to the unsupervised person ReID
task where the number of identities is unknown, thereby being widely used in un-
supervised ReID.

The most popular density-based clustering method is Density Based Spatial
Clustering of Applications with Noise (DBSCAN) [50]. DBSCAN requires two hy-
perparameters: 1) the maximum distance between neighbouring points (eps), and
2) the minimal number of points within a region (min num). During clustering,
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DBSCAN encourages instances to merge their neighbours whose distances are less
than eps into the cluster. Instances that, have fewer neighbours within the cluster
(less than min num) or unreachable, are regarded as outliers. The process stops
when all density-connected clusters are completely found.

3.2.3 Self-supervised learning

Recently, an emerging branch of unsupervised learning, i.e., Self-Supervised
Learning (SSL), has drawn extensive attention. SSL aims to leverage the relations of
input data or the underlying data structure as supervisory signals for discriminative
feature learning [89, 122]. Generally, SSL can be roughly categorized as follows [122]:

• Generative methods aim to learn the latent code z by reconstructing the
inputs x.

• Contrastive methods aim to learn the latent code z by maximizing the
agreement between original inputs x and the corresponding augmentations x′.

The pipelines of generative methods and contrastive methods are illustrated in
Fig. 3.2. As can be seen, the main differences lie in the framework design and
objectives.

Encoder Decoderz!
!"

Reconstruction
Loss

(a) Generative methods

Encoder z
!
!′

Projection 
head

Contrastive
Loss

(b) Contrastive methods

Figure 3.2: Pipelines of generative methods and contrastive methods.

• Framework design. Generative methods utilize a decoder to reconstruct the
inputs x from latent codes z, while contrastive methods map use a projection
head to map z to a low-dimension latent space.

• Objectives. Generative methods adopt the reconstruction loss as objectives,
whereas contrastive methods adopt contrastive loss.

More details of generative methods and contrastive methods can be found as follows.
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Generative SSL. Generally, due to the ability to recover the original data distri-
bution regardless of downstream tasks, generative SSL learning is widely used in the
NLP field to conduct text classification [122]. In the computer vision community,
the most frequently used generative model for the SSL task is Auto-encoder (AE).

Generally, an AE is formed by an encoder z = Eφ(x) parameterized by φ
and a decoder x′ = Dθ(z) parameterized by θ. The objectives LAE attempts to
minimize the Mean-Square Error (MSE) between the inputs x and the reconstructed
ones x′, which can be formulated as,

LAE = 󰀂x− x′󰀂22. (3.2.1)

Among AEmodels, Variational AE (VAE) [95] and Denoising AE (DAE) [176]
are two broadly used in image/video-based SSL tasks.

• VAE [95] assumes data are generated from unobserved latent variables z.
Given the inputs x, VAE refers to a recognition model qφ(z|x) as the proba-
bilistic encoder and refers to pθ(x|z) as the decoder. With the spirit of vari-
ational inference, VAE aims to maximize the evidence lower bound (ELBO)
on the log-likelihood of inputs during training.

L(φ, θ;xi) = −DKL(qφ(z|xi)||pθ(z)) + Eqφ(z|xi)[log pθ(x
i|z)], (3.2.2)

where xi refers to the i-th data point. Note that the prior pθ(z) and the
approximate posterior pθ(z|x) are assumed to follow Gaussian distributions
in [95]. As can be seen, the objective encourages the posterior to approxi-
mate the prior (first term), and meanwhile, encourages the latent variables to
reconstruct the original inputs (second term).

In terms of the applications of VAE in the image/video-based SSL, S3VAE [260]
proposes a sequential VAE to learn disentangled representations of sequential
data in a self-supervised manner. Swap-VAE [120] employs a regularized VAE
to reconstruct the inputs of neural activity with the learned “content” and
“style” representations.

• DAE improves the robustness of VAE by corrupting the input data with
noise. In the NLP domain, Masked language model (MIM), which learns
discriminative representations by predicting the input tokens that are masked
out before feeding into the network, has achieved a significant success [40, 146,
147].

Recently, MIM has been introduced to image/video-based SSL by encourag-
ing the network to learn from corrupted (masked) images. Starting from the
attempts with CNN [177, 139], MIM with Transformers enlightens the recent
SSL works. For example, SimMIM [206] and MAE [79] explore the poten-
tial of pixel-wise reconstruction. For both methods, a large ratio of random
masking, e.g., above 60%, is applied on the input images. The lightweight
decoders are forced to recover the masked counterparts from latent represen-
tations. The differences between SimMIM and MAE are 1) the inputs of the

69



encoder. SimMIM takes all image patches, both masked and unmasked, as
inputs. MAE takes the unmasked ones ONLY, and 2) the design of the de-
coder. Compared to MAE, which uses 8 transformer blocks, SimMIM employs
a linear layer as the decoder. Instead of manually pre-defining a mask ratio,
ADIOS [159] adopts masks generated by an adversarial masking model. Apart
from the pixel-wise reconstruction, the token-wise recovery is another main-
stream [8, 44]. Both BEiT [8] and PeCo [44] use VQ-VAE [172] as visual
tokenizers. However, besides the latent embedding based token classification
task conducted by BEiT, PeCo also enforces the perceptual similarity between
reconstructed tokens and the original ones.

Despite the significant achievements of generative SSL, the inconsistency be-
tween the objectives of pretext tasks and downstream tasks hinders its performance
on some CV tasks, such as image classification, image segmentation, etc. Therefore,
high-level semantic objectives for pretext tasks are still needed.

Contrastive SSL. Contrastive learning (CL) [73] aims to train an encoder for a
dictionary look-up task. Specifically, given a set of keys in the dictionary {k0, k1, k2, ...}
and an encoder query q, assume there is a single key k+ that matches q, the con-
trastive loss, i.e., InfoNCE, is formulated as,

LInfoNCE = − log
exp(q·k+/τ)󰁓K
i=0 exp(q·ki/τ)

, (3.2.3)

where τ is a temperature hyper-parameter. K refers to the number of negative
samples. InfoNCE encourages the query to be close to its positive samples while
distancing itself from its negative ones. Existing contrastive SSL can be roughly
categorized as instance-level ones and clustering-level ones according to the
composition of contrast targets.

• Instance-level CL [202, 25, 67, 78, 134] studies the relationships between
different samples. Generally, the positive/negative samples can be collected
from 1) the current mini-batch, 2) the memory bank, and 3) the momentum
encoder. The pipelines are illustrated in Fig. 3.3.

For a given query, early works [25, 67] generally regard the augmented coun-
terpart as the positive sample, while regarding the rest of the samples within
the current mini-batch as negative ones. As can be seen from Fig. 3.3(a), the
query encoder q and the key encoder k are trained for query feature extraction
and key feature extraction, respectively, with the objective Eqn. 3.2.3. How-
ever, such a negative collecting scheme requires a large batch size to provide
sufficient information, whose performances are highly dependent on the GPU
memory [89].

To get rid of the reliance on the large batch size, the memory bank (see
Fig. 3.3(b)), serving as a large look-up dictionary, is proposed to store fea-
ture representations of past samples [202, 134]. The keys in the memory bank
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Figure 3.3: Comparisons of typical instance-level CL pipelines. Taken from
MoCo [78]. (a) Mini-batch based scheme. (b) Memory bank based scheme. (c)
Momentum encoder based scheme.

are updated by the features of corresponding samples from prior epochs in
an exponential moving average manner. By replacing the key encoder with
a non-backpropagation module, i.e., memory bank, more sufficient negative
samples can be collected without increasing the batch size. However, main-
taining a large memory bank is computationally expensive and the update of
keys is inconsistent as only a limited number of samples are sampled at each
iteration [78].

Instead of tracking every sample, MoCo [78] replaces the memory bank with
a momentum encoder, which updates the parameters of the encoder in a mo-
mentum manner, as can be seen in Fig. 3.3(c). In other words, it updates
the dictionary in a queueing manner. Specifically, for each iteration, the cur-
rent mini-batch is enqueued while the oldest one is dequeued. Formally, the
parameters of the momentum encoder are updated as,

θk ← mθk + (1−m)θq, (3.2.4)

where m ∈ [0, 1) is the momentum coefficient. The introduction of a momen-
tum encoder eases the requirement of training an additional key encoder as
well as reduces the storage cost of the memory bank.

• Clustering-level CL [17, 18] extends the contrast target from a single pair of
samples to a group of samples with similar attributes, i.e., cluster (prototype).
The comparison between pipelines of instance-level CL and clustering-level CL
is depicted in Fig. 3.4. DeepCluster [17] is proposed to iteratively use the clus-
ter assignments as pseudo labels to optimize the feature encoder. Recently,
SwAV [18] proposes an online learning scheme where image features are pro-
jected to a set of trainable vectors, i.e., prototypes. Unlike previous methods
regarding prototypes as contrast targets, SwAV encourages the mapping con-
sistency between different views of the given image.
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SwAV [18].

Unsupervised person ReID, as a popular branch of unsupervised (self-supervised)
representation learning, follows the above CL scheme. However, despite the success
of instance-level CL methods in downstream tasks with fine-tuning, they cannot
be directly adopted to the unsupervised person ReID task [60]. Specifically, the
instance-level CL considers each instance as a class. Such assumption unfits the
objective of person ReID, where a query image can match multiple images in the
gallery. Therefore, current clustering-based unsupervised person ReID methods gen-
erally adopt the scheme of clustering-level CL methods, which alternate between the
cluster assignment (pseudo label generation) and feature learning during training.

3.2.4 Pseudo label noise reduction

Recently, how to handle the problem of noisy pseudo labels in clustering-
based methods has become a research hotspot. Specifically, SpCL [60] employs a
self-paced learning scheme to gradually obtain more reliable clusters for the learn-
ing target refinement. MMT [48] and MEBNet [225] adopt the mutual learning
strategy, where the predictions of auxiliary teacher models are utilized to refine the
pseudo labels. CAP [184] conducts intra-camera and inter-camera contrastive learn-
ing based on camera-aware proxies. ICE [20] alleviates the label noise by enhancing
the consistency between augmented and original instances. RLCC [233] refines noisy
pseudo labels with clustering consensus, which encourages the consistency between
cluster results of two consecutive iterations. PPLR [32] employs the complementary
relationship between reliable human global and part features for the pseudo label
refinement. ISE [235] generates boundary samples from actual samples and their
neighbouring clusters to handle the noisy clusters.

Unlike these works which involve the designed learning strategy or additional
information, a simple but effective way is proposed to reduce the pseudo label noise.
Specifically, samples are encouraged to be close to the high-quality cluster centroids.
Additionally, neighboring relationships are used to control to what degree the given
sample should be pushed towards the learning targets.

3.3 Problem statement

Let D = {xi}ND
i=1 denote an unlabeled training dataset, where xi is the i-th

image andND is the number of images. The USL ReID task aims to train a backbone
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feature extractor Eθ in an unsupervised manner, where ReID features F = {fi}ND
n=1

are extracted. During the inference, ReID features are used for identity retrieval.
Following the training scheme of clustering-based USL methods [60, 37, 184], the
training process alternates between two stages:

Stage I: Clustering. At the beginning of each epoch, all training samples
are clustered with the DBSCAN [50] clustering algorithm. Cluster IDs are employed
as pseudo labels yi ∈ {1, ..., C} for the network optimization, i.e., samples of the
same cluster are regarded as the same person. C is the number of clusters (identity).
Note that, outliers, i.e., un-clustered samples, are not included during the training.

Stage II: Network training. The network is optimized in a supervised
manner with the pseudo labels obtained in Stage I. Specifically, following the PK-
sampling strategy, K identities and P samples per identity are randomly sampled to
form a mini-batch. At the same time, a cluster-based memory bank M = {mi}Ci=1 is
employed to store the cluster centroid as [37]. The memory bank is firstly initialized
by averaging features of each cluster as follows,

mi =
1

|Hc|
󰁛

fi∈Hc

fi, (3.3.1)

where f represents all instances of the cluster Hc, and |Hc| represents the cluster
size, i.e., the number of instances within the cluster. As the training goes on, the
memory bank is updated in a momentum manner as follows,

mi ← µ ·mi + (1− µ) · f, (3.3.2)

where µ is the updating factor. f denotes the instance belonging to the i-th cluster
in the current mini-batch. The instance can be either the hardest one [37], i.e.,
one has the largest distance to its cluster centroid, or all samples in the mini-
batch [235]. Here this work takes the latter which has been proven to have better
performances [235].

The optimization is supervised by the cluster-wise contrastive loss, i.e., Clus-
terNCE [37], which is formulated as follows,

Lq = −log
exp(sim(f ·m+)/τ)󰁓C
j=1 exp(sim(f ·mj)/τ)

, (3.3.3)

where m+ is the centroid of the cluster that f belongs to, and mj represents the
j-th centroid of the memory bank, and sim(u · v) represents the cosine similarity
between vector u and vector v, i.e., sim(u · v) = uTv/ ||u|| ||v||.

Our framework is illustrated in Fig. 3.5, which is based on a state-of-the-
art baseline, i.e., Cluster-Contrast [37]. the proposed method differs from previ-
ous works mainly in two aspects: 1) cluster centroids. Instead of the all-sample
based ones, confidence-guided centroids (CGC) are used to provide reliable cluster-
wise prototypes for the feature learning (Section 3.5), and 2) pseudo labels. Apart
from the assigned centroid, the proposed confidence-guided pseudo labels (CGL)
encourages instances to approach other centroids where their identity information
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Figure 3.5: Framework of the proposed method. At the beginning of each epoch,
training samples are clustered by DBSCAN [50]. Based on the original clustering re-
sults, a confidence-guided subset is selected to build the confidence-guided centroids
(CGC). During optimization, samples are encouraged to approach not only the as-
signed centroid but others where their identity information is potentially embedded
via the proposed confidence-guided pseudo labels (CGL).

is potentially embedded (Section 3.6).

3.4 Silhouette score

Generally, the quality of clusters is mainly affected by two factors: tightness
and separation. The former describes how compact each cluster is, while the latter
represents how separate different clusters are. In other words, a good clustering
should have smaller intra-class distances (tightness), while having larger inter-class
distances (separation). In order to measure the quality of clustering, a metric, i.e.,
silhouette score [152], is proposed. Formally, for the i-th data point being clustered
to cluster CI , its distance to other data points within the cluster can be calculated
as,

ai =
1

|CI |
󰁛

j∈CI

d(i, j), (3.4.1)

where |CI | refers to the number of samples within the cluster CI and d(i, j) mea-
sures the distance between i-th and j-th data points. Basically, a represents the
average intra-class distance. Additionally, the inter-class distances are represented
by the distance between the i-th data point and all samples belonging to its closest
neighboring cluster, which can be denoted as,

bi = min
J ∕=I

1

|CJ |
󰁛

j∈CJ

d(i, j). (3.4.2)

Combining the above metrics, the silhouette score S = {si}ND
i=1 of the i-th data point

can be formulated as,

si =
bi − ai

max(ai, bi)
. (3.4.3)
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Note that, since the intra-class distance for clusters with a single data point (outliers)
is 0, the silhouette score of outliers is 1. According to Eqn. (3.4.3), the silhouette
score ranges from [−1, 1]. A higher silhouette score means a smaller intra-class
distance as well as a large inter-class distance, i.e., a better clustering result [152].

3.5 Confidence-guided centroids

Based on the observation that images with lower silhouette scores (confi-
dence) are generally containing high uncertainty regarding person identity, previous
all-sample based cluster centroids are undoubtedly unwise. To remedy the problem,
we build confidence-guided centroids (CGC) with high-confidence images only.

Specifically, the confidence-guided centroid of i-th cluster mi can be formu-
lated as,

mi =
1

|Cq|
󰁛

fi∈Cq

fi, Cq = {fi ∈ C|si > δ}, (3.5.1)

where a confidence-guided subset Cq is selected from the original cluster C by a
silhouette score threshold δ. All confidence-guided centroids are then stored in a
confidence-guided memory bank Mq = {mi}Ci=1 for network optimization.

According to Fig. 3.1, the proposed confidence-guided centroids can filter out
images that are poor in quality or with cluttered backgrounds at early stages. While
at later stages, such centroids effectively exclude some low-confidence samples that
possibly belong to other identities. In summary, the proposed confidence-guided
centroids can provide more reliable cluster-wise prototypes for feature learning.

3.6 Confidence-guided pseudo labels

Another problem of the clustering-based USL methods is that samples, espe-
cially low-confidence ones, very likely carry different identity information with their
assigned centroids. The proposed confidence-guided centroids also confronts with
the problem since only high-confidence samples are included in the formation of cen-
troids, as illustrated in Fig. 3.5. Given the situation, the previous learning scheme,
which enforces samples to approach their assigned centroids solely regardless of the
identity consistency in-between, is unwise. To alleviate the problem, the author
proposes to use confidence-guided pseudo labels (CGL). Such labeling encourages
samples to approach not only the assigned centroid but other centroids where their
identity information is potentially embedded.

Specifically, a distance matrix D ∈ RN×C is built, where N and C denote
the number of samples and clusters at the current epoch, respectively. In the paper,
clusters consisting of one sample are ignored [37]. As normalized identity features
and centroids are adopted, D(i, j) represents the cosine distance between i-th sample
and j-th confidence-guided centroid. Since similar samples are more likely to be
scattered in neighboring clusters [235], the identity information of boundary samples
is probably embedded in neighboring centroids. Therefore, when setting the learning
target for samples, neighboring centroids should be assigned with higher confidence
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while distanced ones should be given lower confidence. To this end, a confidence
matrix P ∈ RN×C is obtained by,

P(i, j) =
pi,j󰁓C
j=1 pi,j

, pi,j = σ(−D(i, j)), (3.6.1)

where P(i, j) represents the confidence of j-th centroid given by i-th sample. Note
that

󰁓C
j=1 P(i, j) = 1. σ(·) is the Sigmoid function. By integrating the confidence

matrix with the originally assigned one-hot pseudo label yi, the confidence-guided
pseudo label of i-th sample ỹi can be formulated as,

ỹi = β · yi + (1− β) · P(i), (3.6.2)

where β ∈ [0, 1] is the coefficient for the pseudo label refinement.

Algorithm 1: The pipeline of the proposed method.

Input: Unlabeled data with pseudo labels T = {(xi, yi)}Ni=1, where
yi ∈ {1, . . . , C}; Threshold δ for Eqn. (3.5.1); Coefficient β for
Eqn. (3.6.2).

Output: Backbone encoder Eθ

1 Initializing the backbone encoder Eθ

2 for n in [1, epoch num] do
3 Extracting features F by Eθ

4 Clustering F into C clusters with DBSCAN
5 Building CGC dictionary Mq by Eqn. (3.5.1)
6 for m in [1, iteration num] do
7 Sampling a mini-batch from T
8 Computing CGL with Eqn. (3.6.2)
9 Computing loss with Eqn. (3.6.3)

10 Updating encoder Eθ

11 Updating centroids with Eqn. (3.3.2)

Training objective According to a previous work [202], the training objective,
i.e., ClusterNCE, can be considered as a non-parametric classifier, where centroids
stored in the memory bank serve as the weight matrix of the classification layer.
Therefore, the training objective of the proposed method can be rewritten as,

Lq =
1

N

N󰁛

i=1

󰁫
ℓce

󰀃
MT

q fi, ỹi
󰀄󰁬
, (3.6.3)

where ℓce refers to the cross-entropy loss. Compared to Eqn. (3.3.3), the training
objective of the proposed method can be obtained by simply applying two modifi-
cations: 1) replacing the original M with the proposed confidence-guided memory
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Dataset Images Cameras Persons

Market-1501 [246] 32,668 6 1,501
MSMT17 [190] 126,441 15 4,101

Table 3.1: Details of person ReID benchmark datasets.

bankMq, and 2) replacing the one-hot pseudo label yi with the proposed confidence-
guided one ỹi. The training details are presented in Algorithm 1.

3.7 Experiments

3.7.1 Datasets

There are several widely-used benchmark datasets for single-modality person
ReID, such as CUHK [103], DukeMTMC [250], Market-1501 [246],MSMT17 [190].
However, CUHK is outdated due to the limited number of identities and images and
DukeMTMC has been forbidden due to ethical concerns. Therefore, in this work,
the evaluation is conducted on two benchmark person ReID datasets: Market-1501
and MSMT17. Details of two datasets are reported in Table 3.1.

Market-1501 overall includes 32,668 images of 1,501 identities with 6 camera
views. Cameras include 5 high-resolution ones and 1 low-resolution one. The dataset
randomly divides identities into two parts: training and testing. The training set
has 12,936 images of 751 identities. The remaining 19,732 images of 750 identities
are used for gallery during testing. 3368 images are randomly selected to build the
query set. The dataset is trending for its diversity in scenarios, illumination, and
viewpoints and has become a popular benchmark dataset for multiple-person ReID
tasks.

MSMT17 contains 126,441 images from 4,101 identities captured by 15 cameras.
The training set has 32,621 images of 1,041 identities and the testing set has 93,820
images of 3,060 identities. Among them, 11659 images are used as query and 82161
images are used to build the gallery. MSMT17 is more challenging due to its complex
scenarios as well as various distractors such as a longer time span, varying pose
variations, and severe body occlusions.

3.7.2 Evaluation metrics and implementation details

Evaluation metrics. The metrics used for evaluation are mean average precision
(mAP) [6] and cumulative matching characteristic (CMC) [65] top-1, top-5, top-
10 accuracies to evaluate performances. Note that, there are no post-processing
operations in testing, e.g., reranking [253].
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Implementation details. Following previous works [60, 37, 235], ResNet-50 [77]
pre-trained on ImageNet [38] serves as the backbone feature encoder [37]. All layers
after layer-4 are replaced by a generalized mean pooling (GeM) [145] layer fol-
lowed by the batch normalization layer [87]. GeM pools feature maps into vectors
via a learnable parameter p. Max pooling and average pooling are special cases
of GeM when p → +∞ and p = 1, respectively. During inference, the output
2048-dimensional ReID features are normalized for identity retrieval. The proposed
framework is built upon a state-of-the-art USL method [37]. For a fair comparison,
the authors follows all experimental settings except for the formation of cluster cen-
troids and the training objectives, as described in Section 3.5 and Section 3.6. The
coefficient β in Eqn. (3.6.2) is empirically set as 0.8 to achieve optimal performances.

During training, input images are resized to 256×128 pixel. Random flipping,
cropping, and erasing [255] are adopted as data augmentation. Each mini-batch
is formed by 16 identities, each with 16 images. Both identity and images are
randomly selected from the training set. For the optimization, Adam [94] optimizer
with a weight decay of 0.0005 is adopted during training. The learning rate is set
to 3.5 × 10−4 initially and is divided by 10 every 30 epochs. The training process
takes 70 epochs on Market-1501 [246], and 50 on MSMT17 [190].

3.7.3 Comparison with the state-of-the-art

The performance comparison between the proposed method and state-of-
the-art (SOTA) unsupervised person Re-ID methods are reported in Table 3.2 and
Table 3.3. Compared with SOTA USL methods, the proposed method outperforms
previous ones, except ISE [235], on both benchmarks. Specifically, the proposed
method achieves 85.3% mAP and 94.2% top-1 accuracy on Market-1501 and 34.6%
mAP and 63.4% top-1 accuracy on MSMT17. As stated in Section 3.2, existing
SOTA methods generally leverage auxiliary information to refine pseudo labels.
For example, CAP [184] and ICE [20] leverage the camera information, PPLR [32]
employs body part predictions, and ISE [235] generates extra support samples in
the latent space. As a departure from the above methods, this work does NOT
exploit any auxiliary information. The proposed method refines pseudo labels with
internal characteristics, i.e., the sample-wise clustering confidence.

Additionally, the performance of some well-known supervised person ReID
methods [166, 251] and unsupervised one [20] under the supervised setting are also
illustrated in Table 3.2 and Table 3.3. Despite the absence of identity labels, the
proposed method even outperforms some supervised person ReID methods. Addi-
tionally, by replacing the pseudo labels with the ground-truth identity labels pro-
vided by datasets, the proposed method outperforms a USL method (ICE [20]),
which proves the potential of the proposed framework.

3.7.4 Ablation study

In the section, we thoroughly analyze the effectiveness of the proposed strate-
gies, i.e., confidence-guided centroids (CGC) and confidence-guided pseudo labels
(CGL).
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Method Reference
Market-1501

mAP top-1 top-5 top-10

Purely Unsupervised
SSL [114] CVPR’20 37.8 71.7 83.8 87.4
MMCL [178] CVPR’20 45.5 80.3 89.4 92.3
HCT [223] CVPR’20 56.4 80.0 91.6 95.2
SpCL [60] NeurIPS’20 73.1 88.1 95.1 97.0
JNTL-MCSA [208] CVPR’21 61.7 83.9 92.3 -
GCL [21] CVPR’21 66.8 87.3 93.5 95.5
IICS [207] CVPR’21 72.9 89.5 95.2 97.0
JVTC+* [21] CVPR’21 75.4 90.5 96.2 97.1
OPLG-HCD [249] ICCV’21 78.1 91.1 96.4 97.7
CAP† [184] AAAI’21 79.2 91.4 96.3 97.7
ICE[20] ICCV’21 79.5 92.0 97.0 98.1
ICE† [20] ICCV’21 82.3 93.8 97.6 98.4
Cluster-Contrast [37] Arxiv’21 82.6 93.0 97.0 98.1
PPLR [32] CVPR’22 81.5 92.8 97.1 98.1
PPLR† [32] CVPR’22 84.4 94.3 97.8 98.6
ISE [235] CVPR’22 84.7 94.0 97.8 98.8
Cluster-Contrast (Our Baseline) - 82.4 92.5 96.9 98.0
Baseline+CGC - 84.1 93.1 97.2 98.2
Baseline+CGL - 83.4 93.2 97.1 98.2
Ours - 85.3 94.2 97.6 98.5
Fully Supervised
PCB [166] ECCV’18 81.6 93.8 97.5 98.5
DG-Net [251] CVPR’19 86.0 94.8 - -
ICE (w/ ground-truth) [20] ICCV’21 86.6 95.1 98.3 98.9
Our (w/ ground-truth) - 87.4 95.3 98.5 99.0

Table 3.2: Comparison with the state-of-the-art ReID methods on Market-
1501 [246]. The best USL results without camera information are marked with
bold. † indicates using the additional camera knowledge.
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Method Reference
MSMT17

mAP top-1 top-5 top-10

Purely Unsupervised
MMCL [178] CVPR’20 11.2 35.4 44.8 49.8
SpCL [60] NeurIPS’20 19.1 42.3 55.6 61.2
JNTL-MCSA [208] CVPR’21 15.5 35.2 48.3 -
GCL [21] CVPR’21 21.3 45.7 58.6 64.5
IICS [207] CVPR’21 26.9 56.4 68.8 73.4
JVTC+* [21] CVPR’21 29.7 54.4 68.2 74.2
OPLG-HCD [249] ICCV’21 26.9 53.7 65.3 70.2
CAP† [184] AAAI’21 36.9 67.4 78.0 81.4
ICE[20] ICCV’21 29.8 59.0 71.7 77.0
ICE† [20] ICCV’21 38.9 70.2 80.5 84.4
Cluster-Contrast [37] Arxiv’21 33.3 63.3 73.7 77.8
PPLR [32] CVPR’22 31.4 61.1 73.4 77.8
PPLR† [32] CVPR’22 42.2 73.3 83.5 86.5
ISE [235] CVPR’22 35.0 64.7 75.5 79.4
Cluster-Contrast (Our Baseline) - 30.1 58.6 69.6 74.4
Baseline+CGC - 34.1 63.1 75.0 79.0
Baseline+CGL - 33.7 62.5 73.9 78.4
Ours - 34.6 63.4 74.6 79.3
Fully Supervised
PCB [166] ECCV’18 40.4 68.2 - -
DG-Net [251] CVPR’19 52.3 77.2 - -
ICE (w/ ground-truth) [20] ICCV’21 50.4 76.4 86.6 90.0
Our (w/ ground-truth) - 51.0 76.6 87.1 90.1

Table 3.3: Comparison with the state-of-the-art ReID methods on MSMT17 [190].
The best USL results without camera information are marked with bold. † indicates
using the additional camera knowledge.
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Effectiveness of CGC. The performances of models trained with the plain all-
sample based cluster centroids (“Baseline”), and with the proposed confidence-
guided ones (“Baseline + CGC”) are reported in Table 3.2 and Table 3.3, respec-
tively. As can be seen, confidence-guided centroids boost the ReID performance by
+1.7% / +0.6% on mAP / top-1 accuracy on Market-1501, and +2.7% / +1.9% on
MSMT17. Such improvements reveal the potential of the clustering confidence in
the pseudo label refinement.

To better understand how the proposed confidence-guided centroids benefit
feature learning, the author analyzes how the sample-wise confidence varies through-
out the training process on MSMT17. Specifically, the distribution of silhouette
scores at different epochs are visualized in Fig. 3.6. Note that scores of outliers are
excluded. Several conclusions can be drawn from the comparison between Fig. 3.6(a)
and Fig. 3.6(b).

• As training goes on, the number of valid samples gradually increases, repre-
senting as larger areas under the curve.

• Starting from the same point (epoch 0), with the proposed confidence-guided
centroids, a noticeable shift towards higher scores can be found at epoch
25. The shift implies CGC can effectively reduce the overall number of low-
confidence samples while enhancing high-confidence ones.

• The advantage remains until the end of training. At epoch 50, the number of
high-confidence samples increases, representing by a higher peak closer to 0.4.

Effectiveness of CGL. The comparison is conducted between the baseline model
(“Baseline”) and the model trained with confidence-guided pseudo labels (“Baseline
+ CGL”). The performances are shown in Table 3.2 and Table 3.3, respectively. As
can be seen, CGL improves mAP and top-1 accuracy by 1.0% and 0.7% on Market-
1501, by 2.3% and 1.3% on MSMT17. When both CGC and CGL are employed
during training, improvements are +2.9% and +1.7% on Market-1501, and +3.2%
and +2.2% on MSMT17.

In terms of the sample-wise clustering confidence, we visualize the distri-
bution of silhouette scores in Fig. 3.6(c), when CGL is applied during training.
Compared to the model trained without CGL (Fig. 3.6(b)), CGL further pushes the
score towards a higher value at both epoch 25 and epoch 50. Less low-confidence
samples during training imply the proposed CGL contributes to better clustering. In
summary, the above qualitative and quantitative results prove the proposed scheme
can boost performance by enhancing the sample-wise clustering confidence.

3.7.5 Parameter analysis

Threshold δ in CGC. To obtain the optimal threshold δ in Eqn. (3.5.1) for
the proposed confidence-guided centroids (CGC), three types of threshold selection
strategies are explored, i.e., linear, dynamic and constant, respectively. For the
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(a) Baseline

(b) Baseline+CGC

(c) Baseline+CGC+CGL

Figure 3.6: Silhouette scores of valid samples (MSMT17 [190]) at different
epochs. Comparisons are conducted between (a) baseline model, (b) baseline model
with confidence-guided centroids (CGC), and (c) baseline model with CGC and
confidence-guided pseudo labels (CGL). Best viewed in color.
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Method Strategy δ
Market-1501 MSMT17
mAP top-1 mAP top-1

Baseline - - 82.4 92.5 31.4 61.2

Ours

Linear - 85.3 94.2 33.6 63.0
Dynamic - 84.9 93.9 33.0 62.8

Constant
-0.1 83.5 93.4 32.7 62.8
0 84.9 94.0 34.6 63.4
0.1 84.0 93.3 34.0 63.2

Table 3.4: Comparison of threshold selection strategies of confidence-guided cen-
troids (CGC) on benchmark datasets.

former two strategies, the threshold gradually increases as training goes on. The
constant strategy employs a fixed threshold throughout the training process.

Specifically, the linear strategy updates the threshold by δt = δ0 ∗ t/T + 󰂃,
where δ0 limits the range of threshold and 󰂃 is the offset. In the work, δ0 = 0.2 and
󰂃 = −0.1 are used. t and T denote the current epoch and the overall number of
epochs, respectively. In terms of the dynamic strategy, the threshold is updated by
δ = δ0 ∗ tanh(0.1 ∗ (t− T/2)). δ0 is set as 0.1 to achieve δ ∈ [−0.1, 0.1], which is the
same as the linear strategy. The range is set empirically in the consideration of the
image quality and the distribution of silhouette scores (see Fig. 3.6). Apart from the
varying threshold, the constant strategy is also conducted by fixing the threshold
as {−0.1, 0, 0.1} respectively. The comparisons between model performances with
different strategies are reported in Table 3.4. The best performance is achieved
when adopting the linear strategy for Market-1501 and applying a fixed threshold
δ = 0 on MSMT17. The optimal settings are employed in all experiments.

Coefficient β in CGL. To analyze the impact of the coefficient β in the proposed
confidence-guided pseudo labels (CGL), the value of parameter β is tuned from 0
to 1 while keeping others fixed. According to Eqn. (3.6.2), when β is set to 0 or
1, the proposed method decomposes down to using the confidence matrix or the
one-hot pseudo label exclusively during training. The results on two benchmarks
are illustrated in Fig. 3.7. As shown, as β increases from 0 to 0.8, both mAP and
top-1 accuracy increase. A slight performance drop can be found when increasing β
from 0.8 to 1. To achieve the best performance, β = 0.8 is used for all experiments.

3.7.6 More discussion

Identity feature distribution. To better understand the advantages of the pro-
posed strategies, the distribution of identity features is visualized via t-SNE [173].
Specifically, 20 identities are randomly selected from Market-1501 and MSMT17,
respectively. Features of selected identities are extracted by the baseline model
and the proposed model is trained with confidence-guided centroids (CGC) and
confidence-guided pseudo labels (CGL). The distribution of identity features is il-
lustrated in Fig. 3.8. As can be seen, due to the vast variety in camera views,
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(a) Market-1501

(b) MSMT17

Figure 3.7: Comparison of coefficient β in confidence-guided pseudo labels (CGL)
on (a) Market-1501 and (b) MSMT17.
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backgrounds, and poses, the feature distribution of MSMT17 is more chaotic than
that of Market-1501. Despite such challenges, with the aid of the proposed strate-
gies, features of the same identity are distributed more compactly while features of
different identities are further separated.

Identity consistency score. The current learning scheme enforces samples to
approach their assigned cluster centroids, where their identity information is embed-
ded. However, the existence of noisy labels will lead samples to “wrong” centroids.
It is especially problematic for low-confidence samples, i.e., boundary samples be-
cause they can be closer to other centroids than the assigned ones.

To investigate the problem, the author conducts an experiment on MSMT17
to analyze how much the identity information of boundary samples can be presented
in the assigned centroids, i.e., the identity consistency in-between. Specifically, clus-
ters whose size is over 100 at each epoch are selected. For each cluster, samples
whose silhouette scores rank at the bottom 5% are empirically marked as boundary
samples. Formally, let C = {(xi, gi)}Nc

i=1 denote a cluster with Nc samples, where gi
refers to the ground-truth identity label provided by the dataset. An identity set
G = {gk}Mk=1 is then constructed by overall M identities occurring in the cluster.
Following the formation of plain all-sample based cluster centroids (Eqn. (3.3.1)),
the identity information embedded in the centroid can be obtained by linearly in-
tegrating all identities within the cluster via weights Qc = {qk}Mk=1, where qk is
obtained as,

qk =
1

|C|
󰁛

gi∈C
1{gi = gk}, (3.7.1)

where |C| denotes the cluster size. 1{gi = gk} equals to 1 when gi = gk, otherwise
0. Then, the identity consistency score (ICS) between boundary samples and the
corresponding centroid of can be calculated as,

ICS =
1

Nb

󰁛

gi∈C
qk · 1{gi = gk}, (3.7.2)

where Nb denotes the number of boundary samples.
Similar to the plain scheme, ICS of the proposed confidence-guided centroids

(CGC) scheme can be computed by simply replacing C with the confidence-guided
subset Cq during the computation of the weight qk. Since low-confidence samples
are filtered out in the formation of confidence-guided centroids, the identity set G
only includes identities of samples with high confidence scores. The comparison on
average ICS throughout the training is conducted between the plain all-sample based
cluster centroids and the proposed confidence-guided ones. The ICS at different
epochs are shown in Fig. 3.9.

For the plain scheme, only 5.83% boundary samples carry the same identity
information with their assigned centroid at the beginning. Although the ratio grad-
ually climbs to 17.19%, a large proportion of boundary samples (over 80%) still are
pushed to centroids where their identity information is rarely presented. Unfortu-
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(a) Market-1501

(b) MSMT17

Figure 3.8: Visualization of the identity feature distribution via t-SNE [173] on (a)
Market-1501 and (b) MSMT17. For each group, features are derived by the baseline
model (left) and the model trained with the proposed confidence-guided centroids
(CGC) and pseudo labels (CGL) (right), respectively. Model performances (mAP)
are also denoted. Different identities are denoted by different colors. Best viewed
in color.
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Figure 3.9: Identity consistent score (ICS) of boundary samples at different epochs.
Plain and CGC refer to the previous all-sample based cluster centroids and the
proposed confidence-guided centroids, respectively.

nately, the problem has been aggravated by confidence-guided centroids, where the
ratio achieves 14.17% at most. The low identity consistency scores point out the seri-
ousness of the problem and validate the necessity of the proposed confidence-guided
pseudo labels.

More samples with silhouette scores. To better demonstrate the relationship
between the sample-wise clustering confidence and silhouette scores, more clustering
results of the proposed method are visualized in Fig. 3.10.

As can be seen, samples are coarsely clustered based on basic visual features,
such as image quality, at the beginning. As more identity-related information is
learned, yet belonging to different identities, samples with similar appearances and
poses are gradually grouped together. Additionally, top-ranking images have higher
silhouette scores at epoch 25. Finally, at a later stage (epoch 50), better identity in-
formation is learned, presenting as images of the same identity are grouped together
while those belonging to different identities are scattered into different clusters.

Clustering quality. In the section, the author analyzes the improvements brought
about by the proposed strategies in terms of clustering quality. Four evaluation met-
rics are employed in this work, which are fowlkes mallows score, adjusted rand score,
adjusted mutual info score and v measure score, respectively. All the above metrics
represent the consistency between clustering results and ground-truth labels (higher
is better). The author analyzes how the four metrics vary throughout the training
process on two benchmark datasets, i.e.,Market-1501 and MSMT17. The results
are illustrated in Fig. 3.11. To demonstrate the advantages of the proposed method,
the comparison on clustering quality is conducted with “Baseline” models and a
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(a) Epoch 0
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(b) Epoch 25
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(c) Epoch 50

Figure 3.10: Visualization of samples (MSMT17) with silhouette scores at (a) epoch
0, (b) epoch 25, and (c) epoch 50. Samples within different clusters are indicated
by different colors. Best viewed in color.
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(a) Market-1501

(b) MSMT17

Figure 3.11: Comparison of clustering quality during the training between the base-
line model (Baseline), ISE [235], and the proposed method (Ours) on (a) Market-
1501 and (b) MSMT17. Best viewed in color.
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state-of-the-art method, ISE [235]. The results are reported in Fig. 3.11. Note that
the ISE curve is plotted by the estimated values from their published work.

As can be seen, for all training schemes, the clustering quality gradually
improves during training due to the involvement of more effective features as well
as more discriminative networks. Additionally, the model trained with the pro-
posed schemes outperforms both baseline models and ISE on all metrics. The im-
provements validate the effectiveness of the proposed schemes in clustering quality
boosting.

Identity retrieval results. To validate the effectiveness of the proposed method,
we present retrieval results on benchmark datasets in Fig. 3.12.

As can be seen, MSMT17 is more challenging due to the diversity in back-
grounds, illuminations, poses, and occlusions. Compared to baseline models, models
trained with the proposed schemes have better person re-identification accuracy, pre-
senting as more matched images ranking at the top. Additionally, identity features
extracted by the proposed method have more identity-related information. Taking
the second row in Fig. 3.12 as an example, a girl in pink dress riding a bicycle is
given as the query image. Among the top-10 images proposed by the baseline model,
6 images containing bicycle yet with different identities are wrongly selected. Such
incorrect proposals indicate that the baseline models are prone to noises, such as
cluttered backgrounds. However, the proposed confidence-guided centroids (CGC)
and confidence-guided pseudo labels (CGL) encourage samples to approach not only
better centroids where low-confidence samples are excluded, but also multiple poten-
tially correct clusters. With the aid of the proposed schemes, more identity-related
information is embedded in extracted features. Therefore, 9/10 images match the
query image correctly, while the rest is highly similar to the query.

3.8 Conclusion

In this section, the author focused on the pseudo label refinement for clustering-
based unsupervised person ReID, which aims to alleviate the pseudo label noise
brought by imperfect clustering results. Two major contributions are made by this
work: 1) Instead of relying on auxiliary information such as camera IDs, body parts,
or generated samples, the author refined pseudo labels with internal characteristics,
i.e., the sample-wise clustering confidence. Specifically, the author proposed to use
confidence-guided centroids (CGC) to provide reliable cluster-wise prototypes for
feature learning, where low-confidence instances are filtered out during the forma-
tion of centroids. 2) Targeting the problem that a large proportion of samples are
pushed to “wrong” centroids, the author proposed to use confidence-guided pseudo
labels (CGL). Such labeling enables samples to approach not only the assigned cen-
troid but other clusters where their identities are potentially embedded. With the
aid of CGC and CGL, the proposed method yields comparable performances with or
even outperforms state-of-the-art pseudo label refinement works that largely lever-
age auxiliary information.
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Query Baseline (82.4%) Ours (85.3%)

(a) Market-1501

Query Baseline (31.4%) Ours (34.6%)

(b) MSMT17

Figure 3.12: Visualization of identity retrieval of the baseline model (Baseline) and
the model trained with the proposed schemes (Ours) on (a) Market-1501 and (b)
MSMT17. The performance of models (mAP) is also reported. For each group, the
query image is shown at the leftmost, followed by the top 10 images of its ranking
list given by different models. The green rectangles indicate correct retrieval results
while the red ones denote false retrieval results. Best viewed in color.
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Chapter 4

Fast unsupervised person
re-identification

4.1 Introduction

Due to the absence of identity labels and the less informative binary codes,
fast unsupervised person ReID is extremely challenging and remains an untouched
field. Considering that person ReID can be regarded as image retrieval performed
on person images according to identity information, some state-of-the-art image re-
trieval works can be adapted to fast person ReID with slight modifications. There-
fore, to overcome challenges resulted from unsupervised learning manner and binary
code learning, in this section, existing unsupervised binary descriptor learning meth-
ods are reviewed firstly. Targeting at the limitations, an novel unsupervised binary
descriptor learning framework is proposed. Then, the proposed method is adapted
to person ReID to achieve a fast unsupervised person ReID baseline.

Binary descriptors are widely applied in visual tasks like visual search [42],
face recognition [236], etc. Therefore, learning effective binary descriptors has be-
come an active topic in the computer vision community due to high compactness
and high matching speed, which perfectly fits the demands of large-scale data. Over
the past decade, numerous binary local descriptors have been proposed, including
hand-crafted ones (BRISK [100], BRIEF [14], ORB [153], etc.), and learning-based
ones (Binboost [171], LDAHash [163], etc.). Inspired by the advances of deep learn-
ing techniques, deep learning approaches for binary local descriptors have recently
drawn increasing attention, like DeepBit [112], DBD-MQ [47], L2-Net [169], and
GraphBit [46]. Depending on whether the labeled data are required, deep binary
local descriptors can be further categorized as supervised [169, 133, 211] and un-
supervised [112, 47, 46, 262] ones. Supervised methods generally achieve better
performance with the supervision given by pairwise labels, indicating whether two
patches come from the same category or not. However, such pairwise labels are
too expensive to obtain in real-world applications. Therefore, unsupervised learning
methods have gained more attention recently. Despite the remarkable performance
improvements, there are still problems that need to be better addressed.
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Firstly, an effective binary local descriptor should be robust against geomet-
ric transformations, i.e., rotation, scaling, and viewpoint changes. The robustness of
local descriptors will affect the matching accuracy in matching/retrieval tasks [125].
Earlier binary local descriptors [100, 14, 153] are built upon hand-crafted sampling
patterns or pairwise intensity comparisons, which are vulnerable to geometric dis-
tortions due to the high sensitivity of hand-crafted features. Thus, hand-crafted bi-
nary local descriptors tend to have unstable performances [112]. On the other hand,
most existing deep unsupervised binary local descriptors focus more on generating
effective compact codes but pay little attention to the robustness against geometric
transformations [47, 46]. A prior work, DeepBit [112], enhances the robustness of
the descriptor against rotation via minimizing the Hamming distance between the
descriptors of an original image and its transformed counterparts. Although it pro-
vides an intuitive way to generate the transformation-invariant local descriptors, a
problem might be that such work is based on the idea that an original image and its
transformed counterparts should be represented by different descriptors. However,
ideally, the same object is expected to be described by exactly the same descrip-
tor, regardless of the viewpoint or distance changes. Therefore, simply minimizing
the distance between the original image and its transformed counterparts is not the
optimal solution.

Secondly, an effective binary local descriptor is supposed to be informative,
i.e., each bit carrying distinctive information. However, previous learning-based
descriptors generally follow the scheme of image hashing. Yet an image patch, as a
small region around an interest point, generally contains much less information than
an image. Therefore, directly employing image hashing schemes can probably lead
to highly-correlated bits, which means information contained in different bits can be
redundant during encoding. That would make the learned descriptor not compact
enough. To explain the problem of correlated bits, the author first evaluates the
average amount of information conveyed by image patches and images with Shannon
entropy. Then, hash codes and binary local descriptors are derived from images and
patches with two popular hashing methods: DeepBit [112] and Bi-half Net [109].
Later, the author compares the correlations between bits under different code length
settings with mean Absolute Correlations (mAC), which indicates the average cor-
relation between bits. A higher mAC means a higher bit correlation. Details of
mAC could be found in Section 4.7.4. Specifically, the same number of images and
image patches are randomly selected from an image dataset (CIFAR10 [97]) and
an image patch dataset (Brown [12]) and are resized to the same size. The average
Shannon entropy and mAC scores are illustrated in Table 4.1. Seen from the results,
the mAC scores under 32 bits and 64 bits settings are given by DeepBit since both
source code and trained models are provided. The mAC scores under 128 bits and
256 bits settings are obtained by reproducing Bi-half Net based on the provided
source code. Table 4.1 clearly demonstrates that images, with a higher average
Shannon entropy, generally carry more complex information than image patches.
When image hashing schemes are directly employed to derive binary local descrip-
tors, the average correlations between bits exceed that of images by 1.17%, 3.22%,
9.90% and 10.13% under 32, 64, 128 and 256 bits settings in terms of mAC scores,
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Table 4.1: Comparison of the average Shannon Entropy between images and image
patches, and that of mean Absolute Correlations (mAC) (%) between corresponding
hash codes and binary descriptors, under different code length settings.

Entropy
mAC

32 bits 64 bits 128 bits 256 bits

Images 9.21 4.16 4.95 5.67 6.04

Patches 4.28 5.39 8.17 15.57 16.17

respectively. Strong correlations between bits will undoubtedly deteriorate the rep-
resentability of local descriptors [72, 211]. To mitigate the problem, most existing
deep learning based works enforce the bits of binary local descriptors to be evenly
distributed [49, 112, 46], which is performed on each training batch. However, such
batch-based constraints generally suffer from a problem that the data distribution
of a single batch cannot well represent that of the whole dataset due to the limited
number of samples within a batch.

To tackle both limitations, in this work, a novel Transformation-invariant
Binary Local Descriptor learning method (TBLD) is proposed, which is trained in an
unsupervised manner. The pipeline of TBLD is illustrated in Fig. 4.1. Specifically,
it takes the “Original set” and “Transformed sets” as input. The former consists of
the original image patches from the dataset, while the latter is built by rotating and
scaling the original image patches. The framework aims to derive transformation-
invariant and low-coupling binary local descriptors.

To generate transformation-invariant binary local descriptors, visual features
extracted from original image patches and their transformed counterparts are en-
forced to be projected into an identical Euclidean subspace and an identical Ham-
ming subspace simultaneously. Meanwhile, the distinctiveness between binary local
descriptors of dissimilar image patches is maximized. To achieve that, instead of
utilizing two separate terms during the optimization, an integrated loss term, con-
trastive loss [25], is introduced here to propagate the neighboring structures of data
from a high-dimensional feature space to a low-dimensional descriptor space. As a
departure from [25], where ALL the transformed samples within a training batch
are employed as negative samples, a negative pairs selection strategy is proposed
in this work to adaptively select “Negative pairs” for each image patch during the
training. By doing so, similar image patches from the same batch will form only
ONE negative pair with a given image patch, instead of multiple negative pairs,
thus dramatically reducing the computational costs.

In the meantime, to reduce bit correlations, instead of manually imposing de-
terministic regularization terms on a batch of binary local descriptors, low-coupling
binary codes are introduced externally here to guide the learning of binary local
descriptors. Specifically, an Adversarial Constraint Module (ACM), which adopts
the scheme of generator-discriminator, is adopted. The Wasserstein loss employed
in the Discriminator minimizes the distributional discrepancy between the binary
local descriptors generated by the framework and the introduced low-coupling bi-
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nary codes. Although the proposed bottom-up learning strategy is employed at the
batch level as most correlation regularizers do, the optimization of Discriminator
is an accumulated result of all previous batches, meaning that the adopted adver-
sarial regularization is not restricted to the number of samples within a batch. In
summary, the contributions made in the proposed work are mainly three-fold:

• An unsupervised binary local descriptor, which unites transformation-invariant
and low-coupling properties, is proposed. To ensure the transformation invari-
ance of binary local descriptors, contrastive loss is, for the first time, applied in
the learning of binary local descriptors. Instead of involving a large number of
negative samples, a negative pairs selection strategy is proposed to selectively
pick up a portion of “Negative pairs” for each training batch.

• The problem of the high correlations between bits in binary local descriptors
when directly applying image hashing methods is highlighted. To tackle that, a
bottom-up learning strategy is proposed, termed Adversarial Constraint Mod-
ule (ACM). Low-coupling binary codes generated externally are employed to
guide the learning of binary local descriptors by minimizing their Wasserstein
distances. This, by all means, is distinct from existing methods that simply
use a hard threshold to enforce each bit to be evenly distributive.

• Experimental results on three benchmark datasets show that the proposed
descriptor surpasses existing binary descriptors by a clear margin in various
visual tasks.

4.2 Previous solutions

4.2.1 Unsupervised binary descriptors

Existing unsupervised binary local descriptors [112, 47, 46] improve the rep-
resentability from mainly two aspects: 1) enhancing the robustness to geometric
transformations; 2) enriching the embedded information via reducing the bit corre-
lations.

Robustness enhancement. GraphBit [46] improves the robustness of bi-
nary descriptors by enhancing the representability of each bit. The mutual infor-
mation between inputs and related bits is maximized so that the ambiguous bits
could receive additional instruction for confident binarization. DBD-MQ [47] en-
hances the quality of binary descriptors by applying a data-dependent binarization
strategy. A K-AutoEncoders network is trained along with the holistic features to
classify bits into the 0/1 categories with minimal reconstruction error. Such a distri-
bution strategy delivers stronger robustness since bits from similar holistic features
are more likely to be quantized into the same binary codes. Aside from improving
the binarization functions, DeepBit [112] augments patches via rotation and scaling,
and employs a Siamese network to minimize the distances between the binary local
descriptors of original image patches and their augmented counterparts. However,
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from the perspective of the essence of local descriptors, which is to describe the con-
tent in an image patch, the author argue that the same content should be described
by the same local descriptors in spite of viewpoints, instead of similar ones.

Bit correlation reduction. Existing works, e.g., DH [49], DeepBit [112], Graph-
Bit [46], UDBD [196], simply enforce the learned local descriptors to be evenly-
distributive, i.e., encouraging the mean of each bit to be 0.5 with the bit value
ranging in [0, 1]. On top of that, BinGAN [262] embeds an adjusted Binarization
Representation Entropy Regularizer to increase the entropy of the particular pairs of
binary vectors that are not correlated in the high-dimensional feature space. Gener-
ally, such constraints are performed within training batches. However, the number
of samples within a training batch is limited, meaning that the feature distribution
of each batch cannot well represent that of the whole dataset. Therefore, imposing
batch-based constraints typically fails to achieve the global optimum. Instead of
performing constraints directly on the derived binary local descriptors, the frame-
work here encourages to learn the mapping from the derived binary local descriptors
to the low-coupling binary codes, which are introduced externally.

In the paper, the transformation invariance of binary local descriptors is
achieved by projecting original image patches and their transformed counterparts
into an identical Euclidean subspace and an identical Hamming subspace with the
help of contrastive loss. Additionally, a bottom-up learning strategy assisted with
Wasserstein loss is proposed to reduce bit correlations, where low-coupling binary
codes are introduced externally to guide the learning of binary local descriptors.

4.2.2 GAN based binary descriptor

Generative Adversarial Network (GAN) [64] has been extensively involved in
unsupervised learning, where synthetic images are continuously generated to “fool”
the network during training for improving the discriminability of the network. In-
spired by its successful applications in feature learning [197, 26] and text-to-image
generation [227], GAN has been recently introduced in the field of image hash-
ing [15, 162]. HashGAN [15] utilizes generators to synthesize diverse images and
employs a discriminator to distinguish the synthetic images and the real ones. Mean-
while, a Hash Encoder learns the binary hash codes with the similarity information
between images being preserved. BGAN [162] employs an auto-encoder to jointly
learn binary hash codes in the middle and generate synthetic images at the end. The
representability of the learned binary hash codes is improved by minimizing the dis-
tances between reconstructed images and the original ones. Meanwhile, the neigh-
boring structures of images and features are also preserved. More recently, GAN
has been applied in the learning-based binary descriptors [262]. BinGAN [262] takes
an intermediate layer representation of a discriminator as the compact local binary
descriptor. Two regularizers are also proposed to reduce the correlation between
binary local descriptors.

Contrary to the proposed work, HashGAN [15] and BGAN [162] are specifi-
cally designed for image retrieval tasks and use tanh-like activation for binarization.
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Figure 4.1: Pipeline of the proposed TBLD. Firstly, patches from the “Original
set” are augmented by rotating and scaling to build “Transformed sets”. Then vi-
sual features of the image patches from the “Original set” and “Transform sets”
are extracted from the VGG16 network. Subsequently, visual features are en-
coded by a Transformation-invariant Feature Encoder to obtain high-dimensional
transformation-invariant features. On top of that, transformation-invariant binary
local descriptors are obtained by Binary Descriptor Generator . f , d denote the
dimension of high-dimensional transformation-invariant features and binary local
descriptors, respectively. N is the number of training samples. Additionally, an
Adversarial Constraint Module (ACM) is introduced to reduce bit correlations.

However, the proposed work focuses on patch descriptor based tasks, like patch
matching. Additionally, instead of taking the intermediate representations from the
discriminator, this work employs Discriminator along with a set of low-coupling
binary codes to guide the network to directly generate low-coupling binary local
descriptors from the descriptor generator.

4.3 Problem statement

To learn effective binary local descriptors, a Transformation-invariant Bi-
nary Local Descriptor learning framework (TBLD) is proposed, which improves the
representability of local descriptors in terms of robustness and bit correlations. To
enable binary local descriptors to be invariant to transformations, inspired by visual
representation learning [25], contrastive loss is employed to preserve the neighboring
structures of data. Specifically, the original image patches and their transformed
counterparts are projected to an identical Euclidean subspace and an identical Ham-
ming subspace, while the distinctiveness between binary local descriptors of dissim-
ilar image patches is maximized. Additionally, an Adversarial Constraint Module
(ACM) is introduced to reduce bit correlations, where low-coupling binary codes are
introduced externally to guide the learning of binary local descriptors.

The pipeline of the proposed TBLD is depicted in Fig. 4.1. Specifically, given
an image patch set I0 = {I0i }ci=1 with c patches, I0i refers to the i-th image patch.
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Firstly, v transformed patch sets are built, with each containing one certain type
of transformation on the original image patches, like rotation or scaling. Then, the
whole training set I = {Ii}vi=0 is formed by I0 and the v transformed patch sets
{Ii}vi=1. After that, visual features of all patches, T = {T i ∈ Rt×c}vi=0, are extracted
via the well-known VGG16 network [160], where t refers to the feature dimension.
Subsequently, visual features are encoded by a Transformation-invariant Feature
Encoder to obtain r-dimensional transformation-invariant features X ∈ Rr×c. On
top of that, a group of b-bit transformation-invariant binary local descriptors B ∈
Rb×c are obtained by binarizing the output of Binary Descriptor Generator F ∈ Rb×c

as follows,
B = sign(F). (4.3.1)

In general, r > b. As claimed, image patches and their transformed counterparts
are united to the identical high-dimensional features X and binary local descriptors
B.

4.4 Transformation-invariant binary descriptors

4.4.1 Pseudo positive/negative pairs selection

To preserve the neighboring structures of image patches from the feature
space to the descriptor space, contrastive loss is performed after both Transformation-
invariant Feature Encoder and Binary Descriptor Generator . For both modules, the
feature representations of “Pseudo Positive pairs” are projected to an identical Eu-
clidean subspace and an identical Hamming subspace. Meanwhile, the distinctive-
ness between the feature representations of “Pseudo Negative pairs” is maximized.
Since pair-wise matching labels are not available here, the author employs the neigh-
boring relationships of image patches to build both “Pseudo Positive pairs” and
“Pseudo Negative pairs”. For simplicity, “Positive pairs” and “Negative pairs” are
used to refer to “Pseudo Positive pairs” and “Pseudo Negative pairs”, respectively.

Specifically, a “Positive pair” is built by an original patch and any one of
its transformed counterparts. And a “Negative pair” is formed by an original patch
and a sampled “Negative set”. In the proposed scenario, there are numerous image
patches in the dataset, which means exhaustively pairing the given original patch
with the rest of patches seems impractical in terms of computational costs. There-
fore, a negative pairs selection strategy is proposed, which selectively picks up a
“Negative set” to form the “Negative pairs”. Concretely, given a batch with M
image patches, q different image patches are selected to form a “Negative set” ac-
cording to their “clusters”. The selection of “Negative set” is illustrated in Fig. 4.2,
where the extracted visual features T are clustered into 32 clusters offline. During
training, for a given batch, the cluster distribution of the image patches within the
batch is analyzed. Then samples are randomly selected from the uncovered clusters
to build the “Negative set”. If all the clusters are covered, samples are selected ran-
domly and evenly from each cluster to form the “Negative set”. In the experiment,
q is empirically set as 4096, considering the balance between computational cost and
data diversity.
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Figure 4.2: Illustration of the selection of “Negative sets” by the proposed negative
pairs selection strategy. Visual features of image patches are firstly clustered into
32 clusters. For a given batch during training, the corresponding “Negative set” is
formed according to the feature cluster of patches within the batch.

4.4.2 Contrastive loss

Given the “Positive pairs” and “Negative pairs”, contrastive loss is performed
after both Transformation-invariant Feature Encoder and Binary Descriptor Gen-
erator to propagate the neighboring structures from high-dimensional features to
compact binary local descriptors. The two loss terms are represented by LCr and
LCb

, respectively, which enforce “Positive pairs” to have identical transformation-
invariant high-dimensional features and compact binary local descriptors, respec-
tively. Meanwhile, the distinctiveness between feature representations of “Negative
pairs” is maximized. Firstly, LCr is formulated as follows.

LCr = −
v󰁛

i=0

M󰁛

m=1

αγ
i

M
log

e−srDistE(xi
m,xm)

e−srDistE(xi
m,xneg)

, (4.4.1)

where xim denotes the output of Transformation-invariant Feature Encoder of the
m-th patch from the i-th “Transformed sets”, and xm is the transformation-invariant
high-dimensional feature of the m-th patch. DistE(x

i
m, xm) represents the distance

between xim and xm, which is formulated as follows,

DistE(x
i
m, xm) = 󰀂xim − xm󰀂22. (4.4.2)

In the denominator, the average Euclidean distance between xim and the correspond-
ing high-dimensional “negative” set xneg formed by the real-valued representations
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of q “negative” samples is computed as,

DistE(x
i
m, xneg) =

1

q

󰁛

xj∈xneg

󰀂xim − xj󰀂22. (4.4.3)

In Eqn. (4.4.1), αi denotes the to-be-learned non-negative weight w.r.t the i-th
“Transformed sets”, which sums up to 1. γ is a smoothing parameter and sr denotes
the temperature parameter for real-valued local descriptors, which are empirically
set as 3 and 0.1, respectively.

Similarly, contrastive loss applied after Binary Descriptor Generator , i.e.,
LCb

, is defined as,

LCb
= −

v󰁛

i=0

M󰁛

m=1

αγ
i

M
log

e−sbDistH(bim,bm)

e−sbDistH(bim,bneg)
, (4.4.4)

where bim denotes the binary feature representations of the m-th patch in the i-
th “Transformed sets”, and bm indicates the transformation-invariant binary local
descriptor of the m-th patch. DistH denotes the Hamming distance and DistH
represents the average Hamming distance between the binary string of the given
image patch and the binary local descriptors of its counterparts from the “Negative
set” bneg. sb denotes the temperature parameter for binary local descriptors, which
is empirically set as 0.1.

However, directly optimizing binary values will make the back-propagation
of the framework infeasible, which is known as the ill-posed gradient problem [162].
In the work, bim and bm in Eqn. (4.4.4) are replaced with the relaxed real-valued
representations output by Binary Descriptor Generator before the binarization f i

m,
and the to-be-binarized transformation-invariant local descriptors fm, respectively.
Then Eqn. (4.4.4) can be rewritten as follows.

LCb
= −

v󰁛

i=0

M󰁛

m=1

αγ
i

M
log

e−sbDistE(f i
m,fm)

e−sbDistE(f i
m,fneg)

. (4.4.5)

The replacement requires a low quantization error between the binary lo-
cal descriptors and the corresponding relaxed real-valued feature representations.
Therefore, a quantization loss term LQ is employed, which is denoted as,

LQ =

v󰁛

i=0

M󰁛

m=1

αγ
i

M
󰀂f i

m − bm󰀂22, (4.4.6)

where f i
m denotes the relaxed real-valued feature representations of the m-th patch

in the i-th “Transformed sets”. And bm refers to the transformation-invariant binary
local descriptor of the m-th patch, which refers to the m-th column in B.
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4.5 Low-coupling binary descriptors

Apart from enhancing the robustness of binary local descriptors against
transformations, decorrelating bits of the compact descriptor is also of great im-
portance. As revealed previously, correlated bits convey overlapped information,
thus weakening the representation capacity of the binary local descriptors. Ac-
cording to [4], Wasserstein distance can measure the distance between two non-
overlapped data distributions, which perfectly fits the situation where discrete and
continuous distributions coexist. Inspired by this, this work advocates the use of
Wasserstein loss to minimize the Wasserstein distance between the data distribu-
tion of low-coupling binary codes and the feature distribution of the derived binary
local descriptors. Although the Wasserstein loss has been successfully employed in
applications like person re-identification [251, 2], it has never been employed to learn
binary local descriptors yet.

In the paper, a bottom-up learning strategy is proposed to reduce bit cor-
relations, termed Adversarial Constraint Module (ACM). The structure of ACM is
depicted in Fig. 4.3, which adopts the scheme of generator-discriminator in adversar-
ial learning. Specifically, the proposed framework serves as a Descriptor Generator
to derive binary local descriptors. Meanwhile, a sampler is employed to generate
low-coupling binary codes by randomly and independently sampling 0/1 values from
the Bernoulli distribution with the probability p = 0.5, which conforms to the prin-
ciple of local descriptors in [112]. Given the input, a Discriminator , consisting of
three fully-connected (FC) layers, is followed. The first two FC layers are followed
by a ReLU activation function. In Discriminator , the Wasserstein loss is employed
to encourage the derived binary local descriptors to mimic the distribution of the
low-coupling binary codes by alternately optimizing the Discriminator and the De-
scriptor Generator .

Formally, given a training batch withM image patches I = {Ii}Mi=1, a batch of
binary local descriptors B = {bi}Mi=1 could be learned by the Descriptor Generator .
Similarly, to avoid the ill-posed gradient problem [162], the binary local descriptors
B is replaced with the relaxed representations F = {fi}Mi=1, which refers to the real-
valued feature representations output by the Binary Descriptor Generator before
binarization. Additionally, the low-coupling binary codesBr = {bri}Mi=1 are sampled
under the Bernoulli distribution. TheWasserstein distance between F andBr could
be approximated by,

maxEbri∼b[D(bri)]− Efi∼Pf
[D(fi)], (4.5.1)

where D refers to the discriminator. Pf and b refer to the feature distribution of F
and data distribution of Br, respectively.

According to [4], Eqn. (4.5.1) holds only when Lipschitz constraint is sat-
isfied. Therefore, following [70], Lipschitz constraint is enforced by penalizing the
p-norm of the gradient of the discriminator w.r.t. the input, i.e., 󰀂∇xD(x)󰀂p ≤ 1.
Following [70], instead of enforcing the gradient norm constraint being intractable
in whole latent space, this work enforces it on the space that is uniformly sampled
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Figure 4.3: Structure of Adversarial Constraint Module (ACM). The discriminator
takes the derived binary local descriptors from the Descriptor Generator and the
low-coupling binary codes sampled from the Bernoulli distribution as input. With
the help of Wasserstein loss, Discriminator and Descriptor Generator are alternately
trained to learn the mapping from the derived binary local descriptors to the low-
coupling binary codes.
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from the feature distribution Pf and the data distribution b. Integrating the regular-
izer to the objective function, Wasserstein loss employed in Adversarial Constraint
Module can be denoted as follows.

LW = −Ebri∼b[D(bri)] + Efi∼Pf
[D(fi)]

+ηEx̂∼Px̂
[(󰀂∇x̂D(x̂)󰀂2 − 1)2],

(4.5.2)

where x̂ ∼ Px̂ is sampled from both inputs with a random sample weight 󰂃 ∼ U [0, 1],
and it can be formulated as,

x̂ = 󰂃fi + (1− 󰂃)bri . (4.5.3)

Notably, there are some negative values in the F since the Binary Descriptor
Generator is trained to push F to [−1, 1]. However, the sampled binary local de-
scriptors Br ∈ [0, 1]. To unify the two inputs, 0-value bits in sampled binary local
descriptors Br are replaced with -1. Additionally, to eliminate the input noise, L2

normalization is applied on F before sending it to the Discriminator.

4.6 Objectives and optimization

4.6.1 Objectives

As the proposed method adopts the scheme of generator-discriminator, two
loss terms, i.e., LG for the Descriptor Generator and LD for the Discriminator , are
employed, respectively.

Descriptor generator. Given 1) contrastive loss LCr in Euclidean space, 2) con-
trastive loss LCb

in Hamming space, and 3) quantization loss LQ, the objective for
Descriptor Generator is written as follows:

LG = LCr + LCb
+ βLQ − λDEfi∼Pf

[D(fi)], (4.6.1)

where β balances the contribution of LQ, and λD controls the penalty of the Discrim-
inator , which are both empirically set as 1. Note that, to avoid plunging the network
into the trivial solution, where all the real-valued feature representations become an
all-zero or infinite matrix, the L2-norm of the real-valued feature representations of
each query is enforced to be 1, i.e., 󰀂xim󰀂2 = 1. To simplify the learning process,
the constraint in the objective is integrated as LN , which is denoted as follows,

LN =

v󰁛

i=0

M󰁛

m=1

αγ
i

M
(1− 󰀂xim󰀂2), (4.6.2)

Therefore, the objective LG can be formulated as,

LG = LCr + LCb
+ βLQ + λLN − λDEfi∼Pf

[D(fi)], (4.6.3)
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where λ is the weight for the regularizer LN , which is set as 1e-5 empirically.

Discriminator. The Discriminator objective LD is defined by,

LD = λDLW , (4.6.4)

where λD is the same hyper-parameter as in Eqn. (4.6.3). In the paper, Descriptor
Generator and Discriminator are trained with the SGD [10] optimizer with the
initial learning rate being 5e-7 and 1e-8, respectively.

4.6.2 Optimization

The training procedure of TBLD is summarized in Algorithm 2. Firstly,
the parameters of Descriptor Generator , including Transformation-invariant Fea-
ture Encoder (wr) and Binary Descriptor Generator (wb), are initialized following
the Kaiming initialization [76]. The non-negative weights for the “Original set”
and “Transformed sets”, α = {αi}vi=0, are all initialized as 1/v. Given the to-be-
learned variables, i.e., the transformation-invariant high-dimensional features X,
the transformation-invariant binary local descriptors B, and weights for input α, an
alternating optimization method is proposed to solve the objective Eqn. (4.6.3) via
conducting the following steps iteratively.

1. Update X. With B,wr, wb,α fixed, the objective function w.r.t. X can be
rewritten as,

ψ1 = min
X

LCr . (4.6.5)

By setting the derivation of Eqn. (4.6.5) w.r.t. X as 0, the closed-form solution
of X can be formulated as:

X =

󰁓v
i=1 α

γ
i X

i

󰁓v
i=1 α

γ
i

. (4.6.6)

2. Update B. Similarly, with other parameters fixed, the objective function
w.r.t. B can be rewritten as follows.

ψ2 = min
B

LQ. (4.6.7)

According to Eqn. (4.3.1), B can be obtained by binarizing F with the sign
function. F can be obtained in a similar manner with X. To conclude, B can
be obtained as,

B = sign
󰀓󰁓v

i=1 α
γ
i F

i

󰁓v
i=1 α

γ
i

󰀔
. (4.6.8)
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3. Update α. At the end of each epoch, with other parameters fixed, the objec-
tive function w.r.t. α can be rewritten as follows.

ψ3 = min
α

v󰁛

i=0

αγ
i (

˜Li
Cr

+ L̃i
Cb

+ βL̃i
Q + λL̃i

N ), (4.6.9)

where ˜Li
Cr
, L̃i

Cb
, L̃i

Q, L̃
i
N are obtained from LCr , LCb

, LQ, LN by factoring

out αγ
i , respectively. Suppose that Li = ˜Li

Cr
+ L̃i

Cb
+ βL̃i

Q+λL̃i
N , the optimal

α can be derived as,

αi =
(Li)

1
1−γ

󰁓v
j=0(L

j)
1

1−γ

. (4.6.10)

After alternately updating the parameters in Descriptor Generator and Discrim-
inator until the network converges, the low-coupling binary local descriptors are
derived from the Descriptor Generator .

Algorithm 2: The training procedure of the proposed TBLD.

Input: Visual features of all patches, T = {T i ∈ Rt×c}vi=0; Number of
iteration for each epoch, Nb;

Output: Real-valued local descriptors, X; Binary local descriptors, B
1 Initializing Descriptor Generator , Discriminator , and patch set

weights α;
2 Initializing X0 and B0 by Eqn. (4.6.6) and Eqn. (4.6.8);
3 while not covereged do
4 for i = 0 → Nb do
5 Sampling 󰂃 ∼ U [0, 1] and Br ∼ b(M, 0.5) ;

6 Deriving Xi, Fi, Bi by Descriptor Generator ;
7 Optimizing Discriminator according to Eqn. (4.6.4) ;
8 Optimizing Descriptor Generator according to Eqn. (4.6.3) ;

9 Updating αi by Eqn. (4.6.10);
10 Updating X and B with the updated Descriptor Generator ;

4.7 Experiments

The proposed binary local descriptor learning method is evaluated on three
widely used public datasets, i.e.,Brown [12],HPatches [7], andMikolajczyk [132].
Comparisons with the state-of-the-arts are conducted on visual analysis tasks like
patch matching, patch retrieval, and patch verification. This section firstly intro-
duces the datasets and experimental settings and then presents the comparison
results and discussion.
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4.7.1 Datasets

Brown dataset contains three subsets: Liberty, Notre Dame and Yosemite. Each
subset contains 400,000 to 600,000 gray-scale image patches for training and 100,000
patch pairs for testing. The size of image patches in the dataset is 64×64. For the
test sets, half of the pairs are matched and others are non-matched. This work
follows the settings in [171], i.e., training the network with one subset and then
evaluating it on the other two subsets. There are 6 train-test combinations in total.

HPatches dataset consists of 116 image sequences, with 59 containing significant
viewpoint changes and the rest containing illumination deformations. Each sequence
includes a reference image and 5 target images. Image patches are detected in
the reference image with Difference of Gaussians (DoG) detector and projected on
the target images using the ground truth homographies. The sizes of patches are
normalized to 65×65. Following the setting in [211], the to-be-evaluated model in
this experiment is trained on the Liberty subset of the Brown dataset.

Mikolajczyk dataset consists of images from five scenes, which include varia-
tions in viewpoints (Graffiti), image quality (Ubc), illumination (Leuven), blurriness
(Trees), and zoom & rotation (Boat). Each subset comprises a reference image and
5 target images, which are sorted by an increasing degree of distortion. Since TBLD
is proposed to mainly handle the scale and viewpoint transformation, the evalua-
tion is conducted on Boat and Graffiti subsets. Following the protocol [132], SIFT
keypoint detector is first employed to detect 1000 interest points for each image in
a reference-target image pair. Then the keypoints are matched via a brute-force
search based on the Hamming distance between the corresponding binary descrip-
tors. Following the setting of BinBoost [171], the to-be-evaluated model in this
experiment is trained on the Notre Dame subset of the Brown dataset.

4.7.2 Implementation details

To preprocess the input data, two types of transformations, i.e., rotation
and scaling, are employed to derive the transformed sets. Rotation angles range in
{−10,−5, 5, 10}, and scaling factors are set as 0.8 and 1.2. To obtain features from
FC7 layer (4096-d) of the pre-trained VGG16 [160], the input patches are firstly
resized into 256 × 256 and then cropped to 224 × 224. In this work, the length
of real-valued and binary local descriptors are set as 1024 and 256, following the
setting of [46]. The batch size is 32 and the maximum iteration is 10000.

4.7.3 Comparison with the state-of-the-art

Results on Brown dataset. Experiments on Brown aim to evaluate the perfor-
mance of the proposed approach on the patch matching task. Following [112, 47, 46],
the adopted evaluation metric is “95% error rate”, which denotes the percent of in-
correct matches when 95% of the ground-truth matched patches are found. Lower
represents better performance. Comparisons are conducted with the state-of-the-art
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(a) Liberty-Notre Dame (b) Liberty-Yosemite (c) Notre Dame-Liberty

(d) Notre Dame-Yosemite (e) Yosemite-Liberty (f) Yosemite-Notre Dame

Figure 4.4: ROC curves of the proposed TBLD and state-of-the-art methods on
Brown [12], with all train-test combinations among three subsets.

works, including supervised descriptors (e.g., D-BRIEF [170], and BinBoost [171])
and unsupervised ones (e.g., BRISK [100], BRIEF [14], and GraphBit [46], etc.).
The comparison results are reported in Table 4.2, where the results of real-valued
descriptor SIFT [125] and supervised descriptors are also provided as references.

As can be seen, TBLD outperforms the state-of-the-art unsupervised binary
descriptors, including both hand-crafted and deep learning based ones, on all the
subsets. A decline of 11% can be found in terms of 95% error rate in contrast to the
best unsupervised binary local descriptor learning method so far (GraphBit [46]).
It is worth mentioning that when compared with a widely-used floating-point de-
scriptor, i.e., SIFT [125], the proposed TBLD obtains a lower 95% error rate, along
with a much lower computation cost for measuring similarities.

Moreover, Receiver Operating Characteristic (ROC) curves of the state-of-
the-art unsupervised binary local descriptors are plotted in Fig. 4.4. The curves
illustrate the true positive rate (TPR) against the false positive rate (FPR) at
various threshold settings. For a fair comparison, the author first reproduces the
algorithms and then plot the curves. In terms of deep learning based binary local
descriptors, the competitors include DeepBit [112] and GraphBit [46] because only
their source codes are provided and GraphBit [46] still maintains the best perfor-
mance until now. As can be seen, the ROC curves of TBLD rank at the top on all
train-test configurations.

Results on HPatches dataset. The HPatches dataset is used to evaluate the
performance of binary local descriptors on three visual tasks: patch matching, patch
retrieval, and patch verification. Specifically, descriptors are compared in the match-
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Table 4.3: Comparisons of mAP (%) with the state-of-the-art binary local descrip-
tors on HPatches [7] (Higher is better).

Method Matching Retrieval Verification

Real-valued SIFT [125] (128 dim) 25.47 31.98 65.12

Binary (Supervised) BinBoost [171] (32 bytes) 16.97 38.68 76.27

Binary (Unsupervised)

BRIEF [14] (32 bytes) 10.50 16.03 58.07
BRISK [100] (64 bytes) 15.97 18.10 65.65
ORB [153] (32 bytes) 15.32 18.85 60.15

DeepBit [112] (32 bytes) 13.05 20.61 61.27
GraphBit [46] (32 bytes) 14.22 25.19 65.19

TBLD (32 bytes) 15.39 27.03 68.25

ing task to find matched patches between the reference image and the target ones.
For the patch retrieval task, local descriptors are employed to match a query patch
to a pool of patches extracted from many images. In terms of patch verification,
descriptors are utilized to classify whether two patches are matched or not.

Following the evaluation metrics suggested by [7], the comparison is con-
ducted between TBLD and the state-of-the-art descriptors in terms of mean average
precision (mAP). The comparison results are reported in Table 4.3. Higher mAP
means better performance. Again, the binary local descriptors are categorized as
supervised and unsupervised ones according to the training manner. Since DBD-
MQ [47] and BinGAN [262] did not report the results on the HPatches dataset, they
are not included in Table 4.3.

It can be seen that TBLD beats all unsupervised baselines, including both
hand-crafted ones (BRISK [100], BRIEF[14], ORB [153]) and deep learning based
ones (DeepBit [112], GraphBit [46]) on all the tasks. Specifically, compared to
GraphBit [46], TBLD improves the mAP score by 8.2%, 6.8%, 4.5%, respectively,
in the three tasks. Here the result of the real-valued SIFT [125] is also presented
for reference. It can be observed that the proposed method even outperforms SIFT
on the patch verification task with a 4.58% increase in terms of mAP.

Results on Mikolajczyk dataset. Experiments are conducted on “Boat” and
“Graffiti” subsets of Mikolajczyk dataset [132] to prove the generalization of the
binary local descriptors. Here, the proposed TBLD is compared with both hand-
crafted binary local descriptors (BRISK [100], ORB [153]), and a state-of-the-art
deep binary descriptor (GraphBit [46]). Considering the fairness, the binary local
descriptors are set as 32 bytes for all the methods. Specifically, the author firstly
reproduces BRISK, ORB as well as GraphBit, and then evaluate the performance
in terms of Recognition rate following [14, 125], which can be obtained as follows,

• Extracting n1 interest points from the reference image, and n2 from the target
image. Among them, n matching pairs are obtained from the ground-truth
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homograph transformation matrix.

• For each interest point in the reference point set, finding the nearest neighbour
in the target point set via binary local descriptors.

• Counting the number of correct matches nc, and calculating the recognition
rate with r = nc/n.

Following the previous works [14, 171], for an image, interest points are firstly
detected by the SURF Hessian-based detector and patches are then cropped and
normalized to the required size of each descriptor. Note that, the sizes of patches
keep unchanged for BRISK [100] and ORB [153], while the patches are resized to
224× 224 for feature extraction for GraphBit and the proposed method.

The recognition rates of the state-of-the-art binary local descriptors on Boat
andGraffiti scenes with the challenges of zoom/rotation and viewpoint variations are
shown in Fig. 4.5. As can be seen, TBLD outperforms other state-of-the-art binary
local descriptors on all the reference-target configurations. Additionally, it can be
found that, compared to the Boat scene, the proposed method performs better on
the Graffiti scene, where a significant increase in the recognition rate can be seen
for all configurations. A potential reason could be that the gap between training
scenes (Notre Dame) and Graffiti is relatively smaller than Boat. Experimental
results onMikolajczyk further verify the generalization ability of the proposed binary
descriptors.

Comparisons with unified metrics To show the superiority of the proposed
method intuitively, the evaluation on the patch matching task is conducted on dif-
ferent datasets with an unified metrics: mAP. Since such comparison has not been
conducted in previous works, the author firstly reproduces some representative base-
lines, including hand-crafted ones (BRIEF and ORB) and deep learning based one
(GraphBit). Then, evaluate their performances on three benchmark datasets for
fair comparisons. Due to time constraints, only state-of-the-art binary descriptor
learning methods are chosen.

The mAP scores are illustrated in Table 4.4. The model used for evaluation
is trained on the Liberty subset of the Brown dataset. Note that, the mAP scores
of the Mikolajczyk dataset are obtained by the patch matching between the target
image (img1) and the reference image with the mildest distortion (img2). As can be
seen, the proposed TBLD still outperforms the state-of-the-art approaches on the
three datasets when a unified metric is employed.

4.7.4 Ablation study

Two comparison experiments are designed to prove the effectiveness of the
proposed Adversarial Constraint Module (ACM). 1) The comparison with evenly-
distributive constraint, which is employed to reduce the bit correlations in exist-
ing works, such as DH [49] and DeepBit [112]. 2) The comparison between binary
descriptors generated by models trained with (w/) and without (w/o) ACM in terms

110



Figure 4.5: Recognition rate on of Mikolajczyk [132], including Boat and Graffiti
subsets. (Higher is better). TBLD outperforms other state-of-the-art binary local
descriptors learning approaches in terms of recognition rate on all reference-target
configurations.
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Table 4.4: Comparison of mAP (%) with the state-of-the-art binary descriptors on
the three datasets (Higher is better).

Method
Brown (Liberty)

Hpatches
Mikolajczyk

Notre Dame Yosemite Boat Graffiti

BRIEF 62.05 66.40 16.03 43.24 34.34

ORB 64.19 68.63 18.85 51.11 44.83

GraphBit 68.78 72.27 25.19 59.19 57.39

TBLD 69.52 74.39 27.03 62.41 60.07

Table 4.5: Comparison of 95% error rate (%) with the model trained with the
Evenly-Distributive Constraint (EDC) and the proposed ACM on Brown (Lower is
better).

Train Yosemite Notre Dame Liberty
Test Notre Dame Liberty Yosemite Liberty Notre Dame Yosemite

EDC 18.16 24.10 36.57 21.93 15.72 37.67

ACM 16.53 21.95 35.09 20.45 14.47 36.88

of bit correlations. Since HPatches [7] and Mikolajczyk [132] are designed only for
evaluation, the comparisons are only conducted on the Brown dataset [12].

Evenly-distributive constraint. To compare with the evenly-distributive con-
straint, ACM in the proposed model is replaced by the evenly-distributive constraint,
which is fomulated as follows,

LM =

K󰁛

k=1

||µk − 0, 5||2, µk =
1

N

N󰁛

n=1

bnk, (4.7.1)

where K is the length of binary descriptors and µk denotes the mean value of each
bit over N samples within a mini-batch. Therefore, the overall objective for the
to-be-compared models can be derived as,

L = LCr + LCb + βLQ + λLN + LM . (4.7.2)

The performances of the derived binary descriptors are evaluated in terms of 95%
error rates, which are reported in Table 4.5. It can be observed that binary descrip-
tors derived by the proposed method outperform those derived by the model trained
with the evenly-distributive constraint with lower 95% error rates.

Bit correlation reduction. To investigate the reduction of bit correlations brought
by the proposed Adversarial Constraint Module (ACM), the author compares the
average correlations between bits of binary descriptors derived by the models trained
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Table 4.6: Comparison of the mean Absolute Correlations (%) of binary local de-
scriptors derived by models trained without (w/o) and with (w/)the proposedAdver-
sarial Constraint Module (ACM) (Lower is better). ∆ refers to the mAC reduction.

w/o w/ ∆

Yosemite 14.25 13.73 -0.52

Notre Dame 9.64 7.43 -2.21

Liberty 10.26 9.64 -0.62

without (w/o) and with (w/) ACM, respectively. Specifically, the proposed network
is trained on three subsets of the Brown dataset separately with the same experi-
mental settings, except that ACM is removed from each model.

Specifically, the average bit correlations can be evaluated by the metric -
mean Absolute Correlations (mAC). Specifically, given N to-be-evaluated image
patches with corresponding k-bit binary descriptors B = {b1, ...bn}, the mAC score
is calculated as follows,

mAC =
1

k(k − 1)

󰁛

i,j ∕=i

|Pij |, (4.7.3)

Pij =

󰁓N
n=1(bin − b̄i)(bjn − b̄j)󰁴󰁓N

n=1(bin − b̄i)2
󰁴󰁓N

n=1(bjn − b̄j)2
, (4.7.4)

where Pij presents the Pearson correlation coefficient between the i-th bit and the
j-th bit. Specifically, bin denotes the i-th bit of the binary descriptor of the n-th
image patch. b̄i and b̄j are the mean values of the i-th bit and the j-th bit over N
image patches. According to the definition of mAC, it can be inferred that a lower
mAC score means lower bit correlations. The mAC scores of binary local descriptors
derived by models without (w/o) or with (w) ACM are reported in Table 4.6. As
can be seen, the correlation between bits reduces by 0.52, 2.21, 0.62, respectively,
in terms of mAC score with ACM, which proves its effectiveness on bits correlation
reduction.

4.7.5 Descriptor robustness

Transformation Invariance. Firstly, the transformation invariance of binary
local descriptors derived by TBLD is investigated. Since the to-be-evaluated models
are trained on the Brown dataset, the analysis is conducted on the other two datasets
for fair comparison. For Mikolajczyk, as discussed above, both Boat and Graffiti
subsets contain a certain type of transformations, which means the transformation
invariance of the derived binary local descriptors has been proved by the results in
Fig. 4.5. Therefore, here the ablation study is conducted on the HPatches dataset [7]
to evaluate the robustness of the derived binary local descriptors against geometric
noises and viewpoints.
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Figure 4.6: Visualization of patches from Hpatches [7]. Patches from the reference
image (REF) are shown in the first row. Patches from target images with the
increasing level of geometric noises: EASY, HARD and TOUGH, are shown in rows
2 to 4, respectively.

Geometric noise. Specifically, image patches in the HPatches dataset have been
divided into different subsets according to the level of geometric noises, which are
indicated by EASY, HARD and TOUGH. Examples of the reference and the target
image patches in each subset are shown in Fig. 4.6. On each subset, the proposed
TBLD is compared with other transformation-invariant binary local descriptors:
BRISK [100], ORB [153] and DeepBit [112] in terms of mAP, following the set-
tings in [7]. The results are illustrated in Fig. 4.7. As can be seen, the proposed
TBLD achieves a higher mAP on all the subsets, which proves the robustness of the
proposed method against multiple levels of geometric noises.

Viewpoints. For the task of patch matching, HPatches further groups the data
by different levels of geometric noises into “ILLUM” and “VIEW” subsets, enabling
the evaluation of the robustness of binary local descriptors against illumination and
viewpoints changes. Since the proposed TBLD focuses on improving the robustness
of descriptors against transformations like rotation and scaling, the comparison is
specifically conducted on the “VIEW” subset. The mAP of the state-of-the-art un-
supervised transformation-invariant binary local descriptors on the “VIEW” subsets
are illustrated in Fig. 4.8.

As can be seen, although the proposed method underperforms BRISK [100]
on the overall mAP of the patch matching task (15.39% and 15.97%, respectively),
it outperforms BRISK on the three “VIEW” subsets from EASY, HARD, and
TOUGH, respectively. The results prove the robustness of the binary local de-
scriptors derived by TBLD against viewpoints changes.
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Figure 4.7: Comparisons of state-of-the-art transformation-invariant binary local
descriptors on three tasks of HPatches in terms of mAP(%) (Higher is better). For
each task, data are divided into three subsets according to the level of geometrical
noises, which are indicated by EASY, HARD, and TOUGH, respectively.
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Figure 4.8: Comparison with the state-of-the-art transformation-invariant binary
local descriptors on the “VIEW” subset of the patch matching task in terms of
mAP(%) (Higher is better).

4.7.6 Out-of-sample experiment on person ReID datasets

To explore the potential of the proposed unsupervised binary descriptor
learning framework in person ReID, comparison experiments are conducted on per-
son ReID benchmark datasets - Market-1501 [246] and MSMT17 [190]. Specifically,
following the proposed training scheme, given a person image, positive pairs and
negative pairs are defined as its augmented images and images from clusters except
that query belongs to. The inference settings follow that of the unsupervised person
ReID work, which are aforementioned in Section 3.7.2. Metrics adopted to evaluate
performances are top-1 accuracy and mAP.

The comparison is conducted among a traditional unsupervised binary de-
scriptors (ITQ [63]), the proposed method (Ours), and two state-of-the-art (SOTA)
supervised fast person ReID work (DLBC [23] and SIAMH [238]). As discussed
in Section 2.3, iterative quantization (ITQ) derives the similarity-preserving binary
descriptors for large-scale image retrieval. Deep local binary coding (DLBC) fo-
cuses on subtle details of person ReID, where local features are firstly extracted
from discriminative local regions and are then projected to robust binary codes by a
hash layer. Similarly, salience-guided iterative asymmetric mutual hashing (SIAMH)
learns compact binary descriptors from salient regions. Additionally, SIAMH han-
dles the drawbacks of mutual learning via an iterative asymmetric learning strategy.

The performances on Market-1501 and MSMT17 are illustrated in Table 4.7
and Table 4.8, respectively. As can be seen, for all methods, as the feature length
increases from 64 bits to 512 bits, the identity matching accuracy gradually in-
creases due to the fact that more id-related information is embedded in extended
bits. However, the identity matching accuracy varies dramatically from method to
method. Taking the performances on Market-1501 as an example, the traditional
binary descriptor learning method - ITQ can barely achieve 20% top-1 accuracy
even with 512 bits. With training on person images, the proposed data-driven un-
supervised binary descriptor learning method significantly outperforms ITQ, where
the top-1 accuracy and mAP score achieve 51.6% and 38.4%, respectively. Note
that, the backbone network (VGG-19) is replaced by ResNet50 following DLBC [23]
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Table 4.7: Comparisons of top-1 accuracy (%) / mAP (%) among ITQ [63] (un-
supervised), the proposed method (unsupervised), DLBC [23] (supervised), and
SIAMH [238] (supervised) on Market-1501 (Higher is better).

Methods 64 bits 128 bits 512 bits

ITQ [63] 9.7 / 3.0 14.1 / 4.4 20.3 / 7.8

Ours 40.3 / 25.1 48.9 / 32.7 51.6 / 38.4

DLBC [23] 82.7 / 62.5 89.7 / 72.8 92.1 / 81.2
SIAMH [238] 83.0 / 65.6 90.6 / 78.4 94.8 / 86.7

Table 4.8: Comparisons of top-1 accuracy (%) / mAP (%) among ITQ [63] (un-
supervised), the proposed work (unsupervised), and SIAMH [238] (supervised) on
MSMT17 (Higher is better).

Methods 64 bits 128 bits 512 bits

ITQ [63] 1.3 / 0.6 1.6 / 0.9 2.0 / 1.3

Ours 24.1 / 13.2 31.2 / 18.5 36.2 / 24.1

SIAMH [238] 54.2 / 29.8 69.2 / 42.5 78.7 / 54.5

and SIAMH [238] for a fair comparison.
However, due to difficulties caused by the absence of identity labels as well

as the less informative binary bits, the performance gap between the proposed un-
supervised binary descriptors and SOTA supervised ones, which leverage identity
labels during binary code learning, is quite large. Specifically, with the same binary
code length (512 bits), DLBC achieves the top-1 accuracy 92.1%, and the improved
work SIAMH achieves 94.8% on Market-1501. Similarly, the large performance gap
can also be found in MSMT17, which highlights the potential of improving fast
unsupervised person ReID. Considering the large performance gap, how to improve
the performance of fast unsupervised person ReID methods will be a main focus of
the future work.

4.8 Conclusion

In this section, an unsupervised transformation-invariant binary local de-
scriptor learning method (TBLD) is proposed, which can be adapted to fast unsu-
pervised person ReID. Two major contributions are made by the proposed work:
1) A framework that derives transformation-invariant binary local descriptors is
proposed. Based on the assumption that the same object should be described by
the same local descriptors, the original image patches and their transformed coun-
terparts are projected to an identical Euclidean subspace and an identical Ham-
ming subspace with the help of contrastive loss. 2) In order to solve the problem
brought by directly applying the scheme of image hashing in local descriptor learn-
ing, which refers to the high correlations between bits, an Adversarial Constraint
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Module (ACM) is proposed. A set of low-coupling binary codes are introduced to
guide the learning of binary local descriptors. By means of Wasserstein loss, the
framework is optimized to transfer the distribution of the learned binary local de-
scriptors to the low-coupling ones, thereby making the learned ones as low-coupling
as possible. Experimental results on three benchmark datasets well demonstrate
the superiority of the proposed approach over the state-of-the-art unsupervised bi-
nary descriptors. Additionally, evaluation is conducted on person ReID benchmark
datasets to validate the effectiveness of the proposed unsupervised binary descrip-
tor learning scheme to fast unsupervised person ReID. Although not comparable to
supervised methods that leverage identity labels, the proposed method significantly
outperforms existing unsupervised binary descriptors on unsupervised person ReID.
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Chapter 5

Cross-modality person
re-identification

5.1 Introduction

Person re-identification (ReID) aims at retrieving the same identity across
multiple disjoint cameras, which has gained much attention from the recent com-
puter vision community [99, 220]. Most existing ReID methods focus on the match-
ing between visible images, which are generally collected under good illumination
conditions [103, 24, 71, 251, 181, 150, 81]. However, those systems seem imprac-
tical because visible images cannot provide sufficient discriminatory information in
poor lighting environments, e.g., at night. To this end, Visible-Infrared person
Re-identification (VI-ReID) emerges as an alternative to performing the retrieval
between visible (RGB) images and infrared (IR) counterparts, thus enabling the
day-to-night person re-identification.

However, VI-ReID is a challenging problem due to large intra-class varia-
tions and modality discrepancies across different cameras. The former refers to
identity’s appearance differences within a modality caused by poses, clothes, view-
points, etc. While, the latter denotes intrinsic differences between visible and in-
frared images caused by the spectrum of cameras. To reduce both discrepancies,
the central research question in this field has always been seeking better ways to
extract discriminative features for identity retrieval, which are modality-invariant
and ID-related [194, 220, 261, 217].

Despite the vigorous development of this field, an observation can be found
that most algorithms extract identity features in a heuristic manner with NO com-
mon view of what sort of features are specifically helpful for VI-ReID. To tackle this
problem, the author visualizes the features extracted by several representative meth-
ods in Fig. 5.1, aiming to investigate how visual feature extractions evolved over the
years to improve the performance of VI-ReID systems. Concretely, ZeroPad [194],
as the first work in VI-ReID, extracts features from random regions in an image.
Additionally, for a specific identity, the features derived from the two modalities
share NO commonality. As a result, the mean Average Precision (mAP) score is
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ZeroPad
(2017 - 15.95%)
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(2020 - 48.90%)

TSLFN*
(2020 - 46.78%)
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(2020 - 53.02%)

Ours*
(2021 - 59.34%)

Figure 5.1: Visualization of features derived by ZeroPad [194], TSLFN [261], AGW
[220], DDAG [217], and the proposed method on SYSU-MM01 [194]. For each
method, the RGB image of identity is shown on the left and the IR image is on
the right. The publication year and mAP score (%) at All-search setting of each
method are also reported. For a fair comparison, the mAP scores of TSLFN, AGW
and the proposed method are given by models trained merely with plain identity
loss and triplet loss.

far from satisfactory. Later, TSLFN [261] horizontally partitions the backbone fea-
ture maps (global) into several stripes (local) and employs local-level constraints
on each of them. Clearly, features derived by TSLFN cover more parts of the hu-
man body, compared to the global-level constraint-based method, e.g., ZeroPad.
That might be the reason why its performance is significantly superior to that of
ZeroPad. In the meantime, a baseline for VI-ReID (AGW [220]) inserts non-local
attention blocks during the feature extraction, which enforces the features to be
extracted from identity’s body instead of backgrounds. It reveals that attention-
aware features help to increase performance. Recently, a state-of-the-art approach
(DDAG [217]) integrates both local-level and global-level constraints into an end-
to-end framework. Compared to previous works, the features derived by DDAG are
more fine-grained, which are not only shared by two modalities but distinguishable
for different identities. Based on the above observations, a conclusion can be drawn:
as more features from the human region (modality-shared) and attentive body part
(ID-related) features are extracted, the retrieval performance improves consistently.
Benefiting from this conclusion, the proposed method extracts more features from
body skeleton joints, which are not only ID-related but immune to modality changes.
Therefore, this work achieves over 10% mAP improvements against DDAG on the
challenging SYSU-MM01 dataset at All-search setting.
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Having depicted the visual features that are conducive to VI-ReID, the next
question is: how to extract them effectively? It is noted that body skeleton points
are explicit modality-shared cues and the features describing certain skeleton points
are ID-related. In light of this, in the work, the author aims to facilitate the ex-
traction of discriminative features for identity retrieval with the aid of the pose
estimation task. However, making effective use of the pose information for cross-
modality ReID does not seem easy, though it has recently appeared to be exploited
in some single-modality ReID works [239, 164, 248, 240, 165, 131], where only visible
images are involved. Earlier methods [239, 164, 248] utilize detected body joints to
segment [239] or align [164, 248] body regions in order to cope with human pose
changes. After the calibration of body parts, different body parts need to be stitched,
which usually yields unrealistic transformed visual features. If moving to the cross-
modality setting, the transformed errors would be further magnified due to the huge
discrepancy between the two modalities. Alternatively, another group of methods
employ the body keypoints information to refine ID-related feature maps either
by means of highlighting discriminative body regions [240, 131] or complementing
human appearance features [165]. Although pose-assisted features are proven to
improve feature discriminability under the single-modality setting, they are rigidly
based on the outputs of off-the-shelf pose estimators. However, such blind trust in
the pre-trained pose estimators will lead to poor re-identification performance if the
gap between the source domain and the target domain of the pose estimator is huge.
Therefore, employing pose information in the VI-ReID task is extremely challenging
due to the massive gap between visible images (source domain) and infrared images
(target domain). To highlight the problem, two state-of-the-art pose-guided single-
modality person ReID methods [165, 131] are adapted to VI-ReID and the results
turn out that the best performance [165] in the mAP score only reaches 42.19%,
which is far from satisfaction due to the inadequate usage of the pose information
(more results and comparisons are provided in Section 5.7.6).

To solve the above problems, a two-stream VI-ReID framework is proposed,
where modality-shared and ID-related features for identity retrieval are extracted
by means of learning an auxiliary task (pose estimation) and the main task (person
ReID) jointly. Unlike previous works, which rely dramatically on off-the-shelf pose
estimators, pose features are adaptively adjusted to facilitate the ReID task in the
proposed work. Additionally, apart from ID-related constraints, an extra constraint
is imposed on the pose estimation branch, ensuring that not only body skeleton
points are precisely estimated but also the ID-related information is fully embedded
in feature maps, i.e., at both local and global levels. Despite the significant improve-
ments obtained by the horizontal-divided feature constraints [166] in the VI-ReID
task [261, 217], the learning of individual striped features is generally independent
and its discriminability consistency with global backbone features is neglected. To
this end, a Hierarchical Feature Constraint (HFC) is proposed, in the paper, which
bonds the learnings of global features and local ones via the knowledge distilla-
tion strategy. Concretely, predictions of backbone features serve as “soft-target” to
supervise the learning of partitioned feature stripes, hence preserving the discrim-
inability consistency of global features and local ones. In summary, the contributions
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made in the proposed work are mainly three-fold:

• A novel two-stream framework for VI-ReID is proposed, where the pose esti-
mation acts as an auxiliary learning task to assist the identity feature learning
in VI-ReID. To learn fine-grained pose features embedded ID-related infor-
mation, both pose and ReID constraints are imposed on the pose estimation
branch.

• Instead of imposing feature constraints on local feature stripes only, Hierar-
chical Feature Constraint (HFC) is proposed to ensure the discriminability
consistency of global features and local ones via the knowledge distillation
strategy.

• The proposed method performs far better than the state-of-the-art methods
on two benchmark datasets: SYSU-MM01 [194] and RegDB [136].

5.2 Previous solutions

5.2.1 Pose-guided person ReID

As discussed in Section 2.1.1, different kinds of auxiliary information have
been employed to facilitate identity feature learning. However, most of them, such
as attributes and human segmentations, require extensive additional annotations,
which are expensive to obtain in real-world scenarios. Additionally, since some color-
related cues are unavailable for infrared images, the usage of color-related attributes
is restricted in VI-ReID, thereby limiting performance improvement. Therefore,
facilitating VI-ReID with body keypoint information seems to be feasible.

Considering existing pose-guided person ReID approaches aforementioned in
Section 2.1.1, they are rigidly based on the outputs of off-the-shelf pose estimators,
which may provide unreliable information due to the gap between the source domain
and the target domain. To handle the problem, PABR [165] takes an on-the-fly pose
estimator as an individual branch to derive pose features, which are then aggregated
with the appearance features from the other branch via a bilinear pooling layer.
Such a joint training scheme encourages the pose branch to learn features that are
beneficial to the person ReID task. However, only ID-related constraints are imposed
on the fused features in this work, which ignores the quality of pose features from
the individual branch.

Given the above concerns, the auxiliary pose estimation task designed for
single-modality ReID cannot perform well in the VI-ReID task. Recently, Chen et
al . [19] exploit structure information to reduce the background noise and misalign-
ments in VI-ReID. Specifically, key point heatmaps output by an off-the-shelf pose
estimator serve as the inputs of a structure representation module. Then, the struc-
ture information is used to refine appearance features. Although body key points
features are considered, the method is also rigidly based on the outputs of the pose
estimators.

As a departure from existing pose-guided VI-ReID works, the pose estimation
serves as an auxiliary learning task in the proposed work, where body skeleton points
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cues are learned under both pose and identity guidance, to enhance the discrimina-
tive identity feature extraction for the cross-modality person re-identification. The
comparison results in Section 5.7.3 demonstrate that using pose estimation is more
sophisticated, thus enabling to improve the performance of identification signifi-
cantly.

5.2.2 Feature constraints in VI-ReID

To improve the discriminability of learned features, most existing works im-
pose either global-level feature constraints on backbone convolutional features or
local-level feature constraints on partitioned feature stripes.

Global-level feature constraints. Ye et al . [212] propose a two-stream network,
which jointly optimizes modality-specific and modality-shared metrics. Based on the
idea, a bi-directional top-ranking loss is then introduced in [215] to incorporate the
above two constraints. Alternatively, AGW [220] presents a weighted regularized
triplet loss to embed the neighboring relationship of images from two modalities in
a common feature space. Considering the large gap between visible modality and
infrared modality, HC loss [261] is proposed to pull the centers of RGB features and
IR features of a given identity closer. Then Liu et al . [116] extends HC loss into the
triplet version, where apart from pulling modality centers of positive image pairs,
feature centers of different identities are pushed away at the same time.

Part-level feature constraints. Inspired by the competitive performance of the
part-based convolutional baseline (PCB) [166] in single-modality person ReID, re-
cent VI-ReID studies start imposing local-level feature constraints on feature stripes
obtained by partitioning backbone convolutional features. For example, DDAG [217]
simultaneously mines both cross-modality global-level and intra-modality part-level
contextual cues, which achieves state-of-the-art performance. Although both global-
level and local-level constraints are considered in DDAG, those constraints are im-
posed independently without taking their discriminability consistency of them into
account. To this end, a Hierarchical Feature Constraint (HFC) is proposed to bond
the global feature learning with the local ones, where predictions of global features
supervise the learning of part features via the knowledge distillation strategy.

5.3 Problem statement

As can be seen in Fig. 2.23(b), VI-ReID conducts the identity matching across
the visible modality and the infrared modality, where the query image and gallery
images are from different modalities. Formally, taking visible-infrared matching as
an example, given the query q and N gallery images G = {gi}Ni=1, the VI-ReID model
maps the images to identity representations fq and {fgi}Ni=1. Then, a query-gallery
distance matrix is computed to rank the gallery images according to their similarity
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Figure 5.2: Framework of the proposed method, which contains four key compo-
nents: Modality-specific module, Modality-shared module, Pose Estimation branch,
and ReID branch. The Modality-specific module and Modality-shared module learn
the modality-specific and modality-shared backbone features, respectively. The Pose
Estimation branch (Section 5.4.2) extracts the keypoint-aware features to refine the
identity features derived by the ReID branch (Section 5.4.3).

with the query as follows,

i∗ = argmin
i=1,2,...,N

Dist(q, gi), (5.3.1)

where i∗ refers to the top-1 candidate, which ideally should belong to the same
identity as a query. Therefore, as the core of VI-ReID, a pose estimation assisted
VI-ReID framework is proposed to learn representative identity representations.

5.4 Pose estimation assisted VI-ReID framework

The pose estimation assisted framework aims to learn modality-shared and
ID-related features for the cross-modality identity retrieval, which is illustrated
in Fig. 5.2. As can be seen, the framework mainly consists of four components:
Modality-specific module, Modality-shared module, Pose Estimation branch, and
ReID branch. Details about these components will be discussed in the following
content.

5.4.1 Modality-specific module and Modality-shared module

Following previous works [215, 116, 261], ResNet50 [77] is exploited as a back-
bone feature extractor to provide discriminative features for both pose estimation
and ReID tasks. Specifically, Modality-specific module consists of two blocks (“Conv
Block1˜2”), which adopt the structures of shallow convolution block (layer0 ) and
the first res-convolution block (layer1 ) of ResNet50, respectively. Note that the
parameters of Modality-specific module for RGB and IR modalities are separately

124



updated. Then, modality-specific features of two modalities are projected into a
shared feature space by the Modality-shared module (“Conv Block3”), which adopts
the structure of the second res-convolution block (layer2 ) of ResNet50.

Mathematically, given a RGB image IRGB and an IR image IIR, modality-
specific features Fm and modality-shared features FS can be obtained by,

Fm = ConvB2(ConvB1(Im, θ1m), θ2m), m ∈ {RGB, IR},
FS = ConvB3([FRGB,FIR]b, θ

3),
(5.4.1)

where [·, ·]b represents the feature concatenation along the data dimension. Modules
ConvB1(∗, θ1m), ConvB2(∗, θ2m), and ConvB3(∗, θ3) denote the convolution blocks
of Modality-specific module and Modality-shared module with corresponding pa-
rameters θ1m, θ2m and θ3, respectively.

5.4.2 Pose Estimation branch

Body keypoint features extraction. Given the observation that modality-
shared features are beneficial to the VI-ReID task, a Pose Estimation branch is
integrated as an auxiliary to extract modality-shared features. The structure of the
proposed Pose Estimation branch is shown in Fig. 5.2. Specifically, a convolutional
layer (“Conv1”) and a deconvolutional layer (“DConv2”) are employed to extract
high-level features, i.e., Fp1 and Fp2 , and restore the resolution of feature maps to
that of ground-truth body keypoint heatmaps, which are denoted as follows,

Fp1 = Conv1(FS , θ
1
P ), Fp2 = DConv2(Fp1 , θ

2
P ), (5.4.2)

where Conv1(∗, θ1P ) and DConv2(∗, θ2P ) represents a 3× 3 convolutional layer with
parameters θ1P and θ2P , respectively. Note that both layers are followed by a ReLU
activation function, which are omitted in equations for simplicity.

Subsequently, a Refinement Module [137] is used to extract refined body
keypoint features and predict body keypoint heatmaps. Specifically, the Refinement
Module consists of a U-Shaped Block, three Refine Blocks and two convolutional
layers. The U-Shaped Block and Refine Blocks are employed to extract refined
features. On top of it, the convolutional layers are applied for the heatmap estima-
tion. Mathematically, given high-level features Fp2 , refined keypoint features FR

and predicted heatmaps Ĥ can be respectively obtained by,

FR = RMF

󰀃
Fp2 , θ

F
RM

󰀄
, (5.4.3)

Ĥ = RMH(FR, θ
H
RM ), (5.4.4)

where RMF (∗, θFRM ) and RMH(∗, θHRM ) denote the refined feature extraction stage
with parameters θFRM , and the heatmap estimation stage with parameters θHRM in
the Refinement Module, respectively.

Body keypoint features transferring. To exploit body keypoint features de-
rived by Pose Estimation branch in the ReID branch, a convolutional layer (“Conv3”)
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and a convolutional block (“Conv Block6”) are employed to deal with the mismatch
in terms of the resolution and the channel number of feature maps.

Specifically, the refined keypoint features FR are firstly downsampled by
“Conv3” so that the derived F′

R has the identical resolution as Fp1 , which is denoted
as,

FR′ = Conv3(FR, θ
3
P ), (5.4.5)

where Conv3(∗, θ3P ) represents the 3 × 3 convolutional layer with a stride of 2 and
parameters θ3P . On top of that, “Conv Block6” aligns the channel number of feature
maps from the Pose Estimation branch with that from the ReID branch. Therefore,
the keypoint-aware features FP can be derived as follows,

FP = ConvB6(FR′ + Fp1 , θ
4
P ), (5.4.6)

where ConvB6(∗, θ4P ) denotes the convolutional block with the parameters θ4P , con-
sisting of a 3 × 3 convolutional layer with a stride of 2 and a 1 × 1 convolutional
layer. Note that all convolutional layers are followed by a ReLU activation function.

Body keypoint features integration. To highlight the body keypoint regions
in the features output by the ReID branch, the keypoint-aware features FP are
employed to generate the body keypoint masks M, i.e.,

M = sigmoid(FP ). (5.4.7)

Keypoint-aware features are regularized by the sigmoid function to (0, 1), which
serve as soft attention masks to refine the identity features from ReID branch.

5.4.3 ReID branch

Global-level feature extraction. Apart from the Pose Estimation branch that
aids modality-shared features extraction, a ReID branch is employed to extract ID-
related features. As can be seen from Fig. 5.2, the ReID branch mainly consists of 2
convolutional blocks (“Conv Block4˜5”). Following previous works [215, 220, 261],
“Conv Block4”, “Conv Block5” follow the structures of the third and fourth res-
convolution block (layer3, layer4 ) of ResNet50 [77], respectively. Mathematically,
identity features Fid2 are extracted by,

Fid2 = ConvB5(ConvB4(Im, θ1ID), θ
2
ID),m ∈ {RGB, IR}, (5.4.8)

where ConvB4(∗, θ1ID) and ConvB5(∗, θ2ID) denote a convolutional block with the
parameters θ1ID and θ2ID, respectively. Then, identity features Fid2 are refined by
the body keypoint masks M derived by Pose Estimation branch by performing the
element-wise product operation ⊙ to obtain the final identity features FID, i.e.,

FID = Fid2 ⊙M. (5.4.9)
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Figure 5.3: Illustration of Hierarchical Feature Constraint (HFC). GAP represents
Global Average Pooling. The predictions of FP and FID are employed as “soft-
targets” to provide extra supervision for PCB models of the Pose Estimation branch
and the ReID branch, respectively.

Local-level feature partition. Since part features can offer fine-grained infor-
mation for identity identification, PCB models [166] are exploited in the proposed
framework for local feature learning. Following [217, 261], convolutional features
FID from ReID branch are firstly partitioned into P horizontal stripes and then
transferred to feature vectors via Global Average Pooling (GAP) before being sent
to the corresponding PCB model, which can be formulated as follow,

FID1 , ...,FIDP
= GAP

󰀃
Part(FID)

󰀄
, (5.4.10)

where Part(·), GAP (·) denote the horizontal partition and GAP, respectively.
As can be seen from Fig. 5.2, a PCB model consists of a Fully-Connected

(FC) layer and a classifier. The former reduces the dimensions of feature vectors
from 2048 to 512, and the latter is employed for identity prediction. For the i-th
PCB model, the fine-grained part features fIDi are obtained by,

fIDi = FCIDi(FIDi , θ
i
fcid

), i = {1, ..., P}, (5.4.11)

where FCIDi(∗, θifcid) denotes the FC layer with the parameters θifcid . P is the
number of PCB models, which is empirically set as 6 in the paper.

The local feature learning is also performed on convolutional features FP

from Pose Estimation branch to obtain the corresponding fine-grained part features
fPi . During inference, fine-grained part features are concatenated for identity re-
trieval, i.e.,

fID = [fID1 , ..., fIDP
]c, fP = [fP1 , ..., fPP

]c, (5.4.12)

fALL = [fID, fP ]c, (5.4.13)

where [·, ..., ·]c represents the feature concatenation along the channel dimension.
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5.5 Hierarchical feature constraint

To ensure the discriminability consistency of global and local features, Hi-
erarchical Feature Constraint (HFC) is proposed to bond the learnings of global
features and local ones. The structure of HFC is illustrated in Fig. 5.3, which is
inspired by the Teacher-Student learning spirit in Knowledge Distillation (KD) [84].
As can be seen, instead of introducing an additional pre-trained teacher model, the
predictions of convolutional features are employed as “soft-targets” to provide an
extra supervision for “Student” models, i.e., PCB models of Pose Estimation branch
and ReID branch.

Specifically, convolutional features of Pose Estimation branch and ReID
branch are firstly concatenated along channel dimension and then transferred to
feature vectors by Global Average Pooling. Then, a PCB model (“PCB T”) is
employed to obtain “soft-targets”, i.e., PT = {piT }Ni=1. N refers to the number of
training images. Formally, given an image Ii with the identity label yi, p

i
T can be

obtained as follows,

piT = p(yiT = yi|Ii) =
exp(yiT )󰁓Nid
k=1 exp(y

k
T )

, (5.5.1)

where ykT = wT
tk
f i
T , f

i
T is the fine-grained feature of the i-th image output by the FC

layer in “PCB T”. wtk indicates the parameter of the classifier in “PCB T” for the
k-th identity. Nid is the number of identities in the whole training set. For the j-th
PCB model of Pose Estimation branch and ReID branch, the corresponding proba-
bility predictions, i.e., PPj = {piPj

}Ni=1 and PIDj = {piIDj
}Ni=1, can be calculated in

the same way, respectively.
In order to supervise the local feature learning with the global one, KD loss

LKD is employed to reduce the distance between two prediction distributions, i.e.,
PT and PID(P )j . Given a mini-batch with M images, LKD is formulated as follows,

LKD =
1

M

M󰁛

i=1

P󰁛

j=1

󰀃
KL(piT , p

i
IDj

) +KL(piT , p
i
Pj
)
󰀄
, (5.5.2)

where KL(p, q) measures the Kullback-Leibler divergence between distribution p
and distribution q. P denotes the number of PCB models of each branch.

5.6 Objectives

Batch sampling method Following [261, 217], an online sampling strategy is
adopted during training to build mini-batches. Specifically, for each mini-batch, D
identities are randomly selected. For each identity, K RGB images and K infrared
(IR) images are randomly selected. Therefore, the batch size M is 2 ∗DK. In the
work, D = 8, K = 4, and M = 64 are adopted during training.
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Pose estimation loss. To encourage Pose Estimation branch to learn modality-
shared features, pose estimation loss Lpose is introduced to minimize pixel-wise
Euclidean distances between ground-truth body keypoint heatmaps and the pre-
dicted ones. In the paper, ground-truth heatmaps are derived by a pose estimation
model [137], which is pre-trained on a pose estimation dataset - LIP [111]. Formally,
Lpose over a mini-batch is defined by,

Lpose =
1

M

M󰁛

i=1

󰁛

x,y

(Hi(x, y)− Ĥi(x, y))
2, (5.6.1)

where Hi(x, y), Ĥi(x, y) represent the pixel value at the position (x, y) of i-th ground
truth and the predicted body keypoint heatmap, respectively.

Identity loss. To extract ID-related features, identity loss is performed on each
PCB model of both Pose Estimation branch and ReID branch. For i-th image Ii
whose identity label is yi, the probability of being correctly classified given by j-
th PCB model of Pose Estimation branch can be presented as piPj

(yi|Ii), which is

denoted as piPj
in the following content for simplicity. Similarly, the probability given

by j-th PCB model of ReID branch can be presented as piIDj
. Given probabilities,

identity loss Lid over a mini-batch is formulated as,

Lid = − 1

M

M󰁛

i=1

P󰁛

j=1

(log piPj
+ log piIDj

), (5.6.2)

where P denotes the number of PCB models of each branch.

ID-MMD Loss. To alleviate the cross-modality discrepancy of VI-ReID, a distri-
bution alignment metric - Maximum Mean Discrepancy (MMD) loss [66] is adopted.
Supposing that a mini-batch contains M infrared (IR) images and N visible (VIS)
images, the MMD loss Lmmd is formulated as follows,

Lmmd =

󰀐󰀐󰀐󰀐󰀐󰀐
1

M

M󰁛

i=1

φ(xiri )−
1

N

N󰁛

j=1

φ(xvisj )

󰀐󰀐󰀐󰀐󰀐󰀐

2

H

, (5.6.3)

where φ(·) represents the kernel function that maps the original data to a Reproduc-
ing Kernel Hilbert Space (RKHS) H. Although the MMD loss reduces the domain
discrepancy by aligning IR-VIS feature distributions, rigidly adopting such domain-
level constraint to VI-ReID is sub-optimal as it considers each modality as a whole
and ignores the identity feature distribution within the modality, as shown in Fig 5.4.

To solve the problem, an explicit solution is reducing the distance between
each IR-VIS image pair of the same identity in the latent space, i.e., minimizing
the Pairwise Mean Square Error (PMSE) Lpmse between IR-VIS pairs. Concretely,
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(a) MMD loss
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Figure 5.4: Comparisons between the traditional MMD loss, the Pairwise Mean
Square Error (PMSE) and the proposed IDentity-based MMD (ID-MMD) loss. Dif-
ferent identities are marked by different colors (best viewed in color).
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following the PK-sampling setting discussed above, the Lpmse is denoted as follows,

Lpmse =
1

D

1

K

D󰁛

p=1

K󰁛

k=1

󰀐󰀐f ir
p,k − fvis

p,k

󰀐󰀐2 , (5.6.4)

where f
ir/vis
p,k denotes the normalized feature of k-th IR/VIS image of p-th iden-

tity. Although the identity distribution is considered, such pairwise loss reduces
the modality discrepancy at the instance level, where the network is highly likely
to focus on identity-irrelevant details, such as poses and backgrounds, rather than
identity features. Taking the man with the handbag in Fig. 5.4 as an example,
the PMSE loss may reduce the feature distance between the IR-VIS image pair by
encouraging the network to attend to the back viewpoint or the handbag, instead
of the identity features.

To address the problems of the domain-based, i.e., Lmmd, and the instance-
based modality discrepancy reduction loss, i.e., Lpmse, an ID-based MMD loss
Lidmmd is employed, which bridges the modality gap by reducing the distance be-
tween the IR-VIS feature centroids of the same identity in the RKHS. Formally, for
the given mini-batch in the z-th PCB model of Pose Estimation branch, the Lz

idmmd

is computed as follows,

Lz
idmmd =

1

D

D󰁛

p=1

󰀐󰀐󰀐󰀐󰀐φ(
1

K

K󰁛

k=1

f ir
p,k)− φ(

1

K

K󰁛

k=1

fvis
p,k )

󰀐󰀐󰀐󰀐󰀐

2

H

. (5.6.5)

Therefore, the overall ID-MMD loss can be derived as follows,

Lidmmd =
1

P

P󰁛

z=1

Lz
idmmd (5.6.6)

Overall, the objective for training is defined as,

L = Lid + βLidmmd + λLpose + γLKD, (5.6.7)

where β, λ, and γ are the weighting factors to balance each loss term, which are
empirically set as 0.1, 5, 1 in the paper, respectively.

5.7 Experiments

5.7.1 Datasets

Since SYSU-MM01 [194] and RegDB [136] are the only cross-modality person
ReID datasets so far, the evaluation of this work is conducted on the two benchmark
datasets. Details of benchmark datasets are reported in Table 5.1.

SYSU-MM01 [194] consists of images captured by 6 cameras, including 2 IR
cameras and 4 RGB ones (2 outdoors and 2 indoors). The training set contains 395
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Dataset RGB images IR images Cameras Persons

SYSU-MM01 [194] 287,628 15,792 6 491
RegDB [136] 4120 4120 2 412

Table 5.1: Details of VI-ReID benchmark datasets.

persons, with 22,258 RGB images and 11,909 IR images. The test set contains 96
persons, with 3,803 IR images for query and 301 randomly selected RGB images as
the gallery. Following [194], two evaluation modes are conducted: All-search and
Indoor-search. For Indoor-search mode, images collected by indoor RGB cameras
are exclusively selected to build the gallery set. For All-search mode, images are
randomly selected from all RGB cameras to form the gallery set.

RegDB [136] contains 412 identities, with 206 for training and 206 for testing.
Each identity has 10 RGB and 10 IR images. Two evaluation modes are employed:
Visible-Thermal and Thermal-Visible. The former refers to searching for corre-
sponding IR images with an RGB image and vice versa. The dataset is randomly
split into 10 training/testing trials. The evaluation results are given by averaging
the performances over the 10 trials.

5.7.2 Evaluation metrics and implementation details

Evaluation metrics. Following the standard evaluation protocol given by [212,
261, 220], Cumulative Matching Characteristics (CMC) curve and mean Average
Precision (mAP) are adopted as evaluation metrics. Here, CMC reports the proba-
bilities of the targeted identity occurring at top-r in the ranking list, i.e., “Rank-r”
accuracy. mAP measures the overall retrieval performance when multiple matching
cases occur in the gallery set.

Implementation details. The experiments are deployed on an NVIDIA GeForce
2080Ti GPU with Pytorch. Following most existing works [217, 261, 220], all input
images are resized to 288×144. Random cropping, random erasing, and horizontal
flipping are adopted for data augmentation. The parameters of Modality-specific
module, Modality-shared module, and ReID branch are initialized by ResNet50 [77]
pre-trained on ImageNet. Other parameters are initialized by Xavier initialization
[62]. The SGD optimizer with a weight decay of 0.0005 is adopted for optimization.
The learning rate is initialized as 0.01 and decays by 0.5 at every 20 epochs. The
training process iterates for 100 epochs in total.

5.7.3 Comparison with the state-of-the-art

The author extensively compares the proposed algorithm with the current
State-Of-The-Art (SOTA) methods on both SYSU-MM01 [194] and RegDB [136]
datasets. The SOTA methods include pioneering ones (Zero-Pad [194] and HCML
[212]), GAN-based ones (cmGAN [35], AlignGAN [180], and D2RL [188]), middle
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Table 5.2: Comparison with the state-of-the-art methods on SYSU-MM01 [194]
(All-search setting). Rank-r (r = 1, 10, 20) accuracy(%) and mAP(%) are reported
(Higher is better). OursID and OursALL denote the features used for evaluation
are obtained from ReID branch and both branches, respectively.

Method Venue
All-search

Rank-1 Rank-10 Rank-20 mAP

Zero-Pad [194] ICCV2017 14.80 54.12 71.33 15.95
HCML [212] AAAI2018 14.32 53.16 69.17 16.16
cmGAN [35] IJCAI2018 26.97 67.51 80.56 31.49
eDBTR [215] TIFS2019 27.82 67.34 81.34 28.42
HSME [74] AAAI2019 20.68 32.74 77.95 23.12
D2RL [188] CVPR2019 28.90 70.60 82.40 29.20
MSR [54] TIP2019 37.35 83.40 93.34 38.11

AlignGAN [180] ICCV2019 42.40 85.00 93.70 40.70
TSLFN [261] Neuro2020 56.96 91.50 96.82 54.95
AGW [220] Arxiv2020 47.50 - - 47.65

X-Modal [101] AAAI2020 49.92 89.79 95.96 50.73
MACE [216] TIP2020 51.64 87.25 94.44 50.11
DDAG [217] ECCV2020 54.75 90.36 95.81 53.02

cm-SSFT [126] CVPR2020 61.60 89.20 93.90 63.20
NFS [28] CVPR2021 56.91 91.34 96.52 55.45
CICL [242] AAAI2021 57.2 94.3 98.4 59.3
GLMC [229] TNNLS2021 64.37 93.90 97.53 63.43
LbA [138] ICCV2021 55.41 - - 54.14
SPOT [19] TIP2022 65.34 92.73 97.04 62.25

OursID - 65.82 94.53 98.23 64.52
OursALL - 71.21 95.35 98.81 67.15

modality based ones (X-Modal [101] and cm-SSFT [126]), feature constraints based
ones (eBDTR [215], HSME [74], MSR [54], TSLFN [261], AGW [220], and GLMC
[229]), dual-level feature alignment based ones (DDAG [217], MACE [216], CICL
[242], LbA [138] and SPOT [19]).

Evaluations on SYSU-MM01. Table 5.2 and Table 5.3 report the performance
of the proposed model and State-Of-The-Art (SOTA) approaches on the SYSU-
MM01 [194] dataset at All-search setting and Indoor-search setting, respectively.
“OursID” and “OursALL” refer to the retrieval performance with features fID
(Eqn. 5.4.12) and fALL (Eqn. 5.4.13), respectively. It can be seen that both “OursID”
and “OursALL” outperform SOTA approaches on ALL evaluation metrics in both
All-search and Indoor-search evaluation modes. Specifically, when retrieving only
with the identity features from ReID branch, i.e., fID, the proposed method out-
performs the SOTA performance (GLMC [229]) by 1.45% and 1.09% in terms of the
rank-1 accuracy and the mAP score, respectively. Compared to SPOT [19], which
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Table 5.3: Comparison with the state-of-the-art methods on SYSU-MM01 [194]
(Indoor-search setting). Rank-r (r = 1, 10, 20) accuracy(%) and mAP(%) are
reported (Higher is better). OursID and OursALL denote the features used for
evaluation are obtained from ReID branch and both branches, respectively.

Method Venue
Indoor-search

Rank-1 Rank-10 Rank-20 mAP

Zero-Pad [194] ICCV2017 20.58 68.38 85.79 26.92
HCML [212] AAAI2018 24.52 73.25 86.73 30.08
cmGAN [35] IJCAI2018 31.63 77.23 89.18 42.19
eDBTR [215] TIFS2019 32.46 77.42 89.62 42.46
MSR [54] TIP2019 39.64 89.29 97.66 50.88

AlignGAN [180] ICCV2019 45.90 87.60 94.40 54.30
TSLFN [261] Neuro2020 59.74 92.07 96.22 64.91
AGW [220] Arxiv2020 54.17 - - 62.97
MACE [216] TIP2020 57.35 93.02 97.47 64.79
DDAG [217] ECCV2020 61.02 94.06 98.41 67.98

cm-SSFT [126] CVPR2020 70.50 94.90 97.70 72.60
NFS [28] CVPR2021 62.69 96.53 99.07 69.79
CICL [242] AAAI2021 66.6 98.8 99.7 74.7
GLMC [229] TNNLS2021 67.35 98.10 99.77 74.02
LbA [138] ICCV2021 58.46 - - 66.33
SPOT [19] TIP2022 69.42 96.22 99.12 74.63

OursID - 71.74 94.57 97.60 74.54
OursALL - 72.55 97.15 98.60 77.05

also employs the pose information, the proposed method improves the rank-1 accu-
racy by 0.48% and the mAP score by 2.27%. When the keypoint-aware features fP
are also involved for evaluation, the performances are further improved by 5.39%
and 2.63% in terms of the rank-1 accuracy and the mAP score, respectively.

Evaluations on RegDB. The evaluation results on RegDB [136] are shown in
Table 5.4. It can be observed that the proposed model obtains surprisingly good
results in both “Visible-Thermal” and “Thermal-Visible” modes. Specifically, when
retrieving merely with fID, the proposed method exceeds the SOTA one (GLMC
[229]) by 6.46% and 5.64% on the mAP score in two evaluation modes, respectively.
Further, the improvements achieve 7.56% and 6.77% when features from both pose
estimation branch and ReID branch (fALL) are used for identity retrieval. Addi-
tionally, compared to the pose-guided method SPOT [19], the proposed method
improves the mAP score by 15.42% and 16.52% when retrieving with features fID
and fALL, respectively.
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Table 5.4: Comparison with the state-of-the-art methods on RegDB. Rank-r (r =
1, 10, 20) accuracy(%) and mAP(%) are reported (Higher is better). OursID and
OursALL denote the features used for evaluation are obtained from ReID branch
and both branches, respectively.

Method
Visible-Thermal Thermal-Visible

Rank-1 Rank-10 Rank-20 mAP Rank-1 Rank-10 Rank-20 mAP

Zero-Pad [194] 17.75 34.21 44.35 18.90 16.63 34.68 44.25 17.82
HCML [212] 24.44 47.53 56.78 20.80 21.70 45.02 55.58 22.24
eDBTR [215] 34.62 58.96 68.72 33.46 34.21 58.74 68.64 32.49
HSME [74] 50.85 73.36 81.66 47.00 50.15 72.40 81.07 46.16
D2RL [188] 43.40 66.10 76.30 44.10 - - - -
MSR [54] 48.43 70.32 79.95 48.67 - - - -

AlignGAN [180] 57.9 - - 53.6 56.3 - - 53.4
X-Modal [101] 62.21 83.13 91.72 60.18 - - - -
DDAG [217] 69.34 86.19 91.49 63.46 68.06 85.15 90.31 61.80
AGW [220] 70.05 - - 66.37 - - - -
MACE [216] 72.37 88.40 93.59 69.09 72.12 88.07 93.07 68.57

cm-SSFT [126] 72.3 - - 72.9 71.0 - - 71.7
NFS [28] 80.54 91.96 95.07 72.10 77.95 90.45 93.62 69.79
CICL [242] 78.8 - - 69.4 77.9 - - 69.4
GLMC [229] 91.84 97.86 98.98 81.42 91.12 97.86 98.69 81.06
LbA [138] 74.17 - - 67.64 72.43 - - 65.46
SPOT [19] 80.35 93.48 96.44 72.46 79.37 92.79 96.01 72.26

OursID 92.14 98.16 99.22 87.88 91.36 97.57 98.88 86.70
OursALL 93.35 98.61 99.42 88.98 92.72 98.79 99.36 87.83

135



5.7.4 Ablation study

Ablation studies are conducted on SYSU-MM01 [194] and RegDB [136] to
verify the effectiveness of the proposed method. To prove the effectiveness of the
proposed components, i.e., Pose Estimation branch (PEB) and Hierarchical Feature
Constraint (HFC), a “Baseline” model is trained under the supervision of identity
loss Lid and HC-tri loss Lidmmd, which only consists of Modality-specific module,
Modality-shared module, and ReID branch. The evaluation results are shown in the
first row in Table 5.5. Based on “Baseline”, Pose Estimation branch, pose estimation
loss (Lpose), and Hierarchical Feature Constraint are gradually applied, which results
are illustrated in the following rows in Table 5.5. Note that the reported results are
in the All-search mode for the SYSU-MM01 dataset while in the “Visible-Thermal”
mode for the RegDB dataset.

Effectiveness of Pose Estimation branch (PEB). As can be seen from the
2nd row in Table 5.5, by integrating the PEB branch that is pre-trained on a pose
estimation dataset, the framework yields an increase of approximately 2% and 4%
in terms of the mAP score on the SYSU-MM01 dataset and the RegDB dataset,
respectively, when fID is applied for identity retrieval. Likewise, the improvements
exceed 6.5% when employing fALL, which clearly demonstrates the effectiveness of
the proposed PEB branch.

Apart from Lid and Lidmmd, Lpose is further employed on such a structure
to ensure the body skeleton points are precisely estimated. The results for fID
and fALL are shown in the 3rd and 6th rows, respectively. Specifically, an increase
of 3.83% and 2.41% can be found in terms of the mAP score on two benchmark
datasets for fID. A similar increase, i.e., 3.16% and 2.96%, can be obtained if using
fALL.

Additionally, the comparison of the identity retrieval performance when
adopting different features are conducted, i.e., fID, fP in Eqn. (5.4.12), and fALL

in Eqn. (5.4.13). The results are illustrated in Table 5.6. As can be seen, retrieving
identity with features derived from the ReID branch (fID) achieves a better perfor-
mance than that from the Pose Estimation branch (fP ). Specifically, “OursID” sur-
passes “OursP ” by 4.33% and 6.66% in terms of the mAP score on SYSU-MM01 and
RegDB, respectively. The results prove that, compared to the modality-invariant
pose features, the identity-related features play a dominant role in VI-ReID. Ad-
ditionally, when combining the identity-related features and the modality-invariant
pose features, the method achieves the best performance. Concretely, “OursALL”
improves the mAP score of “OursID” by 2.63% and 1.10% on SYSU-MM01 and
RegDB, respectively.

Effectiveness of Hierarchical Feature Constraint (HFC). It can be ob-
served from the 4th row that HFC yields a satisfactory improvement for fID in terms
of the mAP score, which are 1.73% and 3.72% on the SYSU-MM01 dataset and the
RegDB dataset, respectively. A similar improvement can also be found for fALL

(the 7th row), which are around 2% for both datasets. The boost in performance
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Table 5.5: Ablation studies on SYSU-MM01 [194] and RegDB [136]. “PEB”, “HFC”
refer to Pose Estimation branch, and Hierarchical Feature Constraint, respectively.

Components SYSU-MM01 RegDB
PEB Lpose HFC Rank-1 mAP Rank-1 mAP

Baseline 57.03 56.21 85.76 77.21

OursID

󰃀 60.19 58.96 87.39 81.75
󰃀 󰃀 63.90 62.79 89.25 84.16
󰃀 󰃀 󰃀 65.82 64.52 92.14 87.88

OursALL

󰃀 65.05 62.78 89.53 84.12
󰃀 󰃀 68.84 65.94 91.96 87.08
󰃀 󰃀 󰃀 71.21 67.15 93.35 88.98

Table 5.6: Comparisons between identity retrieval performances with different fea-
tures, i.e., fID, fP in Eqn. (5.4.12), and fALL in Eqn. (5.4.13), which are denoted
by OursID, OursP , and OursALL, respectively.

Methods
SYSU-MM01 RegDB

Rank-1 mAP Rank-1 mAP

OursID 65.82 64.52 92.14 87.88
OursP 62.84 60.19 87.38 81.22

OursALL 71.21 67.15 93.35 88.98

proves that the proposed HFC encourages the information flow between global and
local features by introducing extra supervision on part-level features. Additionally,
the performance boost from “OursID” to “OursALL” in Table 5.6 also proves that,
with the proposed HFC, each feature stripe is embedded with modality-shared and
ID-related information. Such an advantage leads to satisfactory identity accuracy
even when features with less dimensions are used for identity retrieval.

5.7.5 Further analysis and discussions

The impact of loss coefficients are evaluated and an out-of-sample experiment
of the domain reduction loss Lidmmd on the infrared-visible face recognition task is
conducted.

Impact of loss coefficients. Firstly, the author aims to investigate an optimal
combination of weight factors to balance multiple loss terms. According to the
paper, the overall objective L for training is defined as,

L = Lid + βLidmmd + λLpose + γLKD. (5.7.1)

β, λ, and γ adjust the contribution of Hetero-center triplet loss, Pose estimation loss,
and KD loss, respectively. For a fair comparison, the author changes one factor at
a time while keeping the rest fixed. Subsequently, models are trained by objectives
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Figure 5.5: Parameter analysis on RegDB [136]. Best viewed in color.

with different combinations of weight factors. The corresponding mAP scores are
depicted in Fig. 5.5.

It can be observed that no matter which combination is employed, the pro-
posed framework could achieve a stable performance within 50 epochs. Additionally,
according to the experimental results, the optimal combination {β,λ, γ} = {0.1, 5, 1}
is chosen during the training.

Out-of-sample experiment. To further demonstrate the effectiveness of the pro-
posed ID-MMD, an out-of-sample experiment is conducted in the IR-VIS face recog-
nition task. Similar to VI-ReID, IR-VIS face recognition performs facial image re-
trieval across the IR modality and the VIS modality.

The framework of IR-VIS face recognition is illustrated in Fig. 5.6. Following
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FAR=0.01% FAR=0.1% Rank-1

Lidmmd 91.97± 1.5 97.96± 0.3 98.87± 0.3
Lmmd 90.93± 1.6 97.27± 0.3 98.04± 0.3
Lpmse 90.41± 1.5 96.88± 0.2 97.85± 0.3

Table 5.7: Comparisons between IR-VIS face recognition performances with network
(LightCNN-29) trained with MMD, PMSE, and the proposed ID-MMD loss on
LAMP-HQ [222] (Higher is better).

a SOTA IR-VIS face recognition work [56], the encoder adopts the structure of a
SOTA face recognition network, i.e., LightCNN29 [199]. During training, two com-
monly used IR-VIS face recognition losses are adopted for the network optimization,
including an identity loss Lid and a modality gap reduction loss Lidmmd. To com-
pare with other SOTA modality gap reduction losses discussed in Section 5.6, the
networks are trained with MMD loss, PMSE loss, and the proposed ID-MMD loss,
respectively, while keeping other settings fixed.

The comparison experiments are conducted on an IR-VIS face recognition
benchmark dataset, i.e., LAMP-HQ [222]. LAMP-HQ consists of 73616 images of
573 identities, which are diverse in poses, illumination, and ages. Following the
standard protocol [222], 50% identities are randomly selected as the training set
while the rest serve as the testing set. The verification rate (VR)@false accept rate
(FAR)=0.01%, VR@FAR=0.1%, and Rank-1 accuracy are employed for evaluation.
Higher is better for all metrics. The comparison between performances of models
trained with different losses is reported in Table 5.7. As can be seen, a model trained
with the proposed ID-MMD outperforms the other two in terms of ALL metrics.

To better understand the advantage of the proposed ID-MMD, the identity
feature distributions of LAMP-HQ [222] is visualized. Specifically, 10 identities are
randomly selected from the testing set and for each identity, 10 IR images and 10
VIS images are randomly selected. The distribution of features derived by models
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Figure 5.6: Pipeline of IR-VIS face recognition. Different identities are denoted by
different colors. Best viewed in color.
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(a) w/o ID-MMD (b) w/ ID-MMD

Figure 5.7: Visualization of identity features derived by models trained without
(w/o) and with(w/) ID-MMD on LAMP-HQ via t-SNE [173]. LC-29 refers to
LightCNN29 [199]. Different identities are denoted by different colors. •: IR images;
×: VIS images. Best viewed in color.

trained without and with the proposed ID-MMD is visualized in Fig. 5.7, which
are denoted as w/o ID-MMD and w/ ID-MMD, respectively. As can be seen, after
involving the ID-MMD loss, features of the same identity of two modalities are
pulled closer. Meanwhile, for each identity, the features within the IR/VIS domain
distribute more compactly. Such visualization results suggest that the proposed
method can effectively reduce both intra-modality and inter-modality discrepancies.
Additionally, the feature similarity distribution of positive pairs (belonging to the
same identity) and negative pairs (belonging to different identities) of LAMP-HQ are
visualized in Fig. 5.8. Benefiting from the proposed ID-MMD loss, the similarities
between positive pairs increase while the similarities between negative pairs decrease.

5.7.6 Comparison with pose-guided person ReID

As aforementioned, employing pose information derived by an RGB-based
pose estimator in the VI-ReID task is extremely challenging due to the massive
gap between visible images (source domain) and infrared images (target domain).
To reveal how to enable pose information to facilitate the VI-ReID task, several
exploratory experiments are conducted on the SYSU-MM01 [194] dataset.

Firstly, the VI-ReID task is considered as the single-modality person ReID
task with two different types of images. For each modality, a modality-specific pose-
assisted feature extractor is trained. During the inference, features of the query set
(IR images) and gallery set (RGB images) are derived by the corresponding feature
extractor to conduct the cross-modality person retrieval. Taking a state-of-the-art
(SOTA) pose-guided single-modality person ReID work, i.e., PGFA [131], as an
example, where human landmarks obtained by an off-the-shelf pose estimator are
rigidly used to generate attention maps to highlight body regions, the performance
is reported in the first row of Table 5.8. As can be seen, although the same pose
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(a) w/o ID-MMD (b) w/ ID-MMD

Figure 5.8: Feature similarity distribution of positive/negative pairs of LAMP-HQ.
w/o and w/ refer to models trained without and with ID-MMD, respectively.

Table 5.8: Comparison with the state-of-the-art pose-guided single-modality person

ReID methods on SYSU-MM01 [194] in terms of Rank-1 accuracy(%) and mAP(%)

at All-search setting (Higher is better). The dimension of features used for the

evaluation is set as 2560 for all experiments. OursID*: P in Eqn. (5.4.11) is set as

5. Impl.: experiments are implemented with the official source code provided.

Methods Rank-1 mAP

PGFA(Impl.) [131] 10.04 11.45
PABR(Impl.) [165] 40.73 42.19

OursID* 62.82 61.90

estimator is used for two modalities, retrieving identities across modalities with
modality-specific pose-assisted features can only achieve 11.45% in terms of the mAP
score. The poor performance demonstrates that the off-the-shelf pose estimators
cannot handle the huge gap between the data distribution of the two modalities. In
this case, the pose information cannot serve as effective modality-shared cues in the
VI-ReID task.

To make the best of the pose information in VI-ReID, the two-stream network
is adopted by a single-modality person ReID approach, i.e., PABR [165], where the
ReID branch and the pose branch extract appearance and pose features, respectively.
Then two kinds of features are fused for identity retrieval. To adapt PABR to the
VI-ReID task, the cross-modality hard triplet loss [241] is used to replace the single-
modality one, where the hardest cross-modality triplets are also considered. The
performance of PABR in the VI-ReID task is shown in the second row of Table 5.8.

As can be seen, compared to PGFA, PABR achieves a higher Rank-1 accuracy
(40.73%) and mAP score (42.19%). In addition to numerical results, the attentive
feature maps output by the pose branch of PABR [165] are visualized by means
of Grad-CAM [156] in Fig. 5.9(a), to have a better understanding of where pose
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(a) PABR [165] (b) Ours*

Figure 5.9: Visualization of attentive feature maps output by the pose branch of
PABR [165] and the proposed method on SYSU-MM01 [194]. For each person
(group), the RGB image is shown on the left and the IR image is on the right.
Ours* means the proposed model is trained with identity loss and cross-modality
hard triplet loss only.

features are extracted. As can be seen, due to the lack of adequate guidance on the
pose branch during training, the extracted pose features only locate the whole body
coarsely.

To solve the problem, as shown in Fig. 5.2, the body keypoints generated by
a pre-trained pose estimator serve only as the guidance of Pose Estimation branch
in the proposed method. By applying the pose estimation loss during training,
more fine-grained pose features can be obtained. The performance of the proposed
method is shown in the third row of Table 5.8. It can be seen that, with the
above improvements, the proposed method outperforms PGFA and PABR by a
large margin in terms of the Rank-1 accuracy (62.92%) and the mAP score (61.90%).
Additionally, the visualization of the attentive feature maps output by the proposed
Pose Estimation branch is shown Fig. 5.9(b). In comparison to PABR, the proposed
method focuses on more body details, such as shoulders and feet, which can serve
as distinctive cues for VI-ReID.

5.7.7 Visualization

Apart from quantitative results, the gradient feature maps output by ReID
branch is also visualized by Grad-CAM [156], in order to examine where the fea-
tures are extracted. Visualization results of “Baseline” and the proposed framework
(“Ours”) are illustrated in Fig. 5.10(a) and Fig. 5.10(b), respectively. As can be
seen, instead of rigidly extracting features from several vertical regions, the proposed
method extracts features from body skeleton joints, which are not only ID-related
but highly immune to viewpoint changes and modality changes. The visualization
results not only intuitively reveal the reason why the proposed method performs
better, but also show the potential of pose estimation tasks in the field of VI-ReID.

5.8 Conclusion

In this section, a novel two-stream VI-ReID framework is proposed, where
modality-shared and ID-related features for identity retrieval are extracted by means
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(a) Baseline (b) Ours

Figure 5.10: Visualization of gradient feature maps output by Baseline and ours on
SYSU-MM01.

of learning an auxiliary task (pose estimation) and the main task (person ReID)
simultaneously. Two major contributions are made by the proposed work: 1) By
imposing pose estimation and ReID constraints on the Pose Estimation branch at the
same time, both modality-shared and ID-related information are fully embedded on
each feature stripe. 2) Apart from learning discriminative features at the local level,
the author also proposes a Hierarchical Feature Constraint to bond the learning of
global features with local ones by employing the knowledge distillation strategy to
ensure discriminability consistency. The proposed framework achieves new state-of-
the-art VI-ReID benchmarks in terms of rank-1 accuracy and the mAP score.
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Chapter 6

Conclusions and future work

6.1 Conclusions

In this thesis, three key challenges of person ReID: unsupervised person
ReID, fast unsupervised person ReID, and cross-modality person ReID were tar-
geted. For each challenge, existing solutions were firstly reviewed, including method-
ologies and limitations. To address the unsolved problems, the author proposed her
own solutions. Subsequently, in order to compare with state-of-the-art methods,
extensive experiments were conducted on benchmark datasets. Moreover, for each
task, parameter analysis was conducted to ensure optimal performance and ablation
studies were conducted to validate the effectiveness of each component of the pro-
posed methods. Additionally, more qualitative results were provided to intuitively
demonstrate the advantages of the proposed methods.

Specifically, in Chapter 3, a pseudo label refinement scheme was proposed for
clustering-based unsupervised person ReID, which alleviates the pseudo label noise
brought by imperfect clustering results under the unsupervised setting. Two major
contributions were made: 1) Pseudo labels were refined with internal characteris-
tics instead of auxiliary information such as camera IDs, body parts, or generated
samples. Specifically, confidence-guided centroids (CGC) were proposed to provide
reliable cluster-wise prototypes for feature learning, where low-confidence instances
are filtered out during the formation of centroids. 2) Targeting the problem whereby
a large proportion of samples are pushed to “wrong” centroids, the author proposed
to use confidence-guided pseudo labels (CGL), which enables samples to approach
not only the assigned centroid but other clusters where their identities are poten-
tially embedded. With the aid of CGC and CGL, the proposed method yielded
comparable and superior performance to state-of-the-art pseudo label refinement
works that largely leverage auxiliary information.

In Chapter 4, an unsupervised transformation-invariant binary local descrip-
tor learning method (TBLD) was proposed, which can be adapted to fast unsu-
pervised person ReID. Two major contributions were made: 1) A framework that
derives transformation-invariant binary local descriptors was proposed. Based on
the assumption that the same object should be described by the same descriptors,
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the original image patches and their transformed counterparts were projected to
an identical Euclidean subspace and an identical Hamming subspace with the help
of contrastive loss. 2) An Adversarial Constraint Module (ACM) was proposed
to solve the problem of high bit correlation of binary descriptors, where a set of
low-coupling binary codes were introduced to guide the learning of binary local de-
scriptors. By means of Wasserstein loss, the framework was optimized to transfer
the distribution of the learned binary descriptors to the low-coupling ones, thereby
making the learned ones as low-coupling as possible. Experimental results on three
descriptor evaluation benchmark datasets demonstrate the superiority of the pro-
posed approach over state-of-the-art unsupervised binary descriptors. Additionally,
experiments were conducted on person ReID benchmark datasets to evaluate the
effectiveness of the proposed unsupervised binary descriptor learning scheme to fast
unsupervised person ReID. Although not to comparable to supervised methods that
leverage identity labels, the proposed method significantly outperformed existing
unsupervised binary descriptors on unsupervised person ReID.

In Chapter 5, a novel two-stream framework was proposed for person ReID
cross visible modality and infrared modality, where ID-related features for identity
retrieval were extracted by means of learning an auxiliary task (pose estimation)
and the main task (person ReID) simultaneously. Two contributions were made:
1) Both keypoint-aware and ID-related features were enforced to be fully embedded
on each feature stripe by imposing pose estimation and ReID constraints at the
same time. 2) Hierarchical Feature Constraint was proposed to bond the learning of
global features with local features by employing the knowledge distillation strategy
to ensure discriminability consistency. The proposed framework achieved a new
state-of-the-art performance on VI-ReID benchmark datasets in terms of the Rank-
1 accuracy and the mAP score.

6.2 Future Work

In Chapter 2, existing solutions for challenges in person ReID were reviewed.
Despite satisfactory performances achieved on public benchmark datasets, there are
still some unsolved issues. In the section, unsolved problems and several future
research directions of each challenge will be elaborately discussed.

6.2.1 Unsupervised person ReID

Several potential future research topics of unsupervised person ReID are
listed as follows:

• Generalizable unsupervised ReID. As mentioned earlier, in Section 2.2,
unsupervised ReID methods are categorized as unsupervised domain adap-
tation (UDA) ones and purely unsupervised (USL) ones. Generally, UDA
methods perform well if the gap between the source domain and the target
domain is slight, yet fail when the gap is significant. Therefore, the generaliz-
ability of UDA methods in real-world applications can be a big issue. Although
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USL methods avoid the problem by discarding the knowledge from the source
domain, their performances are far from satisfactory, especially on challenging
datasets such as MSMT17 [190]. Therefore, an investigation in generalizable
unsupervised ReID models can be a promising direction, which can achieve
satisfactory performances on images with various illumination conditions as
well as different image quality.

• Unsupervised text-image person ReID. Apart from VI-ReID, identity re-
trieval across text and image is also an emerging and promising cross-modality
person ReID topic thanks to advances in natural language processing (NLP).
Currently, the knowledge leveraged by UDA methods is collected from an
image-based pretrained model. Following this concept, unsupervised text-
image person ReID can be achieved by replacing the image-based pretrained
model with text-based ones, which are trained with descriptions of people and
corresponding people images. Such high-level semantic knowledge can benefit
identity feature learning in the target domain.

6.2.2 Fast unsupervised person ReID

Several potential future research topics of fast person ReID are listed as
follows:

• Ranking strategy. Due to the fact that binary bits carry far more less
information than real-valued ones, the representability of binary descriptors
cannot match real-valued ones, which results in unsatisfactory retrieval accu-
racy. Therefore, designing effective ranking strategies that take the advantage
of both binary codes and real-valued representations is a feasible solution to
balance the searching efficiency and accuracy.

• Fast unsupervised person ReID. Although many efforts have been made
to fast person ReID [231, 22, 123, 182, 221], unsupervised binary identity fea-
ture learning remains an untouched topic. In the thesis, the author attempts
to adapt the proposed unsupervised binary descriptor learning framework to
fast person ReID to extract identity features. However, as demonstrated in the
out-of-sample experiments of Section 4.7.6, the performances of unsupervised
binary descriptors on benchmark person ReID datasets are far from satis-
factory. Such failure can be attributed to two potential reasons: 1) Inferior
backbones and training schemes are adopted, and 2) the significant gap be-
tween patch-based datasets and person-based datasets makes the knowledge
transfer challenging.

To verify the first argument, an additional experiment is conducted on Market-
1501 [246]. Concretely, the proposed unsupervised person ReID framework in
Chapter 3 (Fig. 3.5), termed CC, is based on a novel contrastive SSL method
- MoCo [78]. To evaluate the potential of CC at fast person ReID setting, the
author embeds the quantization loss LQ (Eqn. (4.4.6)) into the objective of CC
(Eqn. (3.6.3)) during training, and binarizes the real-valued features output by
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Backbone Dims / Bits Type mAP (%)

CC
2048

Real-valued 85.3
Binary 72.4

128
Real-valued 75.2

Binary 54.5

TBLD 128 Binary 32.7

Table 6.1: Comparison between fast unsupervised person ReID performances with
different backbones and code lengths. CC and TBLD refer to the person ReID
backbone adopted in Chapter 3 and Chapter 4, respectively.

Encoder for the identity retrieval during inference. To make fair comparisons,
multiple Encoders that can derive features of different dimensions/bits are
trained. The identity retrieval performance in terms of mAP score are reported
in Table 6.1. As can be seen, with binary features of the same dimension (128
bit), the mAP improves by over 20% when a more powerful backbone (CC) is
adopted. Moreover, it can be observed that the retrieving with high-dimension
binary features can achieve a better performance than low-dimension ones
since more ID-related cues are embedded. Despite its superiority, CC has
a vital problem: the clustering algorithm used to assign pseudo labels, i.e.,
DBSCAN, generally fail to give adequate clustering results when adopting low-
dimension features, such as 64, thereby leading to invalid identity features.
Therefore, how to design powerful backbone frameworks and effective training
schemes can be a promising future work.

Additionally, the significant gap between patch-based datasets and person-
based ones can also leads to the performance gap of fast person ReID between
unsupervised and supervised setting. As can be seen from Section 4.7, al-
though the proposed method has achieved the state-of-the-art performances
on patch-based datasets and has been re-trained on the corresponding person-
based datasets when adapting to fast person ReID, the performances are not
comparable with supervised ones. Such gap might be caused by the significant
differences in the image content as well as the data acquisition of patch-based
datasets and person-based ones. Therefore, how to eliminate the gap between
two types of datasets and how to transfer the knowledge learned from patch-
based datasets to person-based ones can also be promising future works.

6.2.3 Cross-modality person ReID

Several potential future research topics of cross-modality person ReID are
listed as follows:

• More challenging datasets. As demonstrated in Chapter 5, there are only
two VI-ReID benchmarks, i.e., SYSU-MM01 [194] and RegDB [136]. Addi-
tionally, the size of both datasets is insufficient for the more powerful ReID
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Infrared
LR

Sketch

The man is wearing blue scrubs
with a white lab coat on top.
He is holding paperwork in his
hand and has a name badge on
the left side of his coat.

The girl is wearing a pink shirt with
white shorts, she is wearing black
converse, with her hair in a pony tail.

The man is wearing yellow sneakers,
white socks with blue stripes on the
top of them, black athletic shorts and a
yellow with blue t-shirt. He has short
black hair.

The man has dark hair and is wearing
galasses. He has on a pink shirt, blue shorts
and white tennis shoes. He has on a blue
backpack and is carrying a reuseable tote.

Text

Desired

Figure 6.1: Various types of cross-modality person ReID. Taken from [187].

model training. Especially, the number of images in RegDB is less than 10,000,
and meanwhile, the diversity of RGB-IR image pairs is not enormous, which
fails to mimic real-world scenarios. Therefore, the emergence of challeng-
ing large-scale VI-ReID datasets will undoubtedly benefit the investigation of
more powerful and adaptable VI-ReID models as well as more effective training
schemes.

• Lightweight VI-ReID models. Since the gallery scale can be extremely
large in real-world scenarios. For example, gallery can be presented as all staff
in the workplace or all registered students on campus. Real-time search in
such large-scale gallery requires lightweight ReID models as well as fast fea-
ture matching. The former enables the real-time identity feature extraction
while the latter enables the real-time identity retrieval. Binary feature has
been introduced to facilitate the fast feature matching and achieved satisfac-
tory performances at the supervised setting, i.e., with the help of ID labels.
However, the research on lightweight VI-ReID models has been neglected in
the past. Therefore, the development of lightweight VI-ReID models should
be one of the main focuses of the future work.

• Semi-supervised and unsupervised VI-ReID. Deep learning powered
ReID models generally require large datasets for training. However, manually
labelling can be very burdensome, expensive, and even impossible for some
frequently changing cases, such as retailers or shopping malls. Therefore, how
to train a VI-ReID model with limited annotated data or even without identity
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labels has become an important research topic.

An attempt has been made by Liang et al . [110], where a two-stage unsuper-
vised VI-ReID method is proposed. In the first stage, two self-learning ReID
models are learned separately within each modality to extract intra-modality
feature embeddings and generate intra-modality pseudo labels for the next
stage. Then, in the second stage, the model is trained to learn modality-
shared features under the supervision of distilled knowledge from pseudo la-
bels. The work provides a baseline for unsupervised VI-ReID. However, the
learning process is complex and lacks practical value, making semi-supervised
and unsupervised VI-ReID remain challenging.

• Various types of cross-modality person ReID. Apart from the day to
night identity retrieval, a wide range of challenges have been posed by real-
world person search scenarios, which are shown in Fig. 6.1. For example, due
to the significant differences in the type, setting, and deployment of cameras,
the collected image data generally vary in image resolutions, leading to large
variations in the image quality as well as the appearance information. Addi-
tionally, for challenging scenarios such as suspect identification or lost people
searching, acquiring a clear frontal person image as query seems intractable.
Instead, the identification is required to be conducted only with a verbal de-
scription or a sketch given by profilers. To handle above challenging scenarios,
person ReID conducted between image of multiple resolutions, and between
text or sketch and photo, should be put more efforts in the future work.
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[96] Hans-Peter Kriegel, Peer Kröger, Jörg Sander, and Arthur Zimek. Density-
based clustering. Wiley interdisciplinary reviews: data mining and knowledge
discovery, 1(3):231–240, 2011.

[97] Alex Krizhevsky, Geoffrey Hinton, et al. Learning multiple layers of features
from tiny images. Master’s thesis, department of computer science, University
of Toronto, 2009.

[98] Hanjiang Lai, Yan Pan, Ye Liu, and Shuicheng Yan. Simultaneous feature
learning and hash coding with deep neural networks. In IEEE conference on
computer vision and pattern recognition, pages 3270–3278, 2015.

[99] Qingming Leng, Mang Ye, and Qi Tian. A survey of open-world person re-
identification. IEEE transactions on circuits and systems for video technology,
30(4):1092–1108, 2019.

[100] Stefan Leutenegger, Margarita Chli, and Roland Siegwart. BRISK: Binary
robust invariant scalable keypoints. In IEEE international conference on com-
puter vision, pages 2548–2555, 2011.

[101] Diangang Li, Xing Wei, Xiaopeng Hong, and Yihong Gong. Infrared-visible
cross-modal person re-identification with an x modality. In Proceedings of the
AAAI conference on artificial intelligence, volume 34, pages 4610–4617, 2020.

[102] Jianing Li and Shiliang Zhang. Joint visual and temporal consistency for
unsupervised domain adaptive person re-identification. In Proceedings of the
european conference on computer vision, pages 483–499, 2020.

[103] Wei Li, Rui Zhao, Tong Xiao, and Xiaogang Wang. Deepreid: Deep filter
pairing neural network for person re-identification. In IEEE conference on
computer vision and pattern recognition, pages 152–159, 2014.

[104] Wei Li, Xiatian Zhu, and Shaogang Gong. Harmonious attention network for
person re-identification. In IEEE conference on computer vision and pattern
recognition, pages 2285–2294, 2018.

158



[105] Wenkang Li, Ke Qi, Wenbin Chen, and Yicong Zhou. Bridging the distribution
gap of visible-infrared person re-identification with modality batch normaliza-
tion. In IEEE international conference on artificial intelligence and computer
applications (ICAICA), pages 23–28, 2021.

[106] Yi Li, Haozhi Qi, Jifeng Dai, Xiangyang Ji, and Yichen Wei. Fully convolu-
tional instance-aware semantic segmentation. In IEEE conference on computer
vision and pattern recognition, pages 2359–2367, 2017.

[107] Yu-Jhe Li, Yun-Chun Chen, Yen-Yu Lin, Xiaofei Du, and Yu-Chiang Frank
Wang. Recover and identify: A generative dual model for cross-resolution
person re-identification. In IEEE international conference on computer vision,
pages 8090–8099, 2019.

[108] Yu-Jhe Li, Ci-Siang Lin, Yan-Bo Lin, and Yu-Chiang Frank Wang. Cross-
dataset person re-identification via unsupervised pose disentanglement and
adaptation. In IEEE international conference on computer vision, pages 7919–
7929, 2019.

[109] Yunqiang Li and Jan van Gemert. Deep unsupervised image hashing by max-
imizing bit entropy. arXiv preprint arXiv:2012.12334, 2020.

[110] Wenqi Liang, Guangcong Wang, Jianhuang Lai, and Xiaohua Xie.
Homogeneous-to-heterogeneous: Unsupervised learning for rgb-infrared per-
son re-identification. IEEE transactions on image processing, 30:6392–6407,
2021.

[111] Xiaodan Liang, Ke Gong, Xiaohui Shen, and Liang Lin. Look into per-
son: Joint body parsing & pose estimation network and a new benchmark.
IEEE transactions on pattern analysis and machine intelligence, 41(4):871–
885, 2018.

[112] Kevin Lin, Jiwen Lu, Chu-Song Chen, Jie Zhou, and Ming-Ting Sun. Unsu-
pervised deep learning of compact binary descriptors. IEEE transactions on
pattern analysis and machine intelligence, 41(6):1501–1514, 2018.

[113] Yutian Lin, Xuanyi Dong, Liang Zheng, Yan Yan, and Yi Yang. A bottom-up
clustering approach to unsupervised person re-identification. In Proceedings
of the AAAI conference on artificial intelligence, pages 8738–8745, 2019.

[114] Yutian Lin, Lingxi Xie, Yu Wu, Chenggang Yan, and Qi Tian. Unsupervised
person re-identification via softened similarity learning. In IEEE conference
on computer vision and pattern recognition, pages 3390–3399, 2020.

[115] Hefei Ling, Ziyang Wang, Ping Li, Yuxuan Shi, Jiazhong Chen, and Fuhao
Zou. Improving person re-identification by multi-task learning. Neurocomput-
ing, 347:109–118, 2019.

159



[116] Haijun Liu, Xiaoheng Tan, and Xichuan Zhou. Parameter sharing exploration
and hetero-center triplet loss for visible-thermal person re-identification. IEEE
transactions on multimedia, 23:4414–4425, 2021.

[117] Jiachang Liu, Wanru Song, Changhong Chen, and Feng Liu. Cross-modality
person re-identification via channel-based partition network. Applied intelli-
gence, 52(3):2423–2435, 2022.

[118] Jinxian Liu, Bingbing Ni, Yichao Yan, Peng Zhou, Shuo Cheng, and Jian-
guo Hu. Pose transferrable person re-identification. In IEEE conference on
computer vision and pattern recognition, pages 4099–4108, 2018.

[119] Li Liu and Ling Shao. Sequential compact code learning for unsupervised
image hashing. IEEE transactions on neural networks and learning systems,
27(12):2526–2536, 2015.

[120] Ran Liu, Mehdi Azabou, Max Dabagia, Chi-Heng Lin, Mohammad Ghesh-
laghi Azar, Keith Hengen, Michal Valko, and Eva Dyer. Drop, swap, and
generate: A self-supervised approach for generating neural activity. In Pro-
ceedings of the international conference on neural information processing sys-
tems, volume 34, pages 10587–10599, 2021.

[121] Wei Liu, Shengcai Liao, Weiqiang Ren, Weidong Hu, and Yinan Yu. High-
level semantic feature detection: A new perspective for pedestrian detection.
In IEEE conference on computer vision and pattern recognition, pages 5187–
5196, 2019.

[122] Xiao Liu, Fanjin Zhang, Zhenyu Hou, Li Mian, Zhaoyu Wang, Jing Zhang,
and Jie Tang. Self-supervised learning: Generative or contrastive. IEEE
transactions on knowledge and data engineering, 35(1):857–876, 2023.

[123] Zheng Liu, Jie Qin, Annan Li, Yunhong Wang, and Luc Van Gool. Adversar-
ial binary coding for efficient person re-identification. In IEEE international
conference on multimedia and expo, pages 700–705, 2019.

[124] Yihang Lou, Yan Bai, Jun Liu, Shiqi Wang, and Ling-Yu Duan. Embedding
adversarial learning for vehicle re-identification. IEEE transactions on image
processing, 28(8):3794–3807, 2019.

[125] David G Lowe. Distinctive image features from scale-invariant keypoints.
International journal of computer vision, 60(2):91–110, 2004.

[126] Yan Lu, Yue Wu, Bin Liu, Tianzhu Zhang, Baopu Li, Qi Chu, and Nenghai Yu.
Cross-modality person re-identification with shared-specific feature transfer.
In IEEE conference on computer vision and pattern recognition, pages 13379–
13389, 2020.

[127] Yongyi Lu, Yu-Wing Tai, and Chi-Keung Tang. Attribute-guided face genera-
tion using conditional cyclegan. In Proceedings of the european conference on
computer vision, pages 282–297, 2018.

160



[128] Hao Luo, Wei Jiang, Youzhi Gu, Fuxu Liu, Xingyu Liao, Shenqi Lai, and
Jianyang Gu. A strong baseline and batch normalization neck for deep person
re-identification. IEEE transactions on multimedia, 22(10):2597–2609, 2019.

[129] James MacQueen et al. Some methods for classification and analysis of multi-
variate observations. In Proceedings of Berkeley symposium on mathematical
statistics and probability, volume 1, pages 281–297. Oakland, 1967.

[130] Djebril Mekhazni, Amran Bhuiyan, George Ekladious, and Eric Granger.
Unsupervised domain adaptation in the dissimilarity space for person re-
identification. In Proceedings of the european conference on computer vision,
pages 159–174, 2020.

[131] Jiaxu Miao, Yu Wu, Ping Liu, Yuhang Ding, and Yi Yang. Pose-guided
feature alignment for occluded person re-identification. In IEEE international
conference on computer vision, pages 542–551, 2019.

[132] Krystian Mikolajczyk, Tinne Tuytelaars, Cordelia Schmid, Andrew Zisserman,
Jiri Matas, Frederik Schaffalitzky, Timor Kadir, and Luc Van Gool. A com-
parison of affine region detectors. International journal of computer vision, 65
(1-2):43–72, 2005.

[133] Anastasiia Mishchuk, Dmytro Mishkin, Filip Radenovic, and Jiri Matas.
Working hard to know your neighbor’s margins: Local descriptor learning
loss. In Proceedings of the international conference on neural information
processing systems, pages 4826–4837, 2017.

[134] Ishan Misra and Laurens van der Maaten. Self-supervised learning of pretext-
invariant representations. In IEEE conference on computer vision and pattern
recognition, pages 6707–6717, 2020.

[135] James Moore. Use of automated facial recognition by south wales police
deemed unlawful, court rules. https://www.ifsecglobal.com/video-

surveillance/use-of-automated-facial-recognition-by-south-

wales-police-deemed-unlawful-court-rules/, 2020.

[136] Dat Tien Nguyen, Hyung Gil Hong, Ki Wan Kim, and Kang Ryoung Park.
Person recognition system based on a combination of body images from visible
light and thermal cameras. Sensors, 17(3):605, 2017.

[137] Daniil Osokin. Global context for convolutional pose machines. arXiv preprint
arXiv:1906.04104, 2019.

[138] Hyunjong Park, Sanghoon Lee, Junghyup Lee, and Bumsub Ham. Learning
by aligning: Visible-infrared person re-identification using cross-modal cor-
respondences. In IEEE international conference on computer vision, pages
12046–12055, 2021.

161

https://www.ifsecglobal.com/video-surveillance/use-of-automated-facial-recognition-by-south-wales-police-deemed-unlawful-court-rules/


[139] Deepak Pathak, Philipp Krahenbuhl, Jeff Donahue, Trevor Darrell, and
Alexei A Efros. Context encoders: Feature learning by inpainting. In IEEE
conference on computer vision and pattern recognition, pages 2536–2544, 2016.

[140] Chris Price. Is AI really necessary for video surveillance?
https://www.ifsecglobal.com/video-surveillance/is-ai-really-

necessary-for-video-surveillance/, 2022.

[141] Nan Pu, Wei Chen, Yu Liu, Erwin M Bakker, and Michael S Lew. Dual
gaussian-based variational subspace disentanglement for visible-infrared per-
son re-identification. In Proceedings of the ACM international conference on
multimedia, pages 2149–2158, 2020.

[142] Meibin Qi, Suzhi Wang, Guanghong Huang, Jianguo Jiang, Jingjing Wu,
and Cuiqun Chen. Mask-guided dual attention-aware network for visible-
infrared person re-identification. Multimedia tools and applications, 80(12):
17645–17666, 2021.

[143] Xuelin Qian, Yanwei Fu, Tao Xiang, Wenxuan Wang, Jie Qiu, Yang Wu, Yu-
Gang Jiang, and Xiangyang Xue. Pose-normalized image generation for person
re-identification. In European conference on computer vision, pages 650–667,
2018.

[144] Zexuan Qiu, Qinliang Su, Zijing Ou, Jianxing Yu, and Changyou Chen. Un-
supervised hashing with contrastive information bottleneck. In Proceedings
of the international joint conference on artificial intelligence, pages 959–965,
2021.
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