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Abstract—With the help of artificial intelligence (AI) model, aerial computing can help analyze and predict the network dynamics and
support intelligent decision-making to improve the performance of 6G space-air-ground integrated networks. Federated learning has
been proposed to tackle the challenges of limited energy and data shortage for the application of AI models in aerial computing
networks. A critical problem of FL for aerial computing is the lack of incentives due to privacy concerns. On the one hand, the
information needed to measure users’ learning quality may be eavesdropped. On the other hand, users’ real costs for determining
payments may also undertake inference attacks. In this paper, we design a privacy-preserving and learning quality-aware incentive
mechanism for federated learning in aerial computing networks. We propose differential privacy based scheme to protect the privacy of
the real cost. In addition, utilize Combinatorial Multi-Armed Bandit (CMAB) algorithm to evaluate the user learning quality without any
participant information. Simulation results demonstrate that our scheme can significantly motivate high-quality participants with
guaranteed privacy preservation and achieve effective federated learning under the constraint of the limited budget.
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1 INTRODUCTION

With the large-scale commercialization of 5G, the num-
ber of users and service demands in wireless networks
is constantly increasing. To meet the high requirements
for coverage, service quality, and communication speed,
researchers have started exploring emerging technologies
and applications for the future 6G space-air-ground inte-
grated network [1]. Integrated with cloud computing, edge
computing, big data, artificial intelligence (AI), transmission
rate, end-to-end delay, reliability, spectrum efficiency and
energy consumption of network will be significantly im-
proved. The 6G space-air-ground integrated network shows
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great promise to achieve global coverage, ubiquitous intelli-
gence, and reliable services in a real sense [2].

Aerial computing is considered a key enabler for achiev-
ing seamless global coverage, thanks to its convenient
mobile access, distributed computing, high flexibility, and
scalability [3]. Aerial network consisting of interconnected
unmanned aerial vehicles (UAVs) as air domain infrastruc-
ture and the cloud with powerful computing power and
sufficient resources. The aerial network can provide en-
hanced communication and computing services for ground
networks, particularly in extreme fields such as wartime
communication and post-disaster rescue [4]. In addition,
with the help of AI model, the network dynamics can be
predicted, and intelligent decision-making can be achieved.
For example, when the ground base station is destroyed
after the disaster, UAVs equipped with AI models can
cooperate to provide communication relay services. [5].
However, building AI models in dynamic and complex
aerial computing networks faces challenges. On the one
hand, UAVs have limited energy and computing resources
and cannot complete model training independently. On the
other hand, building the AI model on the UAV requires
massive data from the network, which faces the risk of
privacy leakage during transmission.

Federated learning is believed to construct AI models in
an effective and privacy-preserving manner. Yang et al. [6]
developed an asynchronous federated learning framework
for UAVs-enabled networks, and conducted distributed
training locally without transmitting sensitive data to UAV
servers. Alferaid et al. [7] proposed a resource management
approach with federated learning in MEC, where clients
are assigned with different subnetworks according to the
status of their local resources to reach elastic and efficient
utilization of energy. Yeom et al. [8] proposed an energy-
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efficient SAGIN based on federated learning, in which
IoT devices choose appropriate satellites or UAVs for task
offloading. Wei et al. [9] proposed a lightweight privacy-
preserving federated learning scheme for large-scale IoT
devices. The authors presented a reusable masking with the
secret-sharing protocol to protect the privacy of individual
local data while reducing the computing and communi-
cation overhead. Despite the potential benefits, achieving
efficient federated learning is hindered by low participation
enthusiasm and significant learning quality variety from
users.

Efficient incentive mechanisms are indispensable to at-
tract high-quality users to participate in federated learning
and build high-performance AI models. Chen et al. [10]
integrated the reputation-based and blockchain-based in-
centives, which suggests the utilization of cryptocurrency
to promote honest participation in federated learning-based
data-sharing. Lee et al. [11] proposed a hierarchical feder-
ated learning incentive mechanism based on multi-leader
Stackelberg games to improve learning efficiency. Kim et al.
[12] formulated the incentive between the aggregator and
clients as an auction game, utilizing primal-dual greedy
algorithms to solve NP-hard problems of selecting high-
quality users.

Nevertheless, the information needed to measure users’
learning quality, such as data set distribution, location, com-
puting power, etc., is privacy-sensitive, and the informa-
tion can be eavesdropped during transmission. In addition,
users’ real costs, which are indispensable for determining
payments in incentives, may undertake inference attacks,
affecting the truthfulness of the incentive mechanism [13]. In
this paper, to protect user privacy and improve the federated
learning model accuracy, we study the privacy-protecting
and quality-ware incentives for federated learning in aerial
computing networks. The specific contributions of this pa-
per are summarized as follows.

• We propose a privacy-preserving incentive mecha-
nism with learning quality-awareness called Com-
binatorial Multi-Armed Bandit-based and differen-
tial privacy-protected auction (CamPRA) for feder-
ated learning in aerial computing networks. In each
round, the UAV as the aggregator adaptively selects
high-quality clients for learning task only with users’
learning cost information.

• We utilize Combinatorial Multi-Armed Bandit
(CMAB) to evaluate the learning quality without
any participant information and achieve high perfor-
mance of the AI model. Moreover, we use differential
privacy to protect the privacy of the clients’ real costs.

• We theoretically prove the proposed CamPRA satis-
fies truthfulness, individual rationality, budget bal-
ance, and the convergence of CMAB regret. Nu-
merical results show that our CamPRA is superior
to others in terms of privacy protection, learning
accuracy, and learning cost.

The rest of the paper is organized as follows: Section 2
reviews related work, Section 3 presents the system model,
Section 4 introduces our privacy-preserving incentive mech-
anism for federated learning, Section 5 discusses the numer-
ical results, and Section 6 concludes the paper.

2 RELATED WORK

The emergence of federated learning has enabled users
to conduct distributed training and collaborate on build-
ing AI models without disclosing raw data [14]. However,
users often lose their motivation to be involved in model
training due to challenges such as resource consumption,
computational overhead, and data privacy. By introducing
incentive mechanisms, users can be motivated to participate
in federated learning and contribute data and computing
resources actively. In recent years, there has been extensive
research on incentive mechanisms in federated learning [15]
[16] [17]. Heiss et al. [18] developed a real-time contribu-
tion measurement method which obtained the contribution
rate of each participant based on attention aggregation,
to provide reasonable rewards to participants with signif-
icant contributions. Oktian et al. [19] proposed an enhanced
Shapey value method for incentive mechanisms in federated
learning with multiple influencing factors as weights to
measure income distribution. Han et al. [20] designed a
tokenized incentive mechanism in which Tagging is a means
of paying for client. This scheme uses new metrics such
as tag reduction rate to measure the contribution rate of
clients. However, these incentive mechanisms improve the
effectiveness of federated learning by collecting user private
information, resulting in privacy disclosure of participants.
It is necessary to encourage users to participate in federated
learning while protecting privacy.

Researchers have begun to pay attention to privacy
protection issues of incentive mechanisms in untrusted
environments. Liu et al. [21] formulated the computing
resource problem in federated learning as a tackelberg
game. Gonccalves et al. [22] proposed an incentive frame-
work for federated learning based on differentially private
and 3-D contract approach. Fantacci et al. [23] established
a noncooperative-game-enabled incentive mechanism, and
Xiong et al. [24] utilize blockchain to desigen a value-driven
incentive mechanism to guarantee data privacy and provide
auditability for the whole training process. However, these
works focus on protecting users’ private information in in-
centives, while ignoring the measurement of users’ learning
quality to improve the learning performance in federated
learning.

To select appropriate users for federated learning, incen-
tive mechanisms based on learning quality measurement
have been extensively studied. Hu et al. [25] deduced the
optimal strategy for servers and users by solving Stackel-
berg equilibrium, and Lee et al. [11] proposed a hierarchical
federated learning incentive mechanism based on multi-
leader Stackelberg games. Additional technologies, includ-
ing auctionmechanisms, reputation mechanisms, and con-
tract theory, have also been used in quality-aware incentive
mechanisms [26] [27] [28]. For example, Le et al. [29] for-
mulated the incentive between the aggregator and clients as
an auction game, utilizing primal dual greedy algorithms to
solve NP-hard problems of selecting winners. Moudoud et
al. [30] designed a reverse auction-based incentive method,
perceiving user quality and selecting users through compre-
hensive reputation and bidding price selection. However,
these methods did not consider the privacy protection and
quality issues of model updates. Challenges still exist in
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Fig. 1: Federated learning enabled aerial computing
networks.

measuring user quality through privacy-preserving meth-
ods while designing incentive mechanisms that are compat-
ible with federated learning.

It is noted that most of the existing works have not
focused on balancing privacy protection and learning per-
formance in incentives. In this work, we propose a privacy-
preserving incentive mechanism with quality awareness for
federated learning in the dynamic and complex aerial com-
puting networks, which protects users’ incentive-related
information and improves the learning efficiency.

3 SYSTEM MODEL

Fig. 1 depicts the federated learning-enable aerial com-
puting network architecture. The aerial computing network
consists of the terrestrial network with massive heteroge-
neous devices and the aerial network with interconnected
UAVs. The UAV in aerial network serve as aerial infras-
tructure, and provide supplementary connectivity and reli-
able data transmission for the terrestrial network extreme
situations or service congestion. Moreover, with the assis-
tance of the AI model, UAVs can monitor and analyze the
network status within their coverage in real-time [31], and
support intelligent decision making to improve network
performance, such as channel resource allocation, cooper-
ative communication relay, etc. To alleviate the computing
burden and privacy risk, the UAV uses federated learning
to train the AI models. Ground devices with sufficient
data execute the federated learning task in parallel without
exposing their private data. The trained local model finally
aggregated on the UAV. In this way, the AI model can
integrate the global knowledge of the network in an energy-
efficient and privacy-preserving way, and its generality is
greatly improved.

3.1 Federated Learning Process
We use N = {1, 2, ..., N} to denote the set of ground

devices. In the t-th round of global iteration in federated
learning, assuming Φ(t) is the client set which are chosen
from N for federated learning task. First, the UAV as aggre-
gator publishes its initialized model ω(t− 1) and distribute
it to each client n in Φ(t). Then each client receives the
initialized global model ω(t−1) and updates the parameters
of its local model ωn(t) using its private data set Dn. During

this process, each client trains its local model (which is called
local update) to find the optimal parameters that minimize
the loss function L(ωn(t)).

The loss function for each client n can be defined as
follows:

L(ωn(t)) =
1

|Dn|
∑

di∈Dn

li(ωn(t), di), (1)

where the li(ωn(t), di) is the loss function of data sample
di ∈ Dn. Each client performs local model training to mini-
mize the loss function of the AI model, and then updates its
local model parameters ωn(t). The update rule for client n
is as follows:

ωn(t) = ω(t− 1)− η ▽ L(ωn(t− 1)), (2)

where η > 0 is the learning step and ▽ is the gradient
of the loss function. After executing the local update, all
clients upload their local models ωt

n to the aggregator. The
aggregator performs aggregation of the weighted model
parameters and obtains the global model ω(t), which is
called global update. The global update complies with the
following rule:

ω(t) =
1∑

n∈Φ(t) |Dn|
∑

n∈N (t)

|Dn|ωn(t). (3)

The above processes will iterate until the global loss
function L(ω) converges.

L(ω) =
1∑

n∈Φ(t) |Dn|
∑

n∈Φ(t)

|Dn|L(ωn). (4)

TABLE 1: Notation Setting

Notation Meaning
ωn(t) The local model of client n at time slot t
cn(t) The learning cost of client n at time slot t
c
′
n(t) The perturbed cost by differential privacy

ρn(t) The update significance of client n at time slot t
τn(t) The update latency of client n at time slot t
qn(t) The learning quality of client n at time slot t
q̂n(t) The estimated learning quality using UCB
Φn(t) The client selection result at time slot t
pn(t) The payment for client n at time slot t
B(t) The budget used to recruit clients
µn(t) UCB index
βn(t) The unit cost of learning quality
K The number of selected clients in each round
ϵ The differential privacy budget

3.2 Learning Cost of Clients
To execute the federated learning task, each client needs

to collect data, train the local model iteratively with their
computing resource, and upload the local model to the
aggregator consuming communication resource, which in-
evitably incurs data cost, computing cost, and communica-
tion cost.

• Data cost. Data cost involves the cost of collection,
storage, maintenance, and preprocessing for model
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training. Assuming client n has a unit data cost ζdatan

for task π, the total data cost of n for task π is
expressed as

cdatan = ζdatan |Dn|. (5)

• Computation cost. The computational cost mainly
comes from the consumption of local model updat-
ing per iteration. We use fn to represent the compu-
tation capacity of the client (i.e.,the CPU frequency),
The CPU cycles required to train one dataset sample
locally is denoted by I localn . The time consumption of
local model update is denoted by

T comp
n =

cn|Dn|
fn

. (6)

The client n’s computation cost of executing one
round of local model training can be expressed as

ccomp
n = ζcomp

n δnT
comp
n f3

n = δnζ
comp
n |Dn|f2

n, (7)

where ζcomp
n is the client n’s computation cost of unit

CPU frequency, and the δn is client n’s local iteration
rounds.

• Communication cost. In this paper, we mainly con-
sider the communication cost of local model upload-
ing. The transmission time of local model updating
is

T com
n =

|ωn|
rn

, (8)

where rn is the model upload rate and |ωn| is the
size of the local model. The communication cost can
be expressed as

ccomn = WnT
com
n ζcomn , (9)

where |ωn| is the local model size, and ζcomn is the
unit cost for communication.

Hence the total learning cost cn of client n can be
calculated by

cn = cdatan + ccomp
n + ccomn . (10)

3.3 Learning Quality Measurement
To motivate the client with high learning quality for

effective federated learning, a learning quality measurement
mechanism is indispensable. However, comprehensively
measuring learning quality requires multi-dimensional in-
formation such as data set size, data distribution, computa-
tion and communication ability, etc. Additionally, privacy
concerns make it difficult to obtain these relevant infor-
mation. In this paper, we use two hindsight observation-
based metrics to measure the learning quality, i.e., update
significance and learning latency.

• Update significance. Update significance has been
widely studied to measure the client’s contribution
to the global model in federated learning. In this
paper, the update significance is calculated by the
contribution of local models to global model loss
reduction. Supposing that for each iteration t, its
start time is tstart and end time is tend, then we can
explain the update significance of client n for as

ρn(t) = L(tstart)− Ln(t
end), (11)

where L(tstart) is the loss of global model ωat tstart,
and Ln(t

end) is the client n’s local model loss at
Ln(t

end).
• learning latency. Due to the strict requirements of

federated learning on update delay, the learning la-
tency cannot be ignored. The time consumption of
each iteration mainly consists of three components:
initial model distribution time, local model training
time, and local model uploading time, denoted by
τdisn (t), τupdn (t) and τupln (t), respectively. Then, the
total time consumed by client n for global learning
in round t can be given as

τn(t) = min{τdisn (t)+ τupdn (t)+ τupln (t), τmax}, (12)

where τmax is the maximum waiting time that the
UAV can tolerate. Although the local update time
can be calculated with Equation (8), the other two
components are still difficult to obtain due to the het-
erogeneity of devices and dynamics of the network
environment. In this paper, the UAV as aggregator
observes τn(t) directly thus reducing difficulties and
computation overhead.

Therefore, qualities of clients can be defined as the
weighted average of learning quality ρn(t) and training
latency τn(t):

qn(t) = λ · ρn(t) +
σ

τn(t)
(13)

where λ and σ are weighted parameters and λ+ σ = 1.

4 PRIVACY-PRESERVING INCENTIVE FOR FEDER-
ATED LEARNING

4.1 Problem Formulation
In this paper, we aim to design an incentive scheme

with privacy protection and quality awareness to maximize
the federated learning performance in aerial computing
networks. An appropriate clients set adaptive to the time-
varying network environment is dynamically selected be-
fore each round of learning t. The participant selection
problem can be defined as:

P1: maximize
Φ

T∑
t=1

G(Φ(t), qn(t)),

s.t. xn(t) ∈ {0, 1},∀n ∈ N (C1)

pn(t) ≥ cn(t),∀n ∈ Φ(t), (C2) (14)∑
n∈Φ(t)

pn(t) ≤ B(t) (C3), (15)

where Φ = {Φ(1),Φ(2), ...,Φ(t), ...,Φ(T )} is the client se-
lection results, T is the termination of the iteration rounds,
G(·) is the model aggregation function. The constraint C1 is
used to indicate whether client n is selected by task π(t).
C2 limits the payment to clients should be higher than
its learning cost. C3 is the budget constraint that the total
payments should not exceed the budget B(t).

The incentive mechanism is required to select optimal
clients effectively while ensuring the following desirabili-
ties.
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• Privacy-preserving. The incentive mechanism must
comprehensively protect users’ private information,
including learning quality-related information and
real learning costs.

• Individual rationality. The incentive mechanism
must guarantee that the payment received by each
user is not less than its real cost. In other words,
each user n should earn a non-negative profit when
participating in the inventive mechanism.

• Budget balance. For the UAV, the total payments for
to the selected clients should not exceed its budget
per round.

• Truthfulness. The incentive scheme must guarantee
that no user can improve its profit by strategically
submitting a cost to the UAV.

4.2 CMAB Modeling

The formulated incentive problem P1 is difficult to math-
ematically externalize in terms of model aggregation func-
tions due to the lack of appropriate metrics to quantify the
quality of individual model updates and global aggregated
models. In the following, we introduce CMAB to deal with
P1.

A CMAB problem is an online reinforcement learning-
based sequential decision problem. The player should make
decisions on which arms of the bandit to pull in each round
t, where pulling an arm is called an action. It is noted
that taking any action will incur a cost and the player
has limited budget for arm selection. To solve the CMAB
problem, the player has to continuously learn which set of
arms can bring high reward according to the results of each
round, and make sequential decisions to maximize the total
expected reward, i.e., E(Q(x)) =

∑T
t=1 xn(t)qn(t) under

the budget constraint, where qn(t) ∈ [0, 1] is the observed
reward. P1 can be modeled as a CMAB problem, where
the UAV and the clients are regarded as the player and
the arms, respectively. We formalize the federated learning
task participants selection problem by maximizing the total
expected rewards E(Q(x)) obtained by the UAV:

P2: maximize
T∑

t=1

xn(t)qn(t)

s.t. xn(t) ∈ {0, 1},∀n ∈ N , (C1)

pn(t) ≥ cn(t),∀n ∈ Φ(t), (C2) (16)∑
n∈Φ(t)

pn(t) ≤ B(t) (C3), (17)

Noting that P2 can be considered as a knapsack problem,
which has been proven to be NP-hard. It is impossible
to find a deterministic algorithm to address the problem
in polynomial time. Auctions are widely recognized as an
effective method to find approximate-optimal solutions for
the knapsack problem.

Definition 1. ((α, β)-approximation solution) For α, β ≤
1, (α, β)-approximation solution takes an expectation vector
q1, 12, ...qN as input, and outputs a set of users(or arms) A ∈ N .
such that P[Q(A) ≥ α · Qopt] ≥ β, where Qopt is the optimal
reward, and β is the success probability of the solution.

When using an (α, β)-approximation algorithm, it is
inappropriate to compare the performance of a CMAB so-
lution against the optimal reward as the regret. Instead, we
should compare the algorithm with the (α, β) fraction of the
optimal reward.

Definition 2. ((α, β)-approximation regret) (α, β)-
approximation regret of a CMAB algorithm after T rounds
of running that outputs the (α, β)-approximation solution is
defined as

Regα,β(T ) = T · α · β ·Qopt − E[
T∑

t=1

Q(t)]. (18)

4.3 CMAB-based Privacy-Preserving and Quality-
Aware Incentive Framework

To protect clients’ private information while motivating
high-quality clients for the federated learning, we propose
a privacy-preserving and quality-aware incentive mecha-
nism called Combinatorial Multi-Armed Bandit-based and
differential privacy-protected auction (CamPRA). Figure. 2
illustrates the CamPRA framework where the UAV acts as
the buyer and the clients act as sellers. clients do not need
to expose any information besides their real cost as the
bid. Specifically, the aggregator learns the qualities of all its
capable clients by letting them execute the task and observe
the obtained reward so that the total expected reward is as
close to the optimal reward as possible.

Learning quality record

Explore Exploit

CamPRA

1.Task 
   information

3.Protected bids

2.Bid  
determination  
and perturbing

5.Auction result  
announcing

4.Winner selection and  
payment determination

Devices  (Sellers) UAV (Buyer)

Fig. 2: CamPRA framework.

4.3.1 UCB-based Adaptive Learning Quality Measurement
In the CMAB model, as the available information about

arms (which means the quality-related information) is lim-
ited, the player has to handle the trade-off between exploita-
tion and exploration. The exploitation refers to selecting
arms that performed well in the past rounds of federated
learning. The exploration means selecting arms that might
bring higher rewards in the future. Moreover, the available
budget for selecting arms is also limited, posing extra eco-
nomic challenges to balancing exploitation and exploration.
In most CMAB methods [32], the exploration phase and the
exploitation phase are separated. During the exploration
phase, the player takes turns selecting a set of arms and
observes the rewards until reaching the preset exploration
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times or exhausting the exploration budget. Then in the
exploitation phase, the player selects the optimal set of arms
based on the exploration results.

However, if low-quality clients are frequently selected
during the exploration phase, the performance of the global
model will be affected. In the proposed CamPRA, we do
not separate the exploitation and exploration phases, so as
to avoid the slow improvement of the global model when
exploring client quality. Specifically, we design a UCB-based
adaptive learning quality estimation scheme. Assume client
n has been selected sn(t) times to perform learning task π
in the first t rounds. The update rule of sn(t) can be defined
as

sn(t) =

{
sn(t− 1) + 1, xn(t) = 1;

sn(t− 1), xn(t) = 0.
(19)

We use qn(t) ∈ [0, 1] to denote the sample average learning
quality of client n until round t. The update rule of qn(t)
can be expressed by

qn(t) =


qn(t− 1)sn(t− 1) + qn(t)

sn(t− 1) + 1
, xn(t) = 1;

qn(t− 1), xn(t) = 0,
(20)

where the qn(t) is the quality learned in the current round
and is calculated according to (5). Hence the client n’s learn-
ing quality q̂n(t) can be estimated based on UCB interval,

q̂n(t) = min{qn(t) + µn(t), 1}, (21)

µn(t) =

√
3lnt
2sn(t)

, (22)

where µn(t) is the UCB index to address the dynamics of
learning quality.

4.3.2 Real Cost Protection

To achieve a truthful auction mechanism, each data
owner should submit its true cost as the bid. However, the
true cost information may be subject to inference attacks
from malicious users. In this paper, aiming at safeguarding
the privacy of bids, we employ the exponential mechanism
based on differential privacy (DP) to perturb the bid. We
suppose that for the bid distribution space C , the UAV
possesses its prior knowledge. The exponential mechanism
probabilistically maps cn(t) to c

′

n(t) ∈ C for any true bid
cn(t) ∈ C , with a probability of

P(c
′

n(t)|cn(t)) ∝ exp(
ϵg(cn(t), c

′

n(t))

2∆g
), (23)

Here, ϵ represents the privacy budget allocated for perturb-
ing bids, and g(cn(t), c

′

n(t)) is a function used to measure
the distance between cn(t) and c

′

n(t). The sensitivity of
the function g is denoted by ∆q. More importantly, the
UAV determines the bid perturbation function, which is
then employed by every client with the same budget ϵ to
promote the subsequent process of winner selection. As
cn(t) and c

′

n(t) become closer, the probability P(c
′

n(t)|cn(t))
increases. This implies that g(c

′

n(t)|cn(t)) is a monotonically

decreasing function about |cn(t) − c
′

n(t)|. As a result, we
define g(c

′

n(t)|cn(t)) as

g(cn(t), c
′

n(t)) = −|cn(t)− c
′

n(t)|1/2. (24)

Therefore, the sensitivity is represented by ∆g =

max |g − g′| = (cn(t)max − cn(t)min)
1/2 = ∆c

1/2
n (t), where

∆cn(t) = cn(t)max − cn(t)min is the range of C . For
any c

′

n(t) ∈ C , the aggregator can calculate the mapping
probability P(c

′

n(t)|cn(t)) with the following equation

P(c
′

n(t)|cn(t)) =
exp(ϵ

−|cn(t)−c
′
n(t)|

1/2

2∆c
1/2
n (t)

)∑
c∗n(t)∈C exp

(
ϵ
−|cn(t)−c∗n(t)|1/2

2∆c
1/2
n (t)

) . (25)

Then a random bid c
′

n(t) ∈ C is chose as the perturbed
bid with probability P(c

′

n(t)|cn(t)) and is submitted to the
aggregator.

4.3.3 Winner Selection and Payment Determination
After receiving the perturbed bids from the participants

N (t), the aggregator needs to select a set of clients with
high learning qualities in a cost-effective manner due to the
budget limitation. In the traditional auction mechanism, the
aggregator can make optimal selection decisions based on
the client’s real bid. However, the aggregator cannot know
the real cost cn(t) from c

′

n(t). For this, for any client n,
we use the expected bid E(cn(t)|c

′

n(t)) to approximately
estimate the true bid cn(t).

E[cn(t)|c
′

n(t)] =
∑

cn(t)∈C

P(cn(t)|c
′

n(t))cn(t)

=

∑
cn(t)∈C P(c

′

n(t)|cn(t))P (cn(t))cn(t)∑
cn(t)∈C P(c′n(t)|cn(t))P (cn(t))

,

(26)

where P(cn(t)) = f(cn(t))/|C| is the proportion of bid cn(t)
in C , and f(cn(t)) is the frequency of bid cn(t).

Then the aggregator selects K clients as the winners
according to the expected bid E[cn(t)|c

′

n(t)] and the current
learned learning quality q̂n(t). The value of K is determined
by the budget B(t) and the βn(t) = q̂n(t− 1)/E[cn(t)|c

′

n(t)]
(which means the unit cost of learning quality). Specifically,
the aggregator sorts the received candidate set N (t) in
descending order according to the value of βn(t) and gets a
sorted candidate set:

N(t) = {nl1(t), nl2(t), ..., nl|N|(t)}, (27)

where
βl1(t) ≥ βl2(t) ≥ ... ≥ β(t)l|N| . (28)

And then the client chooses the first K clients in N(t) to the
winner set Φ(t) under the budget constraint B(t), i.e.,

K =

argmax
K

{K| B(t)∑K
li=1 βli(t)

,∀n(t)li ∈ N(t)} if N(t) ̸= ∅;

0 otherwise.
(29)

To ensure the truthfulness of CamPRA, according to My-
erson’s Theorem, we design a critical value-based payment
determination scheme. Each winner n should be paid the
critical value p∗n. Any bid must win the auction if its value
cn ≤ p∗n, otherwise it won’t win.
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Then the payment for each winner in Φ(t) is determined
by the following rules:

pn(t) = min

{
B(t)∑

i∈Φ(t) βi(t)
βn(t),

qn(t)

βlk+1
(t)

}
. (30)

4.3.4 The Detailed Algorithm

In this part, the details of CamPRA algorithm are pro-
posed, as shown in Algorithm 1.

• Task publication. To carry out the t−th round of
federated learning global iteration, the client pub-
lishes a task πt. For task π(t), its task information
is I(t) = {l(t), B(t)}, where l(t) is types of data set
required by π(t), and B(t) is the budget of π(t).

• Bid determination and perturbing. After receiving
the task information, each client n can calculate its
learning cost in the current round cn(t) according to
the task information and its own energy state. Then it
perturb its real bid using Equation (25), then submits
its perturbed bid c

′

n(t) to the aggregator.
• learning quality initialization. In the initial phase,

i.e., t = 1, the aggregator set the initial quality q̂n(0)
of each client n to be 1.

• Winner selection. In the t−th round of CamPRA, af-
ter receiving bids from clients, the aggregator needs
to select clients for effective federated learning ac-
cording to the qualities learned by the UCB model
and the bids. The aggregator first calculate the ex-
pected bids E[cn(t)|c

′

n(t)] for each c
′

n(t) according to
Equation (26). Then the aggregator selects K clients
for the task according to Equation (29).

• Payment determination. The aggregator calculates
the critical payment using Equation (30).

• learning quality updating. At last, q̂tn is updated
according to the global aggregation result.

Those processes continue until the model is successfully
constructed and the federated learning terminates.

4.4 Theoretical Analysis

In this section, we theoretically analyze the desired prop-
erties of CamPRA, including γ-truthfulness, budget balance,
individual rationality, privacy preserving, and regret upper
bound of CMAB.

4.4.1 Truthfulness

We first define utility functions to quantify the revenues
of clients and the aggregator in the auction. In the t-th
round, the utility of each client n can be denoted by

U client
n (t) = xn(t)(pn(t)− cn(t)). (31)

The utility of the aggregator can be denoted by

Uaggregator(t) =
∑

n∈Φ(t)

Qn(t)− pn(t), (32)

where Qn(t) is the revenue earned in the current round of
federated learning, and is function of the learning quality
qn(t).

Algorithm 1: CamPRA
Input: Sellers set N , task π, budget of the task B,
differential privacy budget ϵ.
Output: Winner set Φ,Payment P

1 t = 0;
2 learning quality initialization: ∀n ∈ N , qn(t) = 0;
3 while true do
4 t = t+ 1;
5 client:
6 foreach n ∈ N t do
7 Calculate bid: bn(t);
8 Perturb bid b

′

n(t) with Equation (25);
9 Submit b

′

n(t)to the aggregator;
10 end
11 aggregator:
12 if |N (t)| = 0 then
13 No seller will be selected;
14 Φ(t) = ∅, P (t) = ∅;
15 Break;
16 end
17 foreach n ∈ N (t) do
18 Calculate the expected bid E(cn(t)|c

′

n(t)) by
Equation (26)

19 βn(t) = q̂n(t− 1)/cn(t);
20 N(t) = {nl1(t), nl2(t), ..., nl|N(t)|(t)}, where

βl1(t) ≥ βl2(t) ≥ ... ≥ β(t)l|N(t)| ;
21 Calculate K according to Equation (29);
22 Φ(t) = Φ(t) ∪ {nl1(t), nl2(t), ..., nlK (t)};
23 Calculate each payment pn(t) according to

Equation (30);
24 P (t) = P (t) ∪ pn(t)
25 Update sn(t), qn(t), q̂n(t) according to

Equation (19), (20), (21);
26 end
27 end

Definition 3. (γ-truthfulness) An incentive mechanism is γ-
truthful if for a bid cn(t) ̸= c

′

n(t), and any bid of other clients
c−n(t), there is:

E[U client(c
′

n(t), c−n(t))] ≥ E[U client(cn(t), c−n(t))]− γ
(33)

Theorem 1. The CamPRA is γ-truthful.

Proof. We use c1(t) and c2(t) to denote the two different
bids from client 1 and client 2. According to the obfuscation
function, we can get P(c

′
(t)|c1(t)) ≤ exp(ϵ)P(c

′
(t)|c2(t)).

Thus, the expectation of utility of the client satisfies:

E[U client(c2(t))] =
∑
c′∈C

U client(c
′
)P(c

′
|c2(t))

≥
∑
c′∈C

U client(c
′
)exp(−ϵ)P(c

′
|c1(t))

= exp(−ϵ)E[U client(c1(t))]

≥ (1− ϵ)E[U client(c1(t))]

= E[U client(c1(t))]− ϵE[U client(c1(t))].
(34)
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With the payment determination strategy of CamPRA, we
have

U client(t) = pn(t)− cn(t)

= min{ Bt∑
i∈Φ(t) βi(t)

βn(t)
qn(t)

βlk+1
(t)

≤ βmax(t)− βmin(t) + βlk+1
(t)

≤ ∆c.

(35)

We have E[U client(t)] ≤ ∆c, Hence E[U client(c2(t))] ≥
E[U client(c1(t))] − ϵ∆c. According to the definition of γ-
truthfulness, we can prove that the CamPRA satisfies ϵ∆-
truthfulness.

4.4.2 Individual Rationality

Theorem 2. The CamPRA satisfies individual rationality.

Proof. Case 1. In CamPRA, if client n is not selected by the
client, its utility Uaer

n = 0 .
Case 2. If client n wins the auction, it will receive a

payment pn(t).

1) If pn(t) =
B(t)∑

i∈Φ(t) βi(t)
βn(t), the utility of client n is

Uaer
n (t) = pn(t)− cn(t)

=
B(t)∑

i∈Φ(t) βi(t)
βn(t)−

qn(t)

βn(t)

= qn(t)

(
B(t)∑

i∈Φ(t) βi(t)
− 1

βn(t)

)

≥ qn(t)

(
B(t)∑

i∈Φ(t) βi(t)
− 1

βlk(t)

)
≥ 0.

(36)

2) If pn(t) =
qn(t)

βlk+1
(t)

, the utility of client n is

Uaer
n (t) = pn(t)− cn(t) =

qn(t)

βlk+1
(t)

− qn(t)

βn(t)
≥ 0. (37)

In any case, the client’s utility Uaer
n (t) ≥ 0. Thus the

individual rationality of each client is proved and Theorem
3 holds.

4.4.3 Budget Balance

Theorem 3. The CamPRA satisfies budget balance.

Proof. In each round t, the client will finally pay P (t) to the
winners totally, as our CamPRA strictly follows the budget
constraint, we have

∑
n∈Φ(t)

pn(t) ≤ B(t) (38)

Hence the budget balance of each aggregator is proved
and the Theorem 4 holds.

4.4.4 Privacy Preserving
Theorem 4. Our proposed CamPRA satisfies satisfies ϵ-
differential privacy for any ϵ > 0.

Proof. Assuming c1 andc2 are two different bids from client
1 and client 2, respectively (for simplicity, we omit the time
index t). The probabilities of obfuscating c1 andc2 to c

′
are

denoted by P(c
′ |c1) and P(c

′ |c2). The relative probability of
CamPRA for given b1 and b2 can be defined as follows:

P(c
′
|c1)

P(c′ |c2)
=

exp(−ϵ
|c1 − c

′
|1/2

2∆c1/2
)∑

c∗∈C exp(−ϵ
|c1 − c∗|1/2

2∆c1/2
)

exp(−ϵ
|c2 − c

′
|1/2

2∆c1/2
)∑

c∗∈C exp(−ϵ
|c2 − c∗|1/2

2∆c1/2
)

=
exp(−ϵ

|c1 − c
′
|1/2

2∆c1/2
)

∑
c∗∈C exp(−ϵ

|c2 − c
′
|1/2

2∆c1/2
)

·
exp(−ϵ

|c2 − c∗|1/2

2∆c1/2
)∑

c∗∈C exp(−ϵ
|c1 − c∗|1/2

2∆c1/2
)

≤ exp(
ϵ∆c1/2

2∆c1/2
) ·

∑
c∗∈C exp(−ϵ

|c1 − c
′
|1/2 +∆c1/2

2∆c1/2
)∑

c∗∈C exp(−ϵ
|c1 − c∗|1/2

2∆c1/2
)

= (exp(
ϵ

2
))2

(39)
Thus we have

P(c
′ |c1)

P(c′ |c2)
= X · Y ≤ exp(ϵ) (40)

Till now, we have proved our CamPRA satisfies ϵ-
Differential Privacy.

4.4.5 Regret Analysis
In any round t, a winner set Φ(t)is ”bad” if Q(Φ(t)) <

α ·Qopt. Φbad = {Φ|Q(Φ) < α ·Qopt} denotes the set of bad
winner set. For a client n ∈ N , we have

∆n
min = α ·Qopt −max{Q(Φ)|Φ ∈ Φbad, n ∈ Φ}, (41)

∆n
max = α ·Qopt −min{Q(Φ)|Φ ∈ Φbad, n ∈ Φ}. (42)

We define ∆max = maxn∈N∆n
max and ∆min =

minn∈N∆n
min. Hence we provide the regret bound of

CMABA as follow.

Theorem 5. The (α, β)-approximation regret of the CamPRA is
at most (

6lnT

f−1(∆min)2
+

π2

3
+ 1

)
·N ·∆max. (43)

Where f(·) is a bounded smoothness function.

Proof. In any round t, we use E(t) to denote the event that
our CamPRA can not conduct an α-approximate solution,
i.e., R(Φ(t)) < Ropt, Pr[E(t)] = E[I{E(t)}] ≤ 1 − β.
I{H} = 1 if the H is true, and I{H} = 0 if H is false.

Moreover, we define εn(t) as the counter for client n after
the initialization round and εn(t) is updated as follow:

n = argmini∈Φ(t)εi(t), εi(t) = εi(t) + 1. (44)
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If multiple clients satisfy this condition, we select an arbi-
trary client. Hence, when the winner set selected in round t
is not the optimal set, one element of εi(t) will increase by
1. In other words, the bad rounds number (i.e., the optimal
client set is not selected) in the first t rounds is less than or
equal to

∑
n∈N εn(t).

We define u(t) = 6lnt/f−1(∆min)
2 as the sampling

threshold for round t. If Φ(t) ∈ Φbad is selected and εn
is updated (i.e., round t is a bad round). Then we have

∑
n∈N

εn(T )−N · (u(T ) + 1) =

T∑
t=N+1

I{Φ(t) ∈ Φbad} −N · u(T )

≤
T∑

t=N+1

∑
n∈N

I{Φ(t) ∈ Φbad, εn(t) > εn(t− 1), εn(t− 1) > u(t)}

=

T∑
t=N+1

I{Φ(t) ∈ Φbad, ∀n ∈ N, εn(t− 1) > u(t)}

≤
T∑

t=N+1

(I{E(t)}+ I{¬E(t),Φ(t) ∈ Φbad, ∀n ∈ Φ(t), εn(t− 1)

> u(t)})

≤
T∑

t=N+1

(I{E(t)}+ I{¬E(t),Φ(t) ∈ Φbad, ∀n ∈ Φ(t), sn(t− 1)

> u(t)})
(45)

For the counter sn(t), we define its standard difference
as µn(t) = min{

√
3lnt/2stn, 1}, the maximum standard

difference is µ(t) = max{µn(t)|n ∈ Φ(t)}. Let H(t) =
{∀n ∈ N, |q̂n(sn(t))− qn| ≤ µn(t)} to denote the event ”the
difference between the sampling average quality q̂n(sn(t))
and the actual quality qn is below the standard difference”.
SInce for any n ∈ N,

P{|q̂n(sn(t− 1))− qn| ≥ µn(t− 1)}

=
t−1∑
i=1

P{q̂n(sn(t− 1))− qn| ≥ µn(t− 1), sn(t− 1) = ti}

≤
t−1∑
i=1

P{q̂n(t− 1)− qn| ≥
√

3lnt

2sn(t− 1)
, sn(t− 1) = i}.

(46)
The inequality |q̂n(sn(t−1))−qn| ≥ µn(t−1)} has two cases:
q̂n(sn(t − 1)) − qn ≥ µn(t − 1)} and q̂n(sn(t − 1)) − qn ≤
−µn(t − 1)}. Apply Chernoff-Hoeffding bound[XXX], we
have

t−1∑
i=1

P{q̂n(t− 1)− qn| ≥
√
3lnt/2sn(t− 1), sn(t− 1) = i}

≤ 2te−3lnt = 2t−2.
(47)

Thus Pr{¬H(t)} ≤ 2Nt−2. In other words, if the number
of times n was selected sn(t) is large enough, the CamPRA
can get a nice estimation of qn and is unlikely ti select a bad
winner set. As Pr[H(t),¬E(t),Φ(t) ∈ Φbad, sn(t − 1) >
u(t)] = 0, we have Pr[¬E(t),Φ(t) ∈ Φbad] ≤ Pr[¬H(t) ≤

2Nt−2. We have

E[
N∑
i=1

sn(t)] ≤ N · (u(t) + 1) + (1− β)(T −N) +
T∑

t=1

2N

t2

≤ 6T lnt

f−1(∆min)2
+ (

π2

3
+ 1) · T + (1− β)(T −N).

(48)
It is noticed that in each round CamPRA outputs a bad

winner set, the regret is at most ∆max ≥ α ·Ropt −R(Φ(t)).
Then we can get the regret upper bound:

Regα,β(T )

≤ T · α · β ·Qopt − (T · α ·Qopt − E[
T∑

t=1

sn(t)] ·∆max)

≤ 6T lnt

f−1(∆min)2
+ (

π2

3
+ 1) · T + (1− β)(T −N) ·∆max

− (1− β)T · α

≤ (
6T lnt

f−1(∆min)2
+

π2

3
+ 1).

(49)

5 NUMERICAL RESULTS

5.1 Simulation Settings

In this section, we utilize federated learning to construct
the AI model in Aerial Computing Networks with Pytorch
1.13.1 software and evaluate the performance of CamPRA
using the MNIST dataset. MNIST is commonly used in fed-
erated learning with 60,000 training samples and 10,000 test
samples. The global iteration round is 20. We differentiate
the learning quality of clients by varying their dataset size
and local iteration rounds. The number of clients N = 20
and budget per round B(t) = 10 in default. The differential
privacy budget ϵ is between (0.1, 1.1), and ϵ = 1.1 in
default.

To evaluate the performance of our proposed CamPRA,
we compared it with three benchmark methods, which are
described below. 1)CamA. It is the proposed UCB-based
learning quality-aware scheme without bid protection. We
use CamA to analyze the effectiveness of our bid per-
turbation method. 2)SHIELD [13]. It is another privacy-
preserving incentive scheme in which bids are perturbed on
the trusted platform. The platform selects winners with the
goal of minimizing social costs. We compare SHIELD with
CamPRA to analyze the effect of our scheme on learning
quality awareness. 3)Optimal. It assumes we know the
real learning quality of each client in advance. Then the
algorithm uses our designed auction to select winners and
determine payments in each round of incentives. We com-
pare optimal with our CamPRA to analyze its effectiveness
on learning performance improvement.

To evaluate and verify the performance of our CamPRA,
we adopt various metrics, including privacy leakage, learn-
ing accuracy, total reward, total payment, the number of
clients, and the budget for incentives per round. Among
them, privacy leakage refers to the degree of the disclosure
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of true bids in the incentive process. According to the
definition in [33], the privacy leakage can be expressed as

PL =
1∑

c∈C υ(c)ln
1

P[c∗ = c]

, (50)

where c is the true submitted bid, c∗ is a perturbed bid
received by the aggregator. υ(b) is the probability of a true
bid c in the set of received bids.

5.2 Simulation Results

(a)

(b)

Fig. 3: Comparison of privacy leakage in different schemes.

Fig. 3 compares the privacy risks of different schemes.
Figure 3(a) shows the effect of privacy budget ϵ on privacy
leakage. It can be observed that the privacy leakage risk of
CamPRA increases with ϵ. This is because a lower value of
ϵ results in a higher probability of confusing a bid c with
other bids C∗ , which provides more protection to users’
bidding privacy. In contrast, the privacy leakage values of
both CamA and SHIELD are infinitely large, because on the
one hand, in CamA, clients submit true bids, and on the
other hand, in SHIELD, users’ bids are confused after being
uploaded to the trusted platform, and in the event of an
untrustworthy network environment or platform, SHIELD
is unable to protect users’ bid privacy. Fig. 3(b) shows the
influence of the N on privacy leakage among different
schemes with a fixed privacy budget ϵ = 1. We can see
CamPRA’s privacy leakage decreases with increasing N
since a higher probability of confusing a bid c with other
bids C∗ provides greater protection to users’ bidding pri-
vacy. Similarly, the privacy leakage of CamA and SHIELD
remains infinitely large.

Fig. 4: Comparison of learning accuracy in different
schemes.

(a)

(b)

Fig. 5: The impact of the number of clients N and incentive
budget per round B(t) on learning accuracy.

Figure 4 and Figure 5 evaluate the effect of different
schemes on the accuracy improvement of federated learn-
ing. Fig. 4 shows the model accuracy of the four schemes
under different global communication rounds. It is observed
that the accuracy of CamPRA is very close to optimal,
indicating the effectiveness of its model quality perception
method. CamPRA and CamA have the same linear height,
indicating that CamPRA’s bidding confusion mechanism
does not affect the learning performance while protecting
privacy. In contrast, the SHIELD scheme has the lowest
accuracy due to its focus on reducing social costs, which
ignores the improvement of learning accuracy. Fig. 5 shows
the influence of client number N and the budget B(t) per
round on learning accuracy. A higher number of clients N
makes it more difficult to select high-quality participants
under a fixed limited budget B(t). It can be seen from
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Fig. 5(a) that as N increases, CamPRA can always optimize
participants based on accurate learning quality perception
and achieve close to optimal learning accuracy. The budget
B(t) per round limits the exploration efficiency of the algo-
rithm for learning quality and affects learning accuracy. It
can be seen from Fig. 5(b) that as B(t) increases, CamPRA
can quickly achieve close to optimal model accuracy, while
SHIELD’s focus on reducing learning costs leads to slow
and unstable improvement in learning accuracy.

(a)

(b)

Fig. 6: The impact of the number of clients N and incentive
budget per round B(t) on total reward.

Fig. 6 evaluates the total rewards achieved by different
schemes. In this paper, we define the total reward as the sum
of the weighted sum of learning quality and learning time of
the selected clients. We evaluate the effects of our proposed
auction scheme with privacy-preserving and quality-aware
by comparing the total rewards under different values of
N and B(t). It can be observed from Fig. 5(a) that our
scheme can always achieve close to optimal reward as N
increases. However, the total reward of CamPRA decreases
when N = 25 and N = 35. It is because using multi-armed
bandit to perceive and determine learning quality requires
exploration of the unknown, which inevitably leads to the
selection of clients with lower learning quality. It can be seen
from Fig. 5(b) that as B(t) increases, CamPRA consistently
achieves close to optimal total reward and significantly
outperforms that of the SHIELD scheme. The fluctuations
in the reward are also due to the quality exploration of the
unknown which cannot be avoided.

Figure 7 compares the performance of the two differen-
tial privacy-based schemes. As shown in Figure 7, As the
differential privacy budget increases, the learning accuracy
and achieved total reward of CamPRA do not change sig-

(a)

(b)

Fig. 7: The impact of differential privacy budget ϵ on
learning accuracy and total reward.

(a)

(b)

Fig. 8: Comparison of time and economic cost of different
schemes.
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nificantly and are both higher than that of SHIELD. Figure
8 shows the cost of different schemes when the federated
learning model converges under different B(t) and N. From
Figure 8(a), we can see that the payment of our CamPRA
is higher than that of SHIELD, but the improvement of the
learning quality is also much higher than that of SHIELD. In
Figure 8(b), when the federated learning model converges,
the number of communication rounds of CamPRA is lower
than that of SHIED, and close to that of the optimal scheme.
Our CamPRA enables energy-efficient and accurate feder-
ated learning.

6 CONCLUSIONS

In this paper, we proposed an auction-based incen-
tive scheme with privacy-protection and learning quality-
awareness for effective federated learning in aerial com-
puting networks. Combinatorial Multi-Armed Bandit was
introduced to evaluate the user learning quality without
any private information. Furthermore, we used differential
privacy to protect the real client cost from inferring at-
tacks. We further theoretically proved the proposed privacy-
preserving incentive mechanism satisfies truthfulness, in-
dividual rationality, budget balance, and the convergence
of CMAB regret. Simulation results demonstrated that our
scheme can well balance the trade-off between privacy
preservation and learning accuracy improvement. However,
this work only focuses on exploring and optimizing learning
quality in scenarios with a fixed number of clients. In the
future, we will consider scenarios where clients can freely
join and exit. The main challenge lies in adapting quickly
to the dynamics of clients and effectively learning their true
quality, which undoubtedly poses a significant challenge in
the context of CMAB.
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