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ABSTRACT

IMPORTANCE OF VEGETATION IN TSUNAMI MITIGATION:
EVIDENCE FROM LARGE EDDY SIMULATIONS WITH

FLUID-STRUCTURE INTERACTIONS

by
Abhishek Mukherjee

Communities worldwide are increasingly interested in nature-based solutions like

coastal forests for the mitigation of coastal risks. Still, it remains unclear how

much protective benefit vegetation provides, particularly in the limit of highly

energetic flows after tsunami impact. The present thesis, using a three-dimensional

incompressible computational fluid dynamics model with a fluid-structure interaction

approach, aims to quantify how energy reflection and dissipation vary with different

degrees of rigidity and vegetation density of a coastal forest.

In this study, tree trunks are represented as cylinders, and the elastic modulus

of hardwood trees such as pine or oak is used to characterize the rigidity of these

cylinders. To capture tsunami bore propagation in onshore, dam break flow is

used over the wet surface in the numerical studies. After validating numerical

code against experimental studies, multi-cylinder configurations are incorporated and

Froude Number is used to scale the flow parameters and vegetation flow parameter

(VFP) to scale the tree parameters such as elastic modulus, the diameter of the

trunk, etc. Numerical tests are conducted for different cylinder diameters, densities,

and elastic moduli.

The numerical results show that energy reflection increases with rigidity only

for a single cylinder. In the presence of multiple cylinders, the difference in energy

reflection created by varying rigidity diminishes as the number of cylinders increases.

Instead of rigidity, the blockage area created by the presence of multiple tree trunks

is found to dominate energy reflection.



As tree trunks are deformed by the hydrodynamic forces, they alter the flow

field around them, causing turbulent kinetic energy generation in the wake region.

As a consequence, trees dissipate flow energy, highlighting the importance of coastal

forests in reducing the onshore energy flux of tsunamis by means of both reflection

and dissipation.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

A tsunami is a catastrophic disaster in which a series of waves are formed due to

earthquakes, volcanic eruptions, or landslides under the sea. The term “tsunami”

originated in Japan, and it means “great wave in harbor” [41]. Tsunamis have caused

massive damage to coastal areas, loss of lives, and shattered economies. One of the

deadliest disasters in recent history, the 2004 boxing day Indian Ocean tsunami,

triggered massive tsunami waves that reached up to 50m in height [201], resulting

in massive destruction to coastal areas, especially near the coasts of Somalia, and

the coast of Indonesia. A study by Leone et al. [118] shows that Banda Aceh, a city

located on the island of Sumatra, was completely destroyed, and several buildings

were damaged from the shore to 2.7 km inland. Several tsunamis have occurred after

this event; one of the major tsunami events after the Indian Ocean tsunami was the

Tōhoku tsunami in Japan in 2011, where around 20,000 were killed [201]. In that

incident, the multi-billion dollar concrete sea wall, which was built to protect the

coastal region from tsunamis, was partially destroyed.

Clearly, tsunamis pose a considerable challenge to coastal communities. Scientists,

therefore, attempt to mitigate or reduce tsunami threats in order to protect critical

infrastructures and communities. The reason why we need to build an efficient coastal

defense system is that tsunami waves, once generated, reach the shore quickly. Since

tsunami waves travel at a speed proportional to the square root of the water depth

when propagating on the open ocean, the speed of the wave is equivalent to the

speed of a jet. For example, the 2004 Indian Ocean tsunami reached the coastal

region within 2 hours of its generation [15]. Therefore, it is crucial to understand the

1



Figure 1.1 Satellite images of Lhoknga, Indonesia. Before (bottom) and after (top)
the Indian Ocean tsunami.
Image is taken from NASA [164].
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nature of tsunami waves in the onshore region and how these interact with onshore

structures. A tsunami warning system (TWS) has been used and improved over the

years to warn coastal communities about the tsunami impact once generated. TWS

is used to gather real-time data from earthquake events and predict the damage and

warn the coastal communities so that possible affected regions can be evacuated.

For details on the tsunami warning system, please see different forecasting models

developed by NOAA (National Oceanic and Atmospheric Administration) Center for

Tsunami Research [e.g., 53, 57, 230]. Even if these forecasting models are proven

efficient in the context of predicting tsunami impact on the onshore region, it is quite

impossible to evacuate the whole coastal area within a short period of time. Therefore,

a proper coastal defense system is necessary for saving critical infrastructures and lives

during tsunami propagation. The partial failure of a multi-billion dollar concrete

sea wall upon the impact of the Tōhoku tsunami in 2011 invigorated the debate

about possible nature-based approaches to mitigating tsunami risk [e.g., 11, 32, 179].

Nature-based coastal features such as mangroves, marshes, etc., are popular as a

tsunami mitigation design because, apart from providing important services like wave

attenuation, reducing shoreline erosion, and increasing shoreline protection, these can

also help to promote ecotourism. After the Indian Ocean tsunami event, damage

assessments were conducted, and the importance of the role of natural features was

highlighted in reducing the wave impact [e.g., 7, 30, 34, 35, 86, 91, 165, 208, 209],

but the casual contribution of vegetation in reducing damage to coastal regions has

remained contentious [e.g., 96–98]. Adding to the challenge of clearly identifying the

potential protective benefit of vegetation are field observations from other contexts.

For example, as illustrated in Figure 1.1, the 2004 Indian Ocean tsunami annihilated

coastal vegetation in Lhoknga, Indonesia, highlighting that there are no fail-safe

approaches to countering a tsunami’s destructive power. A similar phenomenon was

observed in Rikuzentakata, Japan, where almost 70,000 pine trees were destroyed and

3



washed away due to the 2011 Tōhoku tsunami. However, while the Rikuzentakata

coastal forest was not able to withstand the 2011 event, it might have mitigated the

impacts of the 1933 Showa Sanriku tsunami and the Chilean tsunami in 1960 [e.g.,

124, 157].

In spite of ongoing debate about the importance of coastal forests in tsunami-

risk mitigation, coastal forests are preferred due to three main reasons.

1. Trees can reduce the energy of tsunamis by reflection and dissipation.

2. Trees with large trunk diameters can prevent objects from being washed by the
undertow and prevent debris from damaging coastal structures like buildings.

3. Long-rooted trees can hold the soil together, which may prevent tsunami-
induced scouring.

Figure 1.2 Representation of the potential benefits offered by vegetated coastal
hills on a large tsunami.
Image from Morino Project [176].

The potential benefits of vegetation in the context of protecting the shoreline are

graphically presented in Figure 1.2. As nature-based elements become an important

component of tsunami risk mitigation, vegetation is often combined with sea walls or

hillscapes in order to provide maximum protection against tsunamis. One example

of this approach is the coastal mitigation park or green belts in which vegetation

4



is combined with designed hillscapes. Tsunami mitigation parks are employed in

Indonesia, Japan, and Chile (see Figure 1.3) to strategically protect coastal infras-

tructures and communities. However, we still lack the fundamental knowledge of

tsunami vegetation interaction and how different vegetation parameters can affect

tsunami wave attenuation, hence inspiring the current dissertation.

1.2 Objectives

The present dissertation aims to understand the importance of different tree

parameters in tsunami energy attenuation by analyzing the effect of trees on tsunamis.

The goal of this present dissertation is to quantify how the energy dissipation and

partial wave reflection from coastal trees vary with different degrees of rigidity, the

gap between trees, and the number of trees. We approach this problem numer-

ically by solving the Navier-Stokes equations for turbulent flow with a free surface

and fluid-structure interactions (FSI) using the multi-physics software package Alya,

described by Houzeaux et al. [71, 72]. The FSI module allows to capture the two-way

coupling between the fluid flow and the mechanical bending of the trees due to wave

forcing. While the present work is motivated by prior field studies, we study the

interactions between fluid flow and tree rigidity in an idealized laboratory-like setting

that is not intended to mimic any specific tree species or location. To enable the

transferability of our results, we consider a non-dimensional parameter range that is

representative of tsunami flows and realistic hardwood properties [59]. In this disser-

tation, we implement a two-way coupling fluid-structure interaction model to inves-

tigate tsunami flow energy damping performance for different vegetation parameters.

We use circular base cylinders as an idealized approximation for tree trunks following

previous work by Nepf [160] on emergent, flexible plants in flow.
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In our study, wave energy attenuation is quantified via energy flux instead of

inundation distance which remains relatively unchanged, as discussed by Lunghino

et al. [128] because the damaging power of tsunami is dependent on the flow energy.

1.3 Outline of the Dissertation

The remainder of this dissertation is organized as follows: Chapter 2 introduces a

brief discussion on tsunami generation, propagation, and tsunami wave vegetation

interactions. It is followed by a general description of different numerical schemes

employed in the tsunami research field. Chapter 3 describes the methodology where

the numerical model adopted in our study is discussed. Chapter 4 shows the validation

of the numerical model employed in our study against the experimental studies,

followed by details of numerical setup, scaling parameters, and energy flux definitions.

In Chapter 5, we present the energy budget comparisons for different vegetation

parameters, including velocity and turbulent kinetic energy distribution and wave

profile evolution. In Chapter 6, we discuss how our results could inform the ongoing

debate on nature-based approaches to tsunami-risk reduction, and finally, conclusions

are presented in Chapter 7.
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CHAPTER 2

ADVANCES IN TSUNAMI RESEARCH

2.1 Tsunami Generation and Propagation

Tsunamis are long waves that propagate in deep water, and the long wave is followed

by a series of short trailing waves. The leading wave is very long in the deep water,

with a wavelength in the order of hundreds of kilometers. In contrast, the amplitude

of the wave is relatively small (around 1m). But the scenario changes when a tsunami

wave propagates from deep water to shallow water. In shallow water, the tsunami

waves amplitude increases and can reach around 50m, known as shoaling.

Shoaling happens when the water waves experience resisting force from the

seabed in the shallow region. As a result, waves slow down and start to cluster

together, thus resulting in a decrease in the wavelength. During shoaling, having

shorter wavelength results in the increment of the amplitude of the wave. This can

be explained by the energy conservation theory. When the tsunami wave propagates

from the deep water, the energy is mostly in the form of kinetic energy. During

shoaling, since the wave velocity decreases, the energy is converted into potential

energy, thus increasing the potential height and wave amplitude. Figure 2.1 shows

the concepts of the tsunami shoaling process.

The main reason tsunamis are dangerous in terms of damaging effects is

shoaling. Since tsunamis have a very high wavelength in the deep ocean and in

each wavelength, a high volume of water is involved during shoaling; this can get as

high as the water gets into the shallower region. So even when tsunami wavelength

decreases during shoaling, tsunamis still can have a relatively long wavelength, which

is why they keep flowing inland over longer periods. The amount of shoaling by a

tsunami is described by the term ‘run-up,’ which is marked by the vertical height
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of the wave crest above sea level at the furthest point of the inland region before it

dissipates. The inundation distance is a measurement of the furthest horizontal point

reached by the tsunami.

Figure 2.1 Tsunami shoaling and propagating from deep ocean to the shore.
Source [75].

The run-up stage is the most destructive, but to understand the tsunami run-up

process, it is very important to understand the tsunami generation and propagation

first. That is why initial tsunami research was mainly focused on tsunami generation

[e.g., 13, 20, 49, 64, 65, 90]. These studies are important to provide valuable insight

into tsunami research. Initial studies on tsunami generation considered tsunamis as

solitary waves because the studies by Hammack and Segur [64, 65] show that solitary

waves are formed due to positive initial disturbance. Later other studies have been

conducted by assuming earthquake-generated tsunamis as a representation of solitary

waves [119–121]. Madsen et al. [138] first contradicted the claims made by earlier

studies, and they concluded that real tsunamis could not be represented in terms

of solitary waves. The main drawback is that the wavelength in the solitary waves

cannot be expressed independently of wave height, and the real tsunami wavelength is
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much longer than solitary waves. They also explained that in the solitary waves, the

propagation distance required to generate tsunami-like phenomena would be higher

than the circumference of the earth. Hence real tsunamis can’t turn into solitary

waves. Later, Madsen and Schaeffer [135] suggested that tsunami events can be

represented in terms of single, sinusoidal, and N waves. Single waves are similar to

solitary waves in shape, but unlike solitary waves, the wave duration and height can

be expressed independently. The N waves are composed of positive and negative

single waves. Therefore, they can be expressed as leading elevation or depression

tsunami waves. Even if the solitary wave can not be represented as a real tsunami,

the solitary waves have been used mainly for model validation. They also satisfy the

Korteweg de Vries equation [69], thus having a strong theoretical background which

is helpful for model validation and benchmarking.

The propagation of tsunamis can be accurately modeled by shallow water

equations, which are derived by depth-integrating the Navier-Stokes equations, where

the horizontal length scale is much higher than the vertical length scale. Since a

tsunami wavelength is much higher than its wave amplitude, shallow water equations

are an excellent choice for tsunami propagation in the deep-sea region [183, 214].

The linear shallow-water model, nevertheless, has no dispersion. Closer to the shore

region, as a tsunami wavelength compresses, its amplitude grows due to shoaling,

making a linear approximation no longer valid. In nonlinear shallow water (NLSW)

equations, nonlinear advective terms, which are retained, become important when the

free surface height is of the same order of magnitude as the water depth. The NLSW

model is the preferred choice over the linear shallow-water model, as the NLSW model

can be reformulated to handle wave dispersion. However, it may still lead to erroneous

results for long-term propagation, even if the wavelength of the wave is longer than the

depth. As Khakimzyanov et al. [99] argued, the NLSW model predicts only the first

significant wave hitting the shore. This indicates that the formation of an undular
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bore can not be predicted by NLSW [62]. Kim and Lynett [102] furthered this work

by examining undular bores with both Boussinesq and NLSW models, concluding

that the NLSW model under-predicted the surface elevations and velocities of the

wavefront, whereas the Boussinesq model correctly predicted undular bores.

The Boussinesq approximation is based on the approximation of neglecting

the vertical coordinate from the flow equations like the NLSW model. Unlike the

NLSW model, the Boussinesq model still retains some vertical variations of the flow.

Long wave equations are obtained through perturbation expansions in µ = d/L,

where the water depth and the wavelengths are d and L, respectively. In the NLSW

equations, all µ terms are neglected, whereas, in the Boussinesq approximation, the

second order in µ is retained. According to the NLSW theory, the horizontal velocity

is uniform in a vertical direction, and the pressure is hydrostatic. Therefore, the

vertical coordinate, z, vanishes from the equations. In Boussinesq approximation, the

continuity and momentum equations are depth-integrated to remove the variability

of parameters along z. The dispersion characteristics are dependent on the order

of the wave equation. Over the years, fully nonlinear Boussinesq type equations

have been improved by modeling dispersion properties. Madsen et al. [139] used

linear shallow water and linear Boussinesq method to generate a transient wave with

a highly dispersive tail and found that a non-dispersive shallow water model can

only capture the leading wave, which is generally overestimated. When tsunamis

propagate over a long distance on the open ocean, the dispersive wave may evolve.

Moreover, dispersion becomes more important when undular bores will form at the

leading tsunami wave front due to shoaling. Therefore, Hsiao et al. [73] formulated

highly accurate, fully nonlinear Boussinesq equations in which the term O(ϵ0µ2) (ϵ is

dimensionless amplitude = A/d where A is amplitude, d is water depth) is responsible

for leading dispersion of the wave. By modifying or omitting higher-order terms in

the equation proposed by [73], we can get different types of Boussinesq equations
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which were used in [95, 163]. Extensions of higher-order long-wave equations have

been implemented in the literature [136, 137], where progress has primarily been made

with respect to higher-order nonlinearity and dispersion during propagation in mildly

varying bathymetries. Fuhrman and Madsen [49] used a higher-order Boussinesq

model to simulate both landslide and underwater earthquake-generated tsunamis and

showed that it was capable of capturing the full cycle of tsunami evolution, subsequent

propagation, and run-up.

Apart from analytical and numerical studies, experimental studies are also

conducted to generate tsunamis. The main drawback of the experimental studies

is that they suffer from large-scale problems. Because a full-scale tsunami has

a wavelength in the order of hundreds of kilometers with a time period lasting

hours, it is impossible to capture tsunami phenomena in the experimental lab unless

problems have been scaled down. Schimmels et al. [191] and Sriram et al. [199]

successfully generated a properly scaled tsunami with the help of a wave paddle. In

spite of ongoing debates on whether experimental models can capture the tsunami

phenomenon correctly, these studies show promise in the context of generating

tsunami waves in laboratory settings. One of the other concerns about scaling

tsunamis is the generation of long tsunami waves in the scaled model. Jiang et al.

[89] argued that both the time and length scale could not be down-scaled in the

experiment using Froude similarity laws. Since tsunami waves have time periods in

the order of hours, it is a considerable challenge to generate long-period waves by the

wavemaker devices in experimental work. Despite new proposals made by Rossetto

et al. [187] and Goseberg et al. [58] to generate long-period waves, there is still an

open challenge to generate a properly stable and scaled wave experimentally.
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2.2 Tsunami Run-up and Inundation

Plenty of field surveys are conducted where tsunami run-up height and inundation

distance are provided after tsunami events [e.g., 5, 18, 132, 156, 196, 205]. These

studies provide useful information on propagation for different types of tsunamis,

which are required for benchmarking by numerical simulations. Apart from field

surveys, analytical studies are also conducted to provide an insightful understanding

of tsunami run-ups. The analytical study on run-up was first conducted by Green

et al. [60], who provided a solution for the propagation of long-wave. Later, the

analytical models are further extended to study the nonlinear wave propagation [e.g.,

25, 94, 134, 203].

Experimental studies on tsunami run-ups, where solitary waves are not used, are

limited. These studies use either long waves or bores to capture run-ups. Matsuyama

et al. [148] conducted an experimental study in 200m long flume where tsunami wave

run-up and propagation on a flatbed and varying slopes are studied. This study

mainly focused on studying wave transformation and breaking instead of analyzing

run-up height and inundation distance. A similar study was conducted by Kihara

et al. [101], where two different tsunami-like waves are generated in 205m long flume.

Apart from studying wave breaking, wave inundation and velocity profiles are also

compared for different waves. Most of the experiments mainly focus on the long wave

propagation and wave reflection from the different slopes. [e.g., 29, 40, 58, 191, 199].

Numerical studies offer an attractive supplement to experimental work because,

unlike experimental studies, they do not suffer from large-scale problems. There

have been numerous numerical studies conducted, initially based on shallow water

(SW) and Boussinesq theory (B) approximation. But later, due to the increase

in high-performance computing, three-dimensional studies (NS) have also been

conducted. Table 2.1 lists all the numerical codes that have been developed and

used to simulate tsunami propagation. Lynett [130] used both nonlinear shallow
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Table 2.1 List of Different Numerical Codes Developed and Implemented in
the Tsunami Research Field, from Marras and Mandli [140]. Acronyms in this
Table: SW : Shallow Water, B: Boussinesq, N − S: Navier–Stokes, SPH:
Smoothed Particle Hydrodynamics, LES: Large Eddy Simulation, WM : Wall
Modeled LES, RANS: Reynolds Averaged NS Equations, FSI: Fluid-Structure
Interaction, and MP : Multi-Phase Flows

Model Space
Dimensions

Eqn. Turbulence Wave
Break.

FSI MP

GeoCLAW [14] 1D/2D/2D1
2

SW No No No No

NUMA2D [56, 141,
143]

1D/2D SW No No No No

MOST [218] 1D/2D SW No No No No

TUNAMI [84] 1D/2D SW No No No No

NAMI-DANCE[84] 1D/2D SW No No No No

COMCOT [233] 1D/2D SW No No No No

CEA [50, 184] 1D/2D SW No No No No

SELFE [243] 1D/2D SW No No No No

TsunAWI [66] 1D/2D SW No No No No

VOLNA [43] 1D/2D SW No No No No

TsunaFlash [175] 1D/2D SW No No No No

Delft3D [186] 1D/2D SW No No No Yes

FUNWAVE
[95, 195]

1D/2D B No No No No

COULWAVE [103,
131]

2D B No No No No

NEOWAVE [239] 2D B No No No No

GPUSPH [235] 3D SPH N−S No Yes No No

SCHISM [242] 1D/2D/3D N−S RANS Yes No No

COBRAS [122, 123] 2D/3D N−S RANS Yes No No

TSUNAMI3D [70] 2D/3D N−S RANS Yes No No

waves2FOAM
[88, 111, 112]

2D N−S RANS Yes No No

Alya [158, 232] 1D/2D/3D N−S LES/WM/
RANS

Yes Yes Yes
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water and the Boussinesq model to understand the effect of a shallow shelf obstacle

on the nonlinear long-wave run-up. He used the dissipation term to capture the wave

breaking [129] and showed that both models were able to capture the breaking of

waves. Lunghino et al. [128] studies tsunami run-up over planer beach with a tsunami

mitigation park (a combination of hillscape and vegetation) on-shore to quantify

how much tsunami energy can be reflected to understand the degree of mitigation.

The study was made with the help of the NLSW model with a dynamic dissipation

coefficient to handle the dispersion. The main limiting factor of the shallow water

model is that it is incapable of evaluating the multi-scale, multi-phase, turbulent flow

features as a tsunami runs inland and interacts with the coastal structures such as

vegetation or hillscapes.

While a tsunami propagates through the open water, the flow can be manifested

as quasi two-dimensional. Once the flow reaches shore and moves inland, it

becomes inherently three-dimensional and heavily multi-phased as a large number

of sediments (sand, dirt, debris) has been scoured off the sea bed and entrained.

Even if the depth-averaged shallow-water, Boussinesq approximation in 1D or 2D are

powerful in capturing regional-scale inundation but are more limited in estimating

forces on individual structures [140]. By comparing a 2D against a 3D flow, Qin

et al. [177] demonstrated that the solution of the 3D Navier–Stokes equations is

required to quantify impact with due precision. With increased computing power,

three-dimensional computational fluid dynamics (CFD) models are the best choice

to capture the full-scale tsunami phenomenon because to be able to provide the

optimal design for the tsunami mitigation system; it is imperative to understand the

underlying physics of tsunami turbulent flow and flow-obstacles interactions. Direct

numerical simulation (DNS) can be used to capture both the large and smallest

turbulent (Kolmogorov) length scales. However, very fine spatial and temporal

resolutions are required because the size of the smallest turbulent scales decreases
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with increasing Reynolds numbers. That is why the computational cost of DNS

is directly dependent on the Reynolds number (Re). Most DNS applications [e.g.,

104, 161, 168, 190] are, therefore, limited to relatively low Reynolds number flows

within a small computational domain.

The alternatives to the DNS to capture the turbulent flow characteristics

are the Reynolds Averaged Navier-Stokes (RANS) and the Large Eddy Simulation

(LES) method. Horrillo et al. [70] implemented the RANS model and validated the

TSUNAMI3D code using a standard tsunami benchmark problem. The numerical

results presented in their study matched well with the experimental benchmark

problem. Yet, small discrepancies between the experimental and numerical results

were reported, which were caused due to the incapability of resolving energy loss at

the small scale of the transient turbulence process. Recently, Larsen et al. [111, 112]

performed a full-scale RANS tsunami simulation, which focused not only on tsunami

run-up, propagation, and shoaling but also on the boundary layer dynamics and

bed shear stress. This study provided fundamental new insights into the local scour

process and sediment transport phenomenon. The main limitation of this study

is that the simulation is limited to the two-dimensional problem, leading to an

over-prediction of local turbulence during wave breaking. Even if it was claimed

that the numerical artifacts generated due to the two-dimensional problem would

not affect the run-up and draw-down process, nothing could be concluded unless a

three-dimensional analysis was done. Yang et al. [240] studied tsunami-induced force

on structures for different protecting barrier configurations and estimated the tsunami

mitigation effect by implementing the RANS model. Even if RANS is a better choice

than depth-averaged shallow water equations, RANS is incapable of capturing instan-

taneous flow statistics. RANS also performs poorly when used to calculate separating

or free shear flows.
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LES, on the other hand, is capable of modeling small scales via sub-grid scale

(SGS) modeling. In terms of computational cost, LES is more costly than RANS

but cheaper than DNS. At the boundary layer region near the wall, LES is almost as

costly as DNS [113, 188]. Therefore, the implementation of LES in tsunami research is

limited. Christensen [31] used LES for simulating turbulence in wave breaking. Later,

Wu and Liu [238] conducted LES for landslide-generated tsunamis and shoreline

movements using a set of near-wall damping functions to approximate the eddy

viscosity at the first cell adjacent to the wall for near-wall treatment. But this study

was mainly limited to velocity fields and free surface profiles in landslide-generated

breaking wave run-up and run-down on a sloping beach. Recently Kim et al. [105]

implemented LES to understand turbulent flow characteristics in dam-break swash

flows on a rough-planar beach. The model successfully predicted span-averaged

velocity profiles and bed shear stress and analyzed the turbulence production and

turbulent coherent structures during uprush and backwash. These analyses were

crucial to understand the sediment transport phenomenon and tsunami-induced

boundary layer dynamics. Sarjamee et al. [189] studied tsunami mitigation by

measuring the hydrodynamic forces on vertical structures with and without the

presence of mitigation walls using a large eddy simulation model. They also compared

the performance of the RANS and LES turbulence models and found that the LES

approach performed better than the employed RANS models, such as k−ε and k−ω

in terms of properly capturing the turbulence at the wake region.

Even if Navier-Stokes-based models provide a better aspect of understanding

tsunami wave impacts, these models (either RANS or LES) come with their own

challenges, such as the need for careful validation [111] and sufficient resolution

in boundary layers [e.g., 112, 236]. Fortunately, there is an increasing number of

laboratory experiments that are essential for the validation of numerical simulations

[7, 85, 110, 181, 220]. Similarly, increasing computational power and data storage
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have solved some issues, particularly those related to insufficient resolution, making

scientific computing for large-scale tsunami simulations increasingly accepted [e.g.,

10, 204]. This increased interest in high-performance computing for tsunami

run-up has led to several inter-comparison efforts that add valuable transparency

to high-fidelity computational approaches [54, 81, 107, 149, 150, 229, 234, 241].

2.3 Tsunami Mitigation

Numerous research studies have been conducted on tsunami wave run-up and

inundation, yet there has been considerably less research on tsunami mitigation. Due

to higher computational cost, studies on tsunami mitigation using three-dimensional

Navier-Stokes-based models are limited. However, a few studies were conducted

based on depth average models to investigate the tsunami hydrodynamic interactions

with coastal structures. Lynett [130] studied the effect of obstacles on the nonlinear

long-wave run-up by implementing the Boussinesq model and varying the nonlin-

earity (ϵ = wave height/water depth) of the wave, finding that obstacles are useful in

terms of reducing the run-up height mainly for high nonlinear waves. This study was

limited to 2D numerical simulations. Venayagamoorthy and Fringer [229] analyzed

the interaction of internal gravity waves with a shelf break to quantify the percentage

of reflected and dissipated energy fluxes and found that the reflected energy flux is

strongly dependent on the bathymetry slope. Even if this study was two-dimensional,

it offered the idea of quantifying the tsunami mitigation effect for different configu-

rations. Lunghino et al. [128] conducted energy flux analysis in different hillscape

configurations to quantify tsunami energy reflection to understand the degree of

mitigation. They found that a tsunami wave amplitude smaller than the hill height

would lead to a significant amount of energy reflection, a key mechanism to reducing

tsunami risk. One of the important findings of this study is choosing a proper metric

that is indicative of protective benefit. In much of the literature about coastal risk
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reduction, this metric is inundation distance, defined as the horizontal distance that

a tsunami reaches inland. The authors show that even if the inundation distance

remains almost unchanged, tsunami flow energy can be greatly reduced in the presence

of hills (see Figure 2.2). However, this study mainly considered energy reflection as a

metric of coastal mitigation and did not take into account the energy dissipation and

tsunami-induced scouring, which can affect the potential benefits provided by hills.

Figure 2.2 Energy flux reduction with presence of hills [128]. Left (A): Evolution
of total energy flux with and without hills, and right (B): Comparison of the kinetic
and potential components of energy flux in the presence and absence of hills.

One of the alternate ways to quantify the protective benefit is by measuring

hydrodynamic forces on coastal structures. Forces on coastal structures can be greatly

reduced if a proper coastal defense system is implemented to dampen the tsunami

energy. A number of studies have examined how tsunami mitigation is quantified by

measuring the tsunami-induced hydrodynamic loading exerted in various structures.

Arnason et al. [2] calculated hydrodynamic forces by generating tsunami bore in the

dam-break wave on the wet surface for different wave conditions. Later, Yang et al.

[240] studied a tsunami-induced hydrodynamic force exerted on structures for config-

urations of different protecting barriers. They found that if a dummy house is placed

at an optimum distance before residential houses, the hydrodynamic forces hitting

residential areas could be significantly reduced. The degree of force reduction depends
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primarily on the distance between the barrier and the houses and the width of the

barrier. Still, it is doubtful whether building-shaped barriers can mitigate tsunami

waves, as the study claims that the degree of mitigation depends on the width of the

barrier. Once the barrier width is increased indefinitely, it would become nothing

but a thick wall, and a wall designed to protect the Tohoku coasts in Japan failed

to mitigate the 2011 tsunami, showing that a wall is not a viable option for tsunami

mitigation. However, this study does not examine the effect of multiple barriers on

tsunami mitigation. Sarjamee et al. [189] conducted a numerical analysis to assess

the influence of mitigation walls with various cross-sections on the tsunami-induced

hydrodynamic force exerted on freestanding structures. The analysis was limited to

examining curved and inclined walls and concluded that the distance between the

mitigating walls and structures could play a crucial role in force reduction. Curved

mitigating walls also appear to be more effective in mitigation as compared to inclined

walls. These studies are useful in understanding the importance of optimum config-

urations of barriers in mitigation.

2.3.1 Importance of vegetation in mitigation

The idea of using vegetation as bioshields stems from the damage assessment

conducted after the 2004 Indian Ocean tsunami, where the reduction of tsunami wave

impact near the coastal vegetation was pointed out [e.g., 30, 34, 86, 91, 208, 209].

One of the key challenges of using vegetation as a coastal defense system is to identify

proper vegetation parameters which will affect the tsunami energy reduction. For

example, during the 2011 Japan tsunami, almost 70,000 pine trees were uprooted in

Rikuzentakata, indicating that there are no straightforward approaches to attenuating

the tsunami wave energy.

One step towards adding clarity to the ongoing debate about the role of

vegetation in tsunami-risk mitigation is to distinguish between different ecosystems

and the differing effect they have on tsunami run-up. Vegetation cannot fully stop
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a tsunami as compared to sea walls, and the effectiveness of coastal forests depends

both on the magnitude of the tsunami and on the structure and response of the

trees. To leverage vegetation in tsunami-risk mitigation, we need to quantitatively

understand the mechanism through which the vegetation interacts with the wave, the

limits of this mechanism, and the degree to which it leads to a reduction in the energy

of the tsunami [206]. The differences can appear quite subtle: for example, a detailed

field assessment after the 1998 tsunami in Papua New Guinea found that Casuarina

trees were able to withstand wave impact better than palm trees. Some palm trees

were uprooted or snapped off at mid trunk level, transforming into projectiles and

increasing rather than decreasing damage [37].

The lessons learned from both the Japan and the Papua New Guinea tsunami

indicate that advancing our understanding of the protective benefit of coastal forests

requires not only quantifying the effect that the trees have on the tsunami but also

an analysis of the effect that the tsunami has on the trees. As tsunamis propagate

and interact with trees, the structural deformation of trees also changes the flow

structures around them. This can vary based on the different species of trees. For

example, Casuarina trees and palm trees differ in the context of the bendability

of their trunks, with Casuarina trees having more flexible trunks. More bendability,

nevertheless, is not necessarily better. In fact, field surveys in Sri Lanka and Thailand

after the Indian Ocean tsunami suggested that older and relatively sparse belts of

Casuarina equisetifolia withstood the tsunami but did not appear to provide much

protection [206], emphasizing the potential importance of forest density in addition to

individual tree properties. The effect of coastal forest density is further investigated

experimentally and numerically by Iimura and Tanaka [81], Pasha and Tanaka [169]

where the supercritical flow is observed near the downstream of vegetation, which

causes hydraulic jump and hence results in energy loss.
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Apart from forest density, the diameters of the vegetation can also play an

important role since the higher diameter of trees can withstand tsunami wave force

and, therefore, are less prone to breakage. As reported by Tanaka et al. [209], trees (for

e.g., Bauhinia, Zizyphus) with small trunk diameters (0.05− 0.1m) were completely

destroyed by the Indian Ocean tsunami in Sri Lanka, whereas trees with larger trunk

diameters (> 0.3m) can effectively withstand the tsunami wave forcing and trap

the debris of broken trunks. Moreover, the forest density can simultaneously affect

the protection because due to a larger gap between debris, the floating debris can

easily pass through the gap between tree trunks and cause serious damage to coastal

structures. In order to leverage Navier-Stokes-based simulations to improve under-

standing of tsunami impacts on vegetation, Kundu et al. [107] conducted LES and

RANS simulations to analyze the flow hydrodynamics for a different arrangement of

circular vegetation and studied how the characteristics of unsteady wakes generated

behind the cylinders can be affected by multi-cylinder arrangements. Maza et al. [152]

solved the Unsteady Reynolds Averaged Navier-Stokes (URANS) equations to study

the interaction of a solitary wave with vegetation, where vegetation was modeled by

rigid cylinders after the experiments by Huang et al. [74]. The same authors [151]

built a 2D linear model for vegetation motion and simulated the swaying dynamics of

submerged vegetation. An extension to 3D cylinders is presented by Tsai et al. [224]

where a rigid motion of the cylinders is allowed around a fixed point on the ground.

Nevertheless, the above-cited study does not account for cylinder bendability and

elasticity along its length; instead, the swaying motion is captured by fixing the

cylinder with a torsional connector.

While high-fidelity simulations provide a high level of detail regarding the flow

field around submerged vegetation, post-processing is necessary to distill these details

into a simple metric that is indicative of protective benefit. In much of the literature

about the role of vegetation in coastal risk reduction, this metric is inundation
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distance, defined as the horizontal distance that a tsunami reached inland. In fact,

Kerr and Baird [96] criticized field studies focused on associations between vegetation

and damage from satellite data [30, 35] because vegetation did not appear to have a

mitigating effect on inundation distance. However, inundation distance as a metric

of protective benefit might be more valuable in the storm-surge context for which

it was originally introduced by Fosberg and Chapman [47], USACE [227] than for

tsunamis because the main destructive potential of a tsunami is related to the energy

transported, not to the presence of water per se.
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CHAPTER 3

METHODOLOGY

In this section, we present the numerical model adopted in our study. Since we

aim to solve the 3D Navier-Stokes equations of multiphase flow with fluid-structure

interaction (FSI), we rely on the flow solver Alya, a massively parallel multi-physics

finite element solver which is developed at Barcelona Supercomputing Center (BSC).

Alya is built in such a way that each module corresponds to a single set of Partial

Differential Equations. To couple the multi-physics problems, the required modules

should be active and have well-defined interfaces and connection points [232]. Alya

has been tested and used for many years on the leading supercomputers worldwide,

showing nearly-linear scalability of up to 100k CPUs. Also, Alya has the capability to

solve FSI (fluid-structure interaction) problems, which is crucial to the understanding

of the role of flexible vegetation in tsunami wave attenuation. The present chapter

consists of three sections. Section 3.1 describes the two-fluid Navier-Stokes equation,

numerical challenges, and strategy to tackle these challenges. Section 3.2 provides a

brief discussion of different methods of free surface tracking and more discussion on

the model adopted by Alya. In Section 3.3, different schemes to capture solid-fluid

interface and the model employed in the current numerical method are described.

Finally, we describe the different turbulence modeling and wall functions used to

capture turbulence near the wall in Section 3.4.
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3.1 Two-fluid Navier-Stokes Equations

The interaction of a two-phase fluid flow (water and air) in the moving domain Ω =

Ω1 ∪ Ω2 can be characterized by the following incompressible mass and momentum

conservation equations [27]

ρ

[
∂u

∂t
+ (u · ∇)u

]
−∇ · σ = −ρgk,

∇ · u = 0,

(3.1)

where ρ is the density, u velocity vector, p the pressure, µ dynamic viscosity, σ =

−pI + 2µS(u) is the stress tensor, S = 1
2
(∇u + ∇uT ) rate of strain, and g is the

magnitude of the acceleration of gravity which points downwards in the direction of

k = [0, 0, 1]. By replacing the definition of σ in Equation 3.1 we obtain

ρ

[
∂u

∂t
+ (u · ∇)u

]
− µ∇2u+∇p = −ρgk,

∇ · u = 0.

(3.2)

The density, velocity, pressure, and dynamic viscosity are defined as:

u, p, ρ, µ =


u1, p1, ρ1, µ1 x ∈ Ω1,

u2, p2, ρ2, µ2 x ∈ Ω2,

(3.3)

where Ω1 is the subdomain of Ω occupied by the fluid number 1 and Ω2 corresponds

to the subdomain occupied by the fluid number 2. In this problem, fluid 1 and fluid 2

refer to water and air, respectively. The interface between the two phases is tracked

via the level set function ψ. The details of the level set method are explained in

Section 3.2.
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At the two fluids interface Γint, the velocity and the stresses must be continuous.

Thus, defining n as the unit outward normal to the two-fluid interface, the following

conditions have to be fulfilled:

u1 = u2 at Γint,

(σ1 − σ2) · n = 0 at Γint.

(3.4)

The Equation 3.2 is discretized using the finite element method with the Algebraic

Sub-grid scale (ASGS) stabilization scheme [33]. Details on the implementation can

be found in [71, 72].

For large scale problems, the discretized Navier-Stokes equations can be solved

using iterative schemes taking advantage of their relatively low memory requirements

and good parallelization properties. The most common approach is to split the

velocity and pressure equations using fractional steps techniques [171, 178]. However,

these methods can lead to errors due to the splitting, and therefore, artificial boundary

conditions are required for the pressure to achieve pressure stabilization. In the

implementation used in Alya, the pressure Schur complement [225, 226] is used as a

pressure segregation method, which allows to uncouple velocity and pressure in an

efficient way. As described in [71, 72], an Orthomin(1) solver is used to converge

to the monolithic scheme via pressure Schur complement and minimize the Schur

complement residual at each solver iteration, resulting in a well-conditioned system.

This method has proven to be efficient since it uses simple algebraic solvers without

the need for additional complex preconditioners with the capability of scaling up to

thousands of processors.

3.2 Free Surface Tracking in Two-fluid Flows

Interface tracking of two-fluid flows is numerically challenging. The details of different

schemes and the comparisons between them can be found in [173, 216, 223]. In general,
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the methods are broadly classified into two main categories, fixed grid, and moving

grid method. In the fixed grid method, a fixed computational mesh is used where

the free surface is captured via an interface function. In the moving grid method,

[180], the mesh is updated at each time step, and the interface tracking technique is

employed to track the moving interface as the flow evolves. As described by Sethian

and Smereka [193], the overview of these methods is described below.

The moving grid technique

This technique relies on an interface tracking method where the mesh is updated. In

this method, if the interface is parameterized in the way, i.e., Γ(t) = (x(s, t), y(s, t)),

equations for individual components are written (x = (x, y)) as

∂x

∂t
= u,

∂y

∂t
= v.

Instead of using a fixed coordinate system, Navier–Stokes equations are solved based

on a moving grid based on an Arbitrary Lagrangian Eulerian (ALE) formulation,

which will be described in Section 3.3. The motion is approximated by differentiating

with respect to s. The moving grid technique is robust and efficient. Nevertheless,

remeshing of geometry can be required often, which can incur high computational

costs, particularly in 3D complex flow problems.

The fixed grid technique

In the fixed computational domain, the interface capturing method is employed to

approximate the position of a free surface. The interface function can be broadly

defined in two ways which are described below.
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(a) The volume of fluid method (VOF): In this method, the free surface is

defined by a characteristic function χ(x, y, t), where χ is 1 at the fluid domain inside

the interface Γ and zero outside of it. The motion of the characteristic function can

be described by the transport equation as follows

∂χ

∂t
+ u · ∇χ = 0.

In this method, all points inside the interface are advected via the velocity field. This

method discretizes the underlying domain and assigns cells with values that represent

the function χ in those cells. These values are typically zero in the cells occupied by

the fluid 1 and one in the cells occupied by fluid two except in those cells cut by fluid

front, which have χ ∈ [0, 1].

(b) The level set method: This method is similar to the VOF method where a

smooth scalar function is defined, say ψ(x, t) (ψ : R2× [0,∞) → R). However, in this

method, at the interface, ψ is zero, and the motion of the smooth scalar function is

approximated by:

∂ψ

∂t
+ u · ∇ψ = 0. (3.5)

In Alya, the level set has been implemented based on defining a smooth scalar function

as described above. Here, the scalar function ψ(x, t) is defined over the computa-

tional domain Ω that is divided into subdomains Ω1 and Ω2 and allows to represent

the interface implicitly. The positive values are assigned in the subdomain Ω1, and

negative values are assigned to the points belonging to subdomain Ω2. The initial

condition of ψ(x, t) is defined as

ψ0 = ψ(x, t = 0).

The initial condition ψ0 is required to define the initial fluid front position. The free

surface position is characterized by the iso-value contour ψ(x, t) = 0.
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In the numerical solution of the level set equation, since the main idea is to have

the function ψ = 0 at the interface between two fluids, a signed distance function

(|∇ψ| = 1) is used to avoid having a function with large gradients. As the flow

evolves, ψ changes and needs to be reinitialized in order to remain a signed distance

function. This reinitialization can be achieved via redefining ψ for each node of the

finite element mesh with the equation given below:

ψ = sgn(ψ0)d,

where ψ0 is the non-smoothed value of ψ, d is the distance from the node belonging

to the fluid front, and sgn() stands for the signum of the parameter. The distance d is

calculated via a geometrical method based on skd-tree, which is described in detail by

Khamayseh and Kuprat [100]. This method involves searching a minimum distance

between the node and the surface mesh during the reinitialization of the level set.

However, this search can increase the computational cost significantly for a high grid

density. Therefore, parallelized bounding volume hierarchy is used to speed up the

search, which splits the bounding volume based on the number of cores and reduces

computational costs.

In Equation 3.3, material properties are defined for two-fluids Navier-Stokes

equations. Nevertheless, the material properties need to be smooth in the interface

between two fluids; hence these parameters (µ , ρ) need to be approximated. To avoid

the sharp changes of these parameters across the fluid interface, a Heaviside function

is used [202] for smearing:

Hϵ(ψ) =


0 if ψ < −ϵ

1
2
+ ψ

2ϵ
+ 1

2π
sin(πψ

ϵ
) if − ϵ ≤ ψ ≤ ϵ

1 if ψ > ϵ

(3.6)
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where ϵ is a tunable parameter that is proportional to the spatial-mesh size. In Alya,

ϵ is set as three times the grid spacing along the normal direction with respect to the

free surface (ϵ = 3∆x).

3.3 Fluid-Structure Interaction

Over the years, the fluid-structure interaction (FSI) problem has drawn significant

attention because of its presence in many physical, biological, and industrial systems

[e.g., 3, 6, 24, 61, 125, 213]. When a solid body is deformed by the action of fluid

flowing around it, the structure displaces this same fluid and modifies the flow itself.

In order to take this into account, a two-way coupling is used to capture both the

effect that the flow has on the solid body and the effect that the solid body has on

the flow. As the solid body deforms, we update the solid-fluid interface at every time

step as sketched in Figure 3.1. More details on how to formulate two-way-coupled

fluid-structure interaction can be found in Bungartz et al. [22] and Bazilevs et al. [8].

One of the main challenges in the numerical simulation of FSI problems is the

treatment of the solid-fluid interface, where the physical coupling conditions need

to be implemented. There are mainly two ways to achieve the correct modeling

of the physical situation. The first one is the monolithic approach, in which the

flow and structural equation are discretized simultaneously and combined to form a

global system. The advantage of this method is that it is robust and produces very

accurate results. But, the monolithic approach does not allow the use of independent

preexisting solvers for the fluid and the solid component of the problem. Examples

of the use of the monolithic approach can be found in the works in [67, 76].

The second method is the partitioned or staggered approach, where the problem

is solved separately. The solution to the full problem is achieved by implementing

a suitable coupling algorithm between the solid and fluid problems. This approach

allows the use of each solver independently [44, 45]. As in the free surface tracking

problem described before, the tracking of the solid-fluid interface is a challenging task,
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(a) Fluid domain Ω and solid
domain Π separated by interface Γ.

(b) Solid deformed by fluid flow
resulting in moving interface.

Figure 3.1 Two-way FSI: Fluid domain Ω is separated from the solid domain Π by
an interface Γ, which is updated at every time step once the solid body is deformed.
The new position of interface Γ

′
is tracked via Arbitrary Lagrangian Eulerian (ALE)

formulation.

and different means can be used to achieve it. One possible approach is the interface

capturing technique, in which fluid and solid equations are solved in a fixed grid,

and an interface function has to be calculated to mark the position of the interface.

Another approach is the interface-tracking technique, where the grid moves to track

the interface position. In Alya, the staggered approach has been implemented along

with the interface tracking technique to track the solid-fluid interface. One of the most

common methods to treat the moving boundary problem is the Arbitrary Lagrangian

Eulerian (ALE) formulation, in which fluid equations are written in a moving Eulerian

reference system and cast into a moving grid that captures the moving interface. The

movement of the interior grid points is characterized through a partial differential

equation. For details, see the examples of the ALE formulation in [108, 146].

For an incompressible fluid, the Navier-stokes equations (see Equation 3.2) are

coupled with Euler equations for solid dynamics, which are given below:

ρs
∂2ds
∂t2

= ∇ ·P+ b, (3.7)

where ρs is the density of solid, ds represents the displacement field of the solid,

P indicates the first Piola-Kirchhoff stress tensor, and b is the body forces vector.
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All the parameters and derivatives are defined using the Lagrangian formulation.

This system of equations has to be solved with appropriate boundaries and initial

conditions. At the fluid-solid interface, dynamic coupling conditions are imposed to

maintain continuity in kinematic and dynamic quantities, which means that:

df = ds,

tf = −ts,

uf =
∂df
∂t

,

(3.8)

where df is the displacement of the solid interface inside the fluid domain and tf

and ts are the traction vectors on the fluid-solid interface by the fluid and the solid

respectively, uf corresponds to the velocity of the fluid.

The fluid equations (Equation (3.2)) casted in the ALE formulation are

ρf
∂uf
∂t

+ ρf [(uf − um) · ∇]uf − µf∇2uf +∇pf = −ρfgk,

∇ · uf = 0,

(3.9)

where uf represents the fluid velocity, ρf is the fluid density, and um corresponds to

the domain velocity, which is obtained from the domain displacement dm, computed

as the solution of a diffusion equation as stated below

∇ · [cm∇dm] = 0, (3.10)

where cm is a diffusion coefficient that is computed element-wise in order to control

the stiffness of the elements. In this equation, cm is a discontinuous function that is

computed as

cm = AR/V,

where AR is the aspect ratio, and V is the volume of the element. For the solid

dynamics problem, we discretize the Euler equation (see Equation (3.7)) using a
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standard Galerkin method for large deformations with a Newmark time integration

scheme, details of the numerical strategy can be found in [12] and [26]. The FSI

problem in Alya is solved with an iterative staggered multi-code approach. As

mentioned earlier, the staggered approach requires the proper use of a coupling

approach between fluid and solid mechanics problems. There are two coupling

algorithms proposed by Cajas et al. [23]: Gauss-Seidel and Jacobi algorithms. Both

algorithms are tested, and the Gauss-Seidel algorithm is found to converge faster than

the Jacobi algorithm. Hence we use a strong Gauss-Seidel coupling algorithm with

an Aitken under-relaxation factor [38]. In each time step, we solve the fluid flow first

to calculate the loads on the deformable structure required in the solid mechanics

solver. We then solve the solid mechanics problem, and the new position of the body

is sent back to the fluid mechanics solver. Convergence is reached when the residual

of successive coupling iterations is less than the residual of coupling parameters.

For the detailed implementation of the FSI algorithm in Alya, see the works

by Cajas et al. [23], who assess the parallel performance of the coupled code by

conducting scalability tests for 30 million elements using 1280 MPI processes.

3.4 Turbulence Modeling

In the current study, we implement large eddy simulation (LES) to capture turbulence,

and the small-scale eddies near the walls are treated via wall-modeled large eddy

simulation (WMLES). Both methods are described below.
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3.4.1 LES

In LES, large scales are computed explicitly, whereas the small scales are modeled via

sub-grid scale (SGS) modeling [e.g., 117, 174, 188]. The small-scale motion from the

main velocity field is extracted by spatial filtering using a grid filter kernel G with

filter width ∆. When a filtering operation is applied for any vector or scalar quantity

γ(x)

γ(x) = γ(x) + γ′(x),

where the barred values are the filtered, resolved values that are separated from the

un-resolved primed quantities at the sub-grid scale. If we apply the filtering operation

to Equation 3.9, the filtering operation introduces a new unknown term, which is

known as the SGS stress tensor [188]. After filtering, the modified equation becomes

ρf
∂uf

∂t
+ ρf [(uf − um) · ∇]uf − µf∇2uf +∇τ sgsi +∇pf = −ρfgk, (3.11)

Here, τ sgsf = (uu)f − (u u)f is the subgrid-scale stress tensor. SGS stress term needs

to be modeled using a subgrid-scale model, and for modeling the SGS stress tensor,

different methodologies can be adopted. The most popular method is based on the

Smagorinsky model [198]. The main disadvantage of this model is that it suffers from

over-prediction of sub-grid viscosity as the wall-normal distance approaches zero.

Another approach is the WALE model (Wall Adapting Local Eddy Viscosity) [162],

which is based on the square of the velocity gradient tensor and exhibits a proper

near-wall behavior. There are other models available such as the Vreman turbulence

model [231] and dynamic SGS model [52, 142] etc. In the current study, the Vreman

turbulence model with a model constant cvr = 0.1 is used in all of the simulations.

Classical LES incurs a high computational cost when modeling a turbulent

boundary layer near the wall. Since a higher grid density is required as the size of

the smallest turbulent eddies is dependent on the viscous length scale [113], higher
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computational resources are needed, particularly in the near-wall region. Therefore,

to reduce the dependency on higher grid density near the wall, WMLES is adopted,

which is described in the next section.

3.4.2 Wall modeled large eddy simulation (WMLES)

To reduce the dependency on friction Reynolds number near the wall, Wall Modeled

Large Eddy Simulation (WMLES) is adopted by many researchers [e.g., 4, 19, 46,

87, 126]. In WMLES, the grid used in the LES solver covers the whole domain and

satisfies the standard LES resolution requirements at the outer boundary layer. In

order to resolve the inner boundary layer, two main approaches have been developed:

RANS/LES hybrid approach and the wall stress modeling approach. For details

in RANS/LES hybrid approach, please see the works in [9, 55, 113, 197, 215]. In

this study, the wall-stress modeling approach is used, in which an auxiliary wall-

stress model is applied to resolve the inner boundary layer (viscous layer and log

layer). This wall stress model requires the instantaneous LES velocity to produce the

instantaneous wall stress as the output, which is then again parsed to the LES solver

as a boundary condition. Even if the researchers applied the wall model to solve the

turbulent boundary layer near the wall, there are a number of issues in WMLES. One

critical issue is that the LES is under-resolved at first off the wall grid points. Kawai

and Larsson [92] proposed a solution that the sampling height should be chosen in

such a way that spatial (grid) resolution should be below the value of the sampling

height, improving the prediction of wall shear stress. The main advantage of using

WMLES is that grid spacing is directly proportional to the friction Reynolds number,

drastically reducing the computational cost compared to classical LES.

In the classical finite element approach, the grids near the wall are ignored,

which means it is assumed that a very thin region exists close to the wall, which

is excluded from the mesh. In Figure 3.2, it can be seen that the mesh starts at a

distance, d, from the wall. The thin region between the wall and the mesh is modeled
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(a) (b)

Figure 3.2 Wall modeling approach (left) classical FE approach and (right) adapted
approach extracted from Owen et al. [167].

using Reichardt’s extended law of the wall. The velocity measured at a distance d

from the wall is used to calculate the wall shear stress. According to Larsson et al.

[113], this classical FE approach is equivalent to the hybrid LES/RANS model since

the LES grid does not extend to the wall, as shown in Figure 3.2 (a). Owen et al.

[167] showed that the classical finite element approach for resolving the turbulent

boundary near the wall gives poor results and is not recommended. Lehmkuhl et al.

[115] improved the classical FE approach by adapting the implementation of the

classical finite volume and finite difference method where the LES mesh extends to

the wall. This adapted method can be equivalent to the wall-stress model, which

shows better results. Figure 3.2 shows the difference between classical FE and the

adopted method.

In the present study, we use the method adopted by Owen et al. [167] and

Reichardt’s extended law of the wall [182] as a wall function.

u+ =
1

κ
ln(1 + κy+) + 7.8(1− e−

y+

11 − y+

11
e−0.33y+), (3.12)

where u+ = u
uτ

is the dimensionless velocity, y+ = yuτ
ν

is the dimensionless wall

distance, uτ =
√

τw
ρ

is the friction velocity, τw is the wall shear stress, ν is the

kinematic viscosity and κ = 0.41 is the von Kárman constant.
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CHAPTER 4

NUMERICAL SETUP

In this chapter, the setup of numerical experiments is described. We validate

numerical code against two experimental studies in Section 4.1. Next, we modify

our setup in order to accommodate multiple cylinders, which are modeled as trees

representing emergent plants with rounded stems. To reduce the computational cost,

we scale down the tsunami and tree parameters using non-dimensional parameters,

which are described in Section 4.2. Since our study relies on the investigation of

tsunami flow energy damping performance, we adopt a reduction in energy flux as a

metric of tsunami energy attenuation. Therefore, we calculate energy flux reflection

and dissipation, which is described in Section 4.3.

4.1 Model Validation

We select two experimental analyses to validate the numerical model. We use

Benchmark I mainly to validate our simple dam break computation without any

obstacles. We choose Benchmark II to assess our model in the presence of obstacles.

We also use Benchmark II to justify the grid size employed in other simulations since

we use the same setup from the experimental analysis in Benchmark II and conduct

our numerical studies for multi-cylinder configurations.

4.1.1 Benchmark I

Martin and Moyce [144] executed a comprehensive set of measurements to characterize

the dynamics of a collapsing liquid column on a rigid horizontal plane. We use the

experimental data to validate our flow solver in the absence of obstacles. The choice

of Benchmark I is well suited to validate a numerical model because, as observed by

Martin and Moyce [144], the measurements were not influenced by either viscosity
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Figure 4.1 Benchmark I: Qualitative comparison of the numerical results of the
collapsing column against the lab photographs of Martin and Moyce [144].

Figure 4.2 Benchmark I: Computed front position against the measurements by
Martin and Moyce [144].
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or surface tension. As a consequence, they can be generalized across scales for both

viscous and inviscid flows. The experimental setup consists of a water column, where

a is the initial depth of the water column and the initial horizontal distance of the

water column from the upstream wall. To compare the numerical results against the

measurements, we define the following non-dimensional quantities:

H∗ = z/a,

t∗ = t
√
g/a,

(4.1)

where z is the distance of the bore front from the upstream wall. In the current

configuration, a = 0.05715m.We compare the time evolution of the collapsing column

at t∗ = 1.8553 and t∗ = 2.3191 in Figure 4.1 against the experiments by Martin and

Moyce [144]. Figure 4.2 shows the quantitative comparison of the front position

versus the non-dimensional time. In Figure 4.2, the time axis starts at t∗ = 0.5

because the experimental data is available only from t∗ = 0.5. As per Equation

4.1, the dimensional time t is 0.038 s at t∗ = 0.5, which is the time gap between

dam column collapse and recording data caused due to limitation of the experimental

setup.

Figure 4.3 Benchmark II: Schematic illustration of numerical testing flume with a
cylinder for model validation used in the physical experiment by Arnason et al. [2]

4.1.2 Benchmark II

For Benchmark II, we compare the output of our code against the experimental data

of Arnason et al. [2]. As sketched in Figure 4.3, flow is generated by the opening of a

gate that releases a column of water with an initial depth of 0.25m. The collapsing

water column forms a bore that flows downstream over a uniform, thin water layer
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with a depth of 0.02m and around a cylinder located at X = 11.1m. The diameter of

the cylinder is 0.14m. The initial water column in the upstream region is separated

from the downstream water by the gate, which is situated at 5.9m from the upstream

wall. The domain used in the experiment is 16.6m long, 0.6m wide, and 0.45m deep.

We conduct our tests for two different grid resolutions. Table 4.1 shows how the

grid setups differ for fine as compared to coarse resolution. We compare the evolution

of the water depth for the fine and coarse grid along the streamwise direction from

the cylinder leading edge in Figure 4.4. In the coarse grid setup, the maximum bore

depth at the cylinder leading edge reaches around 0.225m at 3.6 s. In comparison,

Arnason et al. [2] reported a maximum bore depth of 0.27m at 3.5 s. Our computation

underestimates the water depth at this coarse grid resolution and is unable to capture

the water level rise after the bore impact due to numerical dissipation.

Figure 4.4 Comparison of the evolution of water surface elevation along the
streamwise direction from the cylinder leading edge. Left: Fine mesh scheme. Right:
Coarse mesh scheme.

In the fine grid resolution setup, the bore hits the cylinder at 3 s, and the water

level increases at the cylinder leading edge due to reflection. The bore reaches a

maximum of 0.268m at 3.5 s, closer to the maximum water level observed in the

experimental study than for coarse grid resolution.
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Figure 4.5 Comparison of the time evolution of velocity magnitude at X = 11.1m.

Arnason et al. [2] also conducted an experimental analysis without the cylinder

and recorded the depth-averaged velocity at X = 11.1m. We simulate the flow

without the cylinder for the fine grid size of 0.0075m as shown in Table 4.1. We

then compare the time evolution of depth-averaged velocity against the experimental

data. Figure 4.5 shows the comparison between the numerical and experimental

data. Before the bore arrival (t = 2 − 3.7 s) at X = 11.1m, a negligible discrepancy

of velocity exists between numerical analysis and laboratory experiment. The free-

surface evolution is more error-prone because of the drastic change in flow velocity

during column collapse. Once the bore reaches the cylinder upstream of the wall,

the numerical result approaches the average position of the velocity-time curve of the

experiment.

4.2 Numerical Experiments

We carry out numerical experiments for different vegetation parameters such as elastic

moduli, diameters, and stem spacing to identify how the presence of tree trunks

alters the energy fluxes. The details of the numerical flume setup, non-dimensional

parameters, and energy balance calculations are described in the following sections.
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Table 4.1 Comparison of Maximum Water Surface Elevation at Cylinder
Upstream Edge of Numerical Study Against the Laboratory Data

Method Number of
elements

Grid size (m) hmax (m)

Experiment - - 0.27

Numerical: Coarse
grid resolution

2× 106 0.025 0.22

Numerical: Fine
grid resolution

12× 106 0.0075 0.268

4.2.1 Size of the numerical flume

We modify our numerical setup used to validate our simulations against the experi-

mental results by Arnason et al. [2] to accommodate multiple cylinders in the domain

along the spanwise direction. The modified testing flume is 20.6m long, 0.8m wide,

and 0.45m deep. The dam depth at the upstream reservoir is 0.18m, and in the

downstream region, the initial water depth is 0.02m water depth. We increase the

streamwise length of the domain to avoid wave reflection at the end wall and the

domain width to minimize the blockage effect between the lateral walls and cylinders.

We use the same grid setup as summarized in Table 4.1 to carry out the simulations

for multi-cylinder configurations. The sketch of the numerical testing flume is shown

in Figure 4.6.

4.2.2 Boundary conditions

The lateral, left, right, and top walls are assigned a no-flux boundary condition with

free slip. We apply a no-slip boundary condition at the cylinder wall and at the

bottom surface through the wall-modeled LES approach described in Section 3.4.2.
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Figure 4.6 Schematic illustration of numerical testing flume used for multiple
cylinder configurations with cylindrical columns. Top: XZ plane (front view) of the
flume showing the dam depth at the upstream and downstream regions. Bottom: XY
plane (top view) of the flume and SP corresponds to the center-to-center distance
between the cylinders, and W is the width of the domain.

4.2.3 Scaled parameters of tsunami bore generation

The onshore height of a tsunami bore can vary from 2m to 15m based on the tsunami

intensity scale [e.g., 78–80, 82, 83]. In this study, we only consider small to inter-

mediate wave heights to reduce the computational cost. Since the grid size of the

numerical model needs to be sufficiently small to capture the small-scale eddies, the

computational cost increases dramatically with the scale difference between eddies

and tsunami height. To simulate tsunami propagation, we scale down the computa-

tional model using the scale factor SF = 1 : 60. A tsunami bore height of 4.5m,

inferred for the Indian Ocean tsunami by Lavigne et al. [114], then corresponds to

span-averaged bore height havg of 0.075m in the scaled simulations. Following the

method presented by Arnason et al. [2], we estimate the initial dam depth as 0.18m

based on the onshore tsunami depth in the scaled simulations.
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Table 4.2 Scaled Tsunami Parameters in the Simulations

Tsunami parameters Real scale
parameters

Scaled model
parameters

Onshore bore depth: havg (m) 4.5 0.075

Onshore bore velocity: uavg (m/s) 7.9 1.02

Vegetation diameter: D (m) 0.4− 1 0.035− 0.14

Vegetation Height: H (m) 15 0.4

Modulus of elasticity: E (Pa) 108 − 1010 104 − 106

Non-dimensional modulus of elasticity:
E∗ = E/ρfu

2
avg

3×103−3×105 20− 2× 103

Froude Number: Fr = uavg/
√
ghavg 1.2 1.2

Reynolds Number: Reh =
uavghavg

ν
26× 106 5.6× 104
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Our approach to scaling ensures that the Froude number is approximately the

same in a field setting as in our scaled simulations. We also define the Reynolds

number, Reh, and both non-dimensional parameters, Fr and Reh, are calculated

based on the characteristic length havg to ensure consistency in our scaling used,

defined as follows.

Fr = uavg/
√
ghavg, Reh =

uavghavg
ν

,

where havg and vavg are the span-averaged bore depth, and velocity, respectively, and

ν corresponds to the kinematic viscosity of water, which is 10−6m2/s. When the bore

reachesX = 11.1m at t = 4 s. This location corresponds to the cylinder location when

the cylinders are present, but we evaluate havg and vavg for the case without cylinders

to compute Fr and Reh. The reason is that we do not see significant changes in

average bore depth along the streamwise direction when no cylinder is present. The

quantities havg and vavg describe the bore as it propagates on a flat surface. Our

non-dimensional numbers hence target the scales characterizing the incoming bore

before it interacts with the cylinders.

We prioritize scale similarity in the Froude number because it is an important

parameter for onshore tsunami propagation and other free-surface flows, particularly

where hydraulic jumps occur [28, 63]. A tsunami generally flows inland as a super-

critical flow characterized by Fr > 1. Different studies proposed different ranges of

Froude numbers. For example, Kawata et al. [93] suggested a range of 0.7 − 2 for

the Froude number based on field surveys conducted for past tsunamis. Similarly, a

study by Foytong et al. [48] found Froude numbers between 1 and 1.5. Informed by

these estimates, we use Fr = 1.2 for all simulations, calculated based on the tsunami

inflow condition before impact on the cylinders. We keep the inflow condition the

same for all simulations, implying that Fr is the same for all cases (see Table 4.2).
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The main drawback of ensuring scale-similarity in the Froude number is that

the Reynolds number in our simulations is lower than it would typically be in the

field. The Reh is 5.6× 104 for scaled model as compared to > 106 on the field. The

difference is certainly significant, but Re can vary enormously in the field and changes

during the inundation as the flow loses energy. In the scaled simulation, the initial

bore depth is the same for all configurations, resulting in the same value of Reh for all

configurations. We present the vegetation parameters such as vegetation diameter,

height, and modulus of elasticity for scaled and non-scaled simulations in Table 4.2.

The choice of those parameters is described in detail in Section 4.2.4.

Table 4.3 List of Non-dimensional Parameters

Non-dimensional parameters Values considered

Vegetation flow parameter: V FP = E∗IBD
ρrhavgH3SP 2 90− 225

Roughness density: λf = aH 0.28− 2

Vegetal parameter: V P = BD
SP 2 1.4− 5.7

Solid volume fraction: ϕ = π
4
aD 0.2− 0.35

4.2.4 Different parameters of multiple cylinder configurations

We model trees as cylinders following Nepf [160], who also approximated emergent

plants with rounded stems as circular base cylinders. To incorporate the tree

parameters into the cylinders, we choose the properties of hardwoods such as pine,

oak, and maple trees. The diameters of trees in the coastal forest can vary depending

on the canopy height and age. Based on the study by Bingham and Sawyer [17], and

Tanaka [207], we choose a range of diameters between 0.4−1m and a trunk height, H,

of 15m. Since we intend to study the effect of different trunk diameters on the energy

budget, we keep the trunk height constant for all the scenarios. According to the field
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investigation conducted by Pasha et al. [170], Rodŕıguez et al. [185] coastal forests can

be dense, intermediate, and sparse based on the SP/D ratio (SP is the gap between

the trees along a cross-stream direction and D is the diameter), which can vary from

1.1 − 5. In this study, we mainly use dense and intermediate arrangements where

SP/D is 1.5 and 2. To study how trunk’s stiffness affects the energy balance, we

choose Young’s modulus E, which is approximately 108− 1010 Pa [59] for hardwoods.

Since we scale down the tsunami flow parameters, the tree parameters must

be scaled down as well. The main challenge is to scale the modulus of elasticity so

that the deflection of cylinders will be correctly captured. Scaling the modulus of

elasticity using the scale factor SF = 1 : 60 may not be correct because, apart from

the modulus of elasticity, rigidity also depends on the moment of inertia. Since we are

using the multi-cylinder configuration for different diameters and once the diameter

increases, rigidity also increases, instead of scaling the modulus of elasticity directly,

we scale down the flexural rigidity EI. A similar approach was implemented by

Lakshmanan et al. [110], where rigidity was scaled using a non-dimensional vegetation

flow parameter V FP expressed as

V FP ≡
(

E∗IWD

ρrhavgH3SP 2

)
, (4.2)

where H is the tree height, I = πD4/4 is the moment of inertia, W is the bed width,

SP is the center to center distance between the cylinders, E∗ = E/ρfu
2
avg is the

non-dimensional modulus of elasticity, ρr = ρs/ρf , ρs is the tree trunk density which

is 500 kg/m3 and ρf is the fluid density (1000 kg/m3).

We choose hardwood trees such as pine as a reference point for our scaling.

First, we calculate V FP based on the field parameters reported in Table 4.2 with the

range of V FP shown in Table 4.3. Then, the scaled dimensional modulus of elasticity

of the model can be calculated as

47



T
a
b
le

4
.4

C
on

fi
gu

ra
ti
on

D
et
ai
ls
of

C
y
li
n
d
er

P
ar
am

et
er
s
in

S
ca
le
d
S
im

u
la
ti
on

s

V
eg
et
at
io
n
co
n
fi
gu
ra
ti
on

s
O
n
e
cy
li
n
de
r

T
w
o-
cy
li
n
de
r

F
ou

r-
cy
li
n
de
r

S
P
/D

=
1.
5

S
P
/D

=
2

S
P
/D

=
1.
5

S
P
/D

=
2

D
ia
m
et
er

(D
)
(m

)
0.
14

0.
07

0.
03
5

S
P
(m

)
-

0.
10
5

0.
14

0.
05
25

0.
07

ϕ
-

0.
35

0.
14

0.
35

0.
07

λ
-

1
0.
2

2
0.
2

A
b
=
n
π
D

2
/4

(m
2
)

0.
01
54

0.
00
38
4

0.
00
19

S
ca
le
d

m
o
d
u
lu
s

of

el
as
ti
ci
ty

(P
a)

1
×
10

5
,5

×
10

4
,1

×
10

4
5
×

10
5
,1

×
10

5
,5

×
10

4
5
×

10
6
,1

×
10

6
,5

×
10

5

M
ax

im
u
m

d
efl
ec
ti
on

(m
)

0.
01

0.
02

0.
05

48



Es =
hsavgH

3
su

2
savgSP

2
s

IsWsDs

V FPreal−scale , (4.3)

where subscript s refers to the scaled parameters. According to Equation (4.3), the

modulus of elasticity is then in the range of 0.01 − 1GPa and the diameters are in

the range of 0.035− 0.1m for the three different configurations in Table 4.4.

We choose three different sets of diameters and vary the number of cylinders in

such a way that the cumulative diameter of all cylinders remains the same. We set

the diameter of a single diameter to 0.14m and reduce the trunk diameter for multiple

cylinders by cylinder number. For example, the trunk diameter for four cylinders is

0.14/4 = 0.035m (see Table 4.4). However, the flow blockage area, which is defined

as Ab = nπD2/4 where n is the number of cylinders, is different for each cylinder

configuration. We vary the gap between the cylinders to investigate how the spacing

between the cylinders will affect the energy reflection and dissipation. We use three

different moduli of elasticity for each cylinder configuration. We choose the scaled

modules of elasticity based on the range of V FP parameter mentioned in Table 4.3

In addition to V FP , we also have to scale the forest density, as reviewed by

Nepf [160].Assuming fully emergent vegetation, the non-dimensional measure of the

forest density is the solid volume fraction [see 237].

ϕ =
π

4
aD,

where a = D/SP 2 is the frontal area per canopy volume for a given diameter D,

and SP is the average distance between two consecutive stems. The parameters

a and ϕ vary as a function of the tree diameter and spacing between the trunks.

We vary the gap between the cylinders to investigate how the spacing between the

cylinders will affect the energy reflection and dissipation. We use two cases of different

cylinder gaps, SP/D = 1.5 and SP/D = 2, which gives a range of ϕ presented in
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Table 4.3. If we consider the tree height instead of the diameter, the non-dimensional

canopy density is represented by the roughness density, which is defined as λf = aH,

where H is the canopy height. The range of both parameters is shown in Table 4.3.

For each set of cylinder gaps, the solid volume fraction is constant in multi-cylinder

configurations, whereas the roughness density varies as the diameter of the cylinders

changes. Table 4.4 shows the solid volume fraction and roughness density for each

configuration. As reported by Mazda et al. [153], ϕ can reach up to 0.45 for dense

mangrove forests. In the current configurations, since we are using pine forests as

reference tree parameters, the value of ϕ should be lower than for mangrove forests.

In our study, the solid volume fraction ranges from 0.2 to 0.35.

4.3 Energy Flux

The energy flux at a particular location gives information about how much energy

is available for mixing and transport [133]. To quantify the protective benefits of

tsunami mitigation, we calculate the energy flux at different streamwise locations

[128, 229]. We take the dot product of u with the momentum equation and multiply

the continuity equation by gz, and sum them up as described in Venayagamoorthy

and Fringer [228]. The kinetic and the potential component of the flux are then given

by

kf = uq, pf = ugz, (4.4)

where q = u · u/2 is the kinetic energy per unit mass. We only consider the

kinetic and potential components because we do not observe noticeable differences in

energy flux from the pressure term. Since we aim to investigate the energy budget

along the flow or streamwise direction, we calculate the depth-integrated energy flux

and then again integrate along the spanwise direction.
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We then normalize the depth and the span-integrated energy flux by the width

of the domain so that the energy flux will only vary along the horizontal direction.

We write:

Fk =

∫ Y
0

∫ H
0

kf dy dz

W
, Fp =

∫ Y
0

∫ H
0

pf dy dz

W
, (4.5)

where H is the water depth, W is the width of the domain (see Figure 4.6), and FK

and Fp are, respectively, the depth and span-integrated kinetic and potential energy

flux. Since the depth and span-integrated energy fluxes vary along the horizontal

direction, we refer to them more simply as “horizontal energy fluxes”. As the flow is

transient, we calculate the cumulative time-integrated fluxes as shown below.

Fkt =

∫ t

0

Fk dt, Fpt =

∫ t

0

Fp dt,

Ft = Fkt + Fpt ,

(4.6)

where Ft is cumulative time-integrated total energy flux.

Figure 4.7 Location of transects at different streamwise locations for calculation of
energy flux.

We take two transects in the streamwise direction to calculate the reflected

horizontal energy flux. Transect T-I is taken at X = 8m whereas another transect

T-II is closer to the cylinder leading edge at X = 11m (see Figure 4.7). If there is

any reflection, the energy flux will be reduced at T-I due to the reflected wave arrival.

We integrate the horizontal energy flux over the flow period (see Equation (4.6)) at

T-I and T-II to identify reflection, where the flow period corresponds to the time

interval between the bore arrival at the transect and end wall. Finally, we calculate

51



the reflected cumulative horizontal energy flux by taking the difference between the

cumulative horizontal energy flux at T-I and T-II.

Fk
R = FktI

− FktII
, Fp

R = FptI
− FptII

, (4.7)

where Fk
R and Fp

R are the reflected cumulative horizontal kinetic and potential energy

flux, respectively. To compare how much energy is lost due to reflection with respect to

the incoming energy flux, we obtain the reflected energy flux coefficient by normalizing

kinetic and potential energy flux by the cumulative time-integrated total horizontal

energy flux at T-I, which is calculated as:

ϕk
R =

Fk
R

FtI

, ϕp
R =

Fp
R

FtI

, (4.8)

Figure 4.8 The percentage of energy lost between T-I and T-II for “without
cylinder.”

NOTE: While traveling from section I to section II, the bore loses its energy due

to dissipation. To check whether the energy lost due to dissipation has a significant

effect on energy reflection, we first conduct our simulation without the cylinder to

compute how much energy is dissipated between sections I and II (see Figure 4.8). As
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we can see from figure 4.8, the amount of energy flux lost due to dissipation is very

small. Only 0.06% of energy is dissipated between section I and section II. Therefore,

energy dissipation has a negligible effect on energy flux reflection calculation.

For energy flux dissipation, we calculate the cumulative horizontal energy flux

at T-III, which is located behind the cylinder trailing edge, and at T-IV, located at

2m from the cylinder trailing edge (see Figure 4.7). To calculate the dissipation,

we choose a separate transect T-III because once the bore hits the cylinder and the

reflected wave passes through T-II, the energy lost between T-II and T-IV will not

identify the energy lost due to dissipation only. We thus choose a separate section at

the cylinder trailing edge (T-III) to identify the dissipation. We then calculate the

dissipated cumulative horizontal energy flux by subtracting the cumulative energy

flux at the T-III and T-IV, as shown below.

Fk
D = FktIII

− FktIV
, Fp

D = FptIII
− FptIV

, (4.9)

where FkD and FkD are the cumulative dissipated kinetic and potential energy flux,

respectively. Similarly, we define the energy flux dissipation coefficient as:

ϕk
D =

Fk
D

FtIII

, ϕp
D =

Fp
D

FtIII

, (4.10)

Since the bore generated in the wet bed reaches the transects (T-I, T-II, T-III, T-IV)

located at different streamwise locations at different times, it is important to apply

the time shift while calculating the energy flux difference between the transects. In

the present simulation, the bore passes through the T-I (located at X = 8m) at

t = 3.4 s and reaches T-II at t = 4 s. To compare and calculate the cumulative energy

flux difference, we apply the time shift to the T-I to synchronize the bore arrival time

with T-II. We implement the time shift in T-III and T-IV as well to calculate the
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energy dissipation. Table 4.5 summarizes the energy flux parameters calculated in

this study.

Table 4.5 List of Different Energy Flux Parameters

Energy flux coeffi-
cients

Reflected and dissipated
energy flux

Kinetic and potential
energy flux

ϕk
R =

Fk
R

FtI
Fk

R = FktI
− FktII

Fkt =
∫ t
0

∫ Y
0

∫H
0 uq dy dz

W
dt

ϕp
R =

Fp
R

FtI
Fp

R = FptI
− FptII

Fpt =
∫ t
0

∫ Y
0

∫H
0 ugz dy dz

W
dt

ϕk
D =

Fk
D

FtIII
Fk

D = FktIII
− FktIV

Fkt =
∫ t
0

∫ Y
0

∫H
0 uq dy dz

W
dt

ϕp
R =

Fp
R

FtI
Fp

R = FptI
− FptII

Fpt =
∫ t
0

∫ Y
0

∫H
0 ugz dy dz

W
dt

ϕp
D =

Fp
D

FtIII
Fp

D = FptIII
− FptIV

Fpt =
∫ t
0

∫ Y
0

∫H
0 ugz dy dz∫ Y
0 dy

dt
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CHAPTER 5

RESULTS

In this chapter, we present our findings in terms of energy flux reflection and

dissipation coefficient as described in Section 4.3 for different cylinder parameters.

Section 5.1 and 5.2 describe the effect of rigidity in energy reflection for single and

multi-cylinder configurations. We also show the water surface profile evolution at the

cylinder upstream edge to compare the wave reflection for different cylinder gaps in

section 5.3. Section 5.4 and 5.5 describe the effect of bendability and multi-cylinder

configuration in energy flux dissipation and turbulent kinetic energy reduction.

5.1 Rigidity Enhances Energy Reflection for a Single Cylinder

Energy reflection is one of the primary means of attenuating tsunami waves [128].

When the bore hits the cylinder, part of its energy is reflected. To identify the

reflection, we show the free surface profile at different flow times for one cylinder in

Figure 5.1. At t = 4 s, the bore front reaches the cylinder upstream face with a bore

depth of approximately 0.075m. As the bore continues to propagate, the bore depth

at the cylinder’s upstream face continues to increase due to flow blockage and reaches

a maximum of 0.14m before reflection begins. At the downstream side, the split flow

joins and begins to form a turbulent wake, whereas the reflected wave flattens out

towards the sides of the flume and continues to propagate back upstream (see Figure

5.1b).
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(a) One cylinder: D = 0.14m, E = 1× 104 Pa

(b) One cylinder: D = 0.14m, E = 1× 104 Pa

Figure 5.1 Velocity profile and cylinder displacement of one-cylinder configuration
for E = 1× 104 Pa at different flow time. (a) The flow structures when the cylinders
show the maximum deflection. (b) The velocity profile and cylinder displacement
when the bore wave flows further downstream.
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Figure 5.2 The time evolution of energy reflection flux coefficient of one cylinder
for different elastic moduli and constant Reh = 2.8×104. ϕkR: Reflected kinetic energy
flux coefficient. ϕpR: Reflected potential energy flux coefficient.

To quantify energy reflection, we calculate the energy flux reflection coefficients

as described in Section 4.3. To study how reflection varies with vegetation properties,

we compute the reflected energy flux coefficients for different elastic moduli. Figure

5.2 shows the comparison of the reflected energy flux coefficient of cylinders with

three different moduli of elasticity defined in Section 4.2.4. Notice that deformation

increases for decreasing values of the elasticity modulus. As shown in Figure 5.2, the

energy reflection flux coefficient increases sharply after the bore impact (t = 4.4−7 s).

During the later stages of bore propagation (t = 8−10 s), the reflection flux coefficient

becomes almost constant. For all three moduli of elasticity, the reflected potential

energy flux is 4 to 5 times smaller than the reflected kinetic energy flux, indicating

that the reflection of kinetic energy mainly contributes to the total energy reflection.

As stated in Section 4.3, the reflected energy flux coefficient is calculated based

on the cumulative time-integrated reflected energy flux, which means that the slope

of the reflected energy flux coefficient shown in Figures 5.2 indicates the rate of

change of reflected energy over the flow period. During the initial bore impact and
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propagation (t = 4.4 − 7 s), the slope of the curve of reflected kinetic energy flux

coefficient becomes steeper for the cylinder with the highest modulus of elasticity

than with the lowest modulus of elasticity, indicating that the amount of reflected

energy increases as rigidity increases. As the bore propagates further downstream,

the gradient of reflected kinetic energy flux coefficient becomes constant at higher

rigidity. However, at the lowest modulus of elasticity, the gradient still increases

(see Figure 5.2) for t = 8 − 10 s. Since the rigid cylinder deforms less after the

bore impact but also rebounds less with a negligible deflection after the passage

of the bore front, the reflected energy is higher during the initial bore impact and

becomes constant quickly. On the other hand, flexible cylinder deforms more by the

hydrodynamic forces exerted on them and hence reflects less energy. Nevertheless,

the flexible cylinder also rebounds more compared to the rigid one, resulting in a

continuous increase of reflected energy during the later phase of flow propagation

(t = 8− 10 s).

Figure 5.3 The time evolution of water surface at transect II for different elastic
moduli in one cylinder.
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The reflected potential energy flux coefficient is consistent with the evolution

of the reflected kinetic energy flux coefficient. In figure 5.2 we find the gradient of

reflected potential energy flux coefficient is steeper at the highest rigidity, but during

the later phase of flow, the gradient declines for all cases, although the slope declines

more rapidly as the rigidity increases. Since rigidity triggers reflection, the bore

depth increases at the upstream face of the cylinder. This finding is supported by the

average water surface evolution at the cylinder upstream edge location at different

elastic moduli shown in Figure 5.3. Since the potential energy flux depends on the

water depth, rigidity-induced water elevation increases the potential energy flux.

(a) Two cylinders, SP/D = 1.5 (b) Four cylinders, SP/D = 1.5

Figure 5.4 The time evolution of energy reflection flux coefficient (reflected kinetic
and potential energy flux coefficients) of two-cylinder and four-cylinder configuration
for different elastic moduli and at Reh = 2.8× 104.

5.2 Reflective Effect of Rigidity Is Lost for Multiple Cylinders

Rigidity is not the only parameter affecting onshore energy flux; the number of

cylinders and the cylinder spacing also alter the flow field sensitively and hence the

energy flux. Interestingly, our simulations show that the dependency of reflected

energy on the rigidity is most pronounced for the single cylinder shown in Figure 5.2.

The equivalent results for multiple cylinders are summarized in Figures 5.4a and 5.4b.

In Table 5.1, we compare the percentage of maximum reflected kinetic energy flux

during the time period 4 - 8 s for one cylinder to the two and four-cylinder configu-
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(a) Two cylinders: D = 0.07m, E = 5× 104 Pa

(b) Two cylinders: D = 0.07m, E = 5× 104 Pa, SP/D = 2

Figure 5.5 Velocity profile and cylinder displacement of two-cylinder configuration
at SP/D = 2 at different flow times.
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rations at two different spacings. The maximum difference in reflected kinetic energy

flux for single cylinders with different rigidities is around 4.6%. In a two-cylinder

arrangement, this difference decreases to 2%. In a four-cylinder arrangement, this

difference further decreases to 1%, suggesting that the effect of rigidity on the reflected

kinetic energy flux becomes negligible as the number of cylinders increases.

In a multiple-cylinder configuration, the blockage area (see Table 4.4) along the

spanwise direction is split into smaller areas. The flow can propagate through the gap

between the cylinders, leading to a different flow field with multiple wakes. Figures

5.5 and 5.6 show two snapshots of the flow around two cylinders and four cylinders at

the time of maximum deflection and after the passage of the bore front, respectively.

At t = 4.2 s after bore impact, the increase in water depth at the cylinders’ upstream

faces is clearly visible for two cylinders. The interactions between the four cylinders

are apparent, particularly in Figure 5.6, where the split flow around each one of the

cylinders joins into one wake that is reminiscent of the wake behind a single cylinder

in Figure 5.1 (b).

For four cylinders, these flow-field interactions become even more pronounced,

as shown in Figure 5.6. In this configuration, the cylinders no longer deform in

unison because of the dynamic feedback between deflection and flow. In figure 5.6a

only the second cylinder from the upper side deflects primarily in the flow direction

while the cylinder closest to the lower side of the domain bends partially outwards to

accommodate flow in the gap between the cylinders. As a consequence, the reflected

wave front in the four-cylinder configuration does not increase in depth but instead

flattens out along the spanwise direction. However, the total blockage area of two

cylinders is twice of four cylinders, which explains why increasing the number of split

regions between the cylinders reduces the energy reflection.
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(a) Four cylinders: D = 0.035m, E = 5× 105 Pa

(b) Four cylinders: D = 0.035m, E = 5× 105 Pa

Figure 5.6 Velocity profile and cylinder displacement of four-cylinder configuration
at SP/D = 2 at different flow times.
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The dynamic feedback between cylinder deformation and flow characteristics

induces a complex relationship between cylinder spacing and energy flux reflection.

Our simulations demonstrate that the gap between the cylinders alters flow restriction

and modifies the energy flux reflection, but the difference between different config-

urations with the same number of cylinders is relatively small. The blockage area

of cylinders is the same at SP/D = 1.5 and SP/D = 2; as the gaps are widened,

the cylinders are shifting towards the sidewall, which explains why increasing the

gap does not change significantly the energy reflection. As shown in Table 5.1, the

difference between SP/D = 1.5 and SP/D = 2 in energy flux reflection is 0.3%

for two-cylinder and 0.2% for four-cylinder configurations and hence negligible for

practical purposes. Since the blockage area of a two-cylinder configuration is two

times that of a four-cylinder configuration, the cylinders with a higher blockage area

cause slightly higher reflection in closely spaced cylinders.

Table 5.1 Percentage of Maximum Reflected Kinetic Energy Flux for
Different Cylinder Configurations

ϕkRtmax
%

Modulus

of elasticity

(E)

One cylinder

(D = 0.14m)

Two-cylinder

(D = 0.07m)

Four-cylinder

(D = 0.035m)

SP/D =

1.5

SP/D = 2 SP/D =

1.5

SP/D = 2

1× 104 Pa 27.2% - - -

5× 104 Pa 27.6% 27.4% 27% -

1× 105 Pa 30.8% 28.31% 28.3% -

5× 105 Pa - 29.1% 28.8% 28.9% 27.5%

1× 106 Pa - - - 28.95% 28.12%

5× 106 Pa - - - 29% 28.85%
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The percentage of reflected kinetic energy flux lies between 25 − 30% for all

configurations, whereas the amount of maximum potential energy flux reflection is

4 − 5 times smaller than the kinetic energy flux reflection. The reflected potential

energy flux shows the same pattern as kinetic energy flux, where the importance of

rigidity is lost when the number of cylinders increases. Since potential energy flux

depends on the water depth at the cylinder upstream edge (transect II, see Figure

4.7), the comparison of water depth evolution for different elastic moduli is shown for

multi-cylinder arrangement in Figure 5.7 to verify our findings. Since the difference in

energy flux reflection at SP/D = 1.5 and at SP/D = 2 is minimal (see Table 5.1), the

water surface evolution for different rigidities is shown only at SP/D = 1.5. Also, the

difference in wave height for different rigidities at the cylinder upstream edge becomes

minimal in a two and four-cylinder arrangement, indicating that the increment in wave

reflection due to rigidity is negligible in multi-cylinder configurations.

(a) Two cylinders, SP/D = 1.5 (b) Four cylinders, SP/D = 1.5

Figure 5.7 The time evolution of water surface at transect II for different cylinder
arrangements and elastic moduli.

5.3 Flow Blockage Area Enhances Wave Reflection

In this study, we define three different cylinder configurations, each cylinder configu-

ration has a different flow blockage area. The flow blockage area in a one-cylinder is

two times higher than in a two-cylinder and four times higher than in a four-cylinder
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configuration. As shown in Table 5.1, the one-cylinder with the highest flow blockage

causes more flow restriction than multiple cylinders, resulting in the maximum

amount of energy reflection. To compare the wave reflection for all cylinder

arrangements, the spanwise-averaged free-surface evolution for different cylinder

arrangements at transect T-II (X = 11m) is shown in Figure 5.8. Without the

cylinders, the bore maintains a constant depth over the flow period. The bore

depth increases when cylinders are present, indicating the water level rise due to

flow blockage, which causes the reflection of the wave. The reflected bore depth is

highest in one cylinder with a higher flow blockage area and higher in closely spaced

cylinders.

Figure 5.8 Time evolution of water surface profile and reflection index for different
cylinder arrangements at X = 11m. Left: comparison of water surface profile.
Right: Reflection index for different cylinder parameters.

To compare the wave reflection for different cylinder configurations, we measure

the maximum reflected bore depth HR by taking the maximum value of wave height

over the flow period. We define the incident bore depth in the absence of cylinders as

the maximum bore depth (see Figure 5.8). Finally, we obtain the reflection index by

taking the ratio of HR and HB and compare it for different cylinder configurations. A

similar approach was implemented by Oshnack et al. [166] to calculate the reflection

index of tsunami bore to study the influence of different onshore seawalls on tsunami

wave attenuation.
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From the reflection index shown in Figure 5.8, we conclude that the reflection of

the wave follows the same pattern as the energy flux reflection variation in different

cylinder arrangements. As expected, the reflection index in one cylinder with a larger

diameter is the highest among the other configurations, whereas the four-cylinder

with a larger gap at SP/D = 2 has the minimum reflection index. The percentage of

reflection for different cylinder configurations is also shown in Table 5.2. The smaller

gap between the cylinders is beneficial in terms of the reflection because cylinders

with a smaller gap produce more flow blockage. Nevertheless, when the number of

cylinders is increased to four, the effect of closely spaced cylinders in flow blockage

becomes negligible. The percentage of wave reflection for four cylinders with a small

gap of SP/D = 1.5 is only 1% higher than for four cylinders with a gap of SP/D = 2.

Table 5.2 Percentage of Wave Reflection for Different Cylinder
Configurations

Percentage
of reflection

one
cylinder

Two-
cylinder
SP/D = 1.5

Two-
cylinder
SP/D = 2

Four-
cylinder
SP/D = 1.5

Four-
cylinder
SP/D = 2

(HR−HB

HB
)% 41.5% 35.5% 32% 31% 30%

5.4 Rigidity Reduces Flow Damping and Turbulent Kinetic Energy in

the Downstream Region

So far, our analysis has focused on how the presence of trees may increase energy

reflection, but reflection is not the only physical mechanism that contributes to

reducing the energy carried onshore by a tsunami. Energy dissipation also reduces

the energy flux associated with the tsunami and is an important parameter for

assessing the protective benefit afforded by different vegetation configurations in

tsunami mitigation. In the wake region, rigidity controls not only the motion of

the cylinder body but also the flow structures around it. Since not all cylinders move
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(a) One cylinder (b) Two cylinders, SP/D = 2

(c) Four cylinders, SP/D = 2

Figure 5.9 The normalized longitudinal velocity profile along the streamwise
direction for multi-cylinder configurations.
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uniformly, the dynamic response between the flow and the cylinder bodies makes

the flow structure more complex, which affects the flow velocity and hence alters

dissipation.

To understand the effect of rigidity in the wake region, we show the longitu-

dinally averaged velocity profile along the streamwise direction in Figure 5.9. The

velocity is averaged along the depth and spanwise direction. The field-averaged

velocity is then further averaged over the flow period after the bore has reached the

downstream region. Here, the flow period is 4 s which is the time interval between

the bore arrival at the downstream region and the end wall (see Figures 5.1, 5.5 and

5.6). We normalize the computed velocity by the approach speed U∞, defined as the

velocity of the bore before hitting the cylinders, to compare how the longitudinal

velocity changes along the wake region with respect to the approach velocity. As

shown in Figure 5.9, the averaged velocity is lower than the approach speed at the

upstream edge of the cylinders. Once the bore flows past the cylinders, the flow

decelerates, and the flow energy is reduced due to reflection.

(a) Two cylinders, SP/D = 1.5 (b) Two cylinders, SP/D = 2

Figure 5.10 The instantaneous longitudinal distributions of normalized turbulent
kinetic energy along the streamwise direction for two-cylinder configuration at t =
6 s. The turbulent kinetic energy has two peaks, one behind cylinders due to flow
separation and the other at the further downstream region where split flow joins.

In the flow separation region, the normalized velocity steadily increases from

0.42 and maintains a constant value further downstream. Lower rigidity entails more
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velocity reduction in the wake region because the cylinders deform more, increasing

their interaction with the flow field. The normalized velocity is reduced by 15%

at the streamwise location X = 11.4 − 12m. At the farthest downstream region

(X = 11.8 − 12m), the normalized velocity is reduced by around 20% at a modulus

of elasticity E = 5×105 Pa in the four-cylinder arrangement, indicating that cylinder

deflection alters the flow structure. As the number of cylinders increases, multiple

processes contribute to the change in the flow, reducing the impact on the global effect

of individual causes. Figure 5.9 shows the longitudinal velocity profiles at SP/D = 2

only because we do not observe any significant changes in normalized velocity as the

gap between the cylinders changes.

The longitudinal profiles of instantaneous turbulent kinetic energy (TKE) in

Figures 5.10 and 5.11 show the effect of rigidity and gap between cylinders on the

reconfiguration of turbulent flow structures in the wake region of cylinders. We

calculate the resolved turbulent kinetic energy per unit mass by taking averages in

both the spanwise and depth direction over the resolved velocity fluctuation fields:

k =
1

2
(⟨u′2⟩s,d + ⟨v′2⟩s,d + ⟨w′2⟩s,d), (5.1)

where ⟨⟩s,d represents the span and depth average operator. We calculate the resolved

velocity fluctuation by averaging the velocity along the spanwise direction only.

u′ = u− ⟨u⟩s, v′ = v − ⟨v⟩s, w′ = w − ⟨w⟩s,

u′, v′, w′ are the resolved velocity fluctuations and ⟨⟩s corresponds to the spanwise

average operator. Here, we consider only the resolved component of velocity fluctu-

ations to examine turbulent kinetic energy distribution since the subgrid turbulent

kinetic energy (TKE) is one order of magnitude lower than the resolved TKE. A

similar observation is made by Kim et al. [105], who studied turbulent statistics of

dam break-driven flow and concluded that the resolved fluctuations mainly contribute
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to producing the turbulent energy. Since LES is capable of resolving more than 1

order of magnitude of turbulent energy cascade, we do not consider the effect that

unresolved fluctuations may have on TKE. Once TKE is calculated, we normalize it

by k∞ measured at X = 11.1m, which is the location of the upstream cylinder edge.

For all the investigated flows, we extract the normalized instantaneous field-averaged

turbulent kinetic energy profile (k/k∞ = 1) at t = 6 s, representing the scenario when

the dam front wave has reached the downstream region (see Figures 5.6 and 5.5).

Figures 5.10 and 5.11 show two peaks of turbulent kinetic energy: the first

peak is located behind the cylinders and is a consequence of flow separation. The

second peak occurs further downstream, where the split flow joins, and a hydraulic

jump occurs. For both the two-cylinder and the four-cylinder arrangements, the first

peak of normalized TKE tends to become higher as the elastic modulus decreases,

but the spatial variability in TKE is also high. We detect the highest first peak at

SP/D = 2, where the normalized TKE increases by 30% at the lowest modulus of

elasticity. After the first peak, a region of reduced TKE extends up to X = 11.8m

for all scenarios. Between X = 11.8m and X = 12m, a second peak forms, initiating

a von Kaŕmań vortex street. The highest second peak arises at SP/D = 2 for

both two and four-cylinder arrangements at the lowest modulus of elasticity. For

four cylinders, the difference between TKE at E = 5 × 105 Pa and E = 1 × 106 Pa

is higher at SP/D = 2 than at SP/D = 1.5. A similar pattern emerges in the

two-cylinder arrangement. The reconfiguration of the cylinders alters the flow field

and enhances the turbulence generation in the downstream region. Also, deflection

alters the turbulent structures in the wake of cylinders, particularly at SP/D = 2.

5.5 Rigidity Reduces Kinetic Energy Dissipation for All Configurations

To summarize the energy dissipation afforded by the presence of cylinders in different

configurations, we compute the dissipated energy flux coefficient as defined in Section
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(a) Four cylinders, SP/D = 1.5 (b) Four cylinders, SP/D = 2

Figure 5.11 The longitudinal distributions of turbulent kinetic energy along the
streamwise direction for four-cylinder configuration at t = 6 s.

Figure 5.12 Energy dissipation flux coefficient as a function of time of one cylinder
for different elastic moduli. ϕkd: Dissipated kinetic energy flux coefficient. ϕpd:
Dissipated potential energy flux coefficient.

4.3. Figure 5.12 is the equivalent of Figure 5.2, showing the dissipated rather than the

reflected energy flux coefficient for a single cylinder. It demonstrates that increasing

rigidity has opposing effects on the dissipation of kinetic and potential energy fluxes:

A more rigid cylinder dissipates less kinetic energy but more potential energy. The

dissipated potential energy flux is around 80% of the dissipated kinetic energy flux

coefficient in the one-cylinder configuration.

The opposing effect of rigidity on reflection as compared to dissipation is the

consequence of deflection. Once the bore hits the cylinders, the flexible cylinder

deforms more than the rigid cylinder, dissipating more kinetic energy. After the
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impact of the bore front, the energy of the incoming flow is not sufficient to cause

further deformation of the cylinder. Therefore, the dissipation rate of kinetic energy

becomes almost constant at the later phase of the flow period (t = 8 − 10 s) in

Figure 5.12. The rigid cylinder dissipates more potential energy flux than the flexible

cylinder because the deflection of the flexible cylinder reduces build-up of the free

surface and hence dissipates less potential energy flux. As a consequence, the joint

effect of rigidity on the total dissipation, including both the kinetic and the potential

components, is small.

Figure 5.13 shows the dissipated energy flux coefficients for both potential

and kinetic energy for the configurations with multiple cylinders. The tendency of

rigidity to increase the dissipation of potential energy flux remains noticeable for

two-cylinders in Figures 5.13a and 5.13b, but disappears in the four-cylinder configu-

ration (Figures 5.13c, 5.13d). In comparison, the effect of rigidity on the dissipation of

kinetic energy flux remains largely robust in both the two-cylinder (Figures 5.13a and

5.13b) and the four-cylinder configurations (Figures 5.13c, 5.13d). For two cylinders,

the dissipated potential energy flux decreases by 5% as rigidity decreases for two

cylinders. In the four-cylinder configuration, the changes of potential energy flux are

less than 1% since the changes in the depth of the transmitted wave are negligible as

rigidity changes.

The reason for the reduced effect of rigidity on the dissipation of potential

energy flux is that the build-up of the free surface is more sensitively affected by

the presence of other cylinders than the longitudinally averaged flow velocity. In the

limit of four cylinders, we find less build-up of the wave surface around the cylinders,

and as a consequence, the variability of wave depth along the downstream region

remains small in this limit. In addition to losing a clear relationship with rigidity,

the magnitude of dissipation of potential energy flux diminishes in the presence of

multiple cylinders. In the two-cylinder configuration, the dissipated potential energy
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(a) Two cylinders, SP/D = 1.5 (b) Two cylinders, SP/D = 2

(c) Four cylinders, SP/D = 1.5 (d) Four cylinders, SP/D = 2

Figure 5.13 The energy dissipation flux coefficient as a function of time of two-
cylinder and four-cylinder arrangement for different elastic moduli and cylinder gaps.
Top row: Dissipated kinetic and potential energy flux coefficients for two-cylinder
configuration. Bottom row: Dissipated kinetic and potential energy flux coefficients
for four-cylinder arrangement.
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flux is approximately 50% of the dissipated kinetic energy flux. When increasing the

number of cylinders to four, the dissipated potential energy flux is further reduced to

roughly 30% of the kinetic energy flux.

Table 5.3 Percentage of Maximum Dissipated Kinetic Energy Flux for
Different Cylinder Configurations

ϕkDtmax
%

Modulus of

elasticity

(E)

One

cylinder

(D = 0.14m)

Two-cylinder

(D = 0.07m)

Four-cylinder

(D = 0.035m)

SP/D = 1.5 SP/D = 2 SP/D = 1.5 SP/D = 2

1× 104 Pa 28.7% - - -

5× 104 Pa 27.9% 28.7% 29.2% -

1× 105 Pa 24.1% 25.1% 27.5% -

5× 105 Pa - 25% 25.6% 31% 33.2%

1× 106 Pa - - - 28.4% 32%

5× 106 Pa - - - 26.2% 29%

We report the percentage of maximum dissipated kinetic energy flux for different

cylinder parameters in Table 5.3. For one cylinder, the percentage of the maximum

dissipated kinetic energy flux coefficient is around 24% at an elastic modulus of 1×

105 Pa, and the dissipated kinetic energy increases by 4% as the structure becomes

more flexible. In the two-cylinder and four-cylinder configurations, the percentage of

dissipated kinetic energy flux coefficient for the lowest modulus of elasticity steadily

goes up to 33%. For both scenarios, lower rigidity induces more energy dissipation.

Moreover, the difference in kinetic energy flux dissipation increases as the number of

cylinders increases. In a two-cylinder configuration, the difference is 4%, whereas, in

a four-cylinder, the difference becomes 5%.

This finding is also supported by the turbulent kinetic energy shown in

Figures 5.10 and 5.11, which quantifies how cylinder deflection enhances the turbulent

kinetic energy. The comparison shows that the energy dissipation increases with
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an increasing number of cylinders. This increase is expected because increasing

the number of cylinders increases the interfacial area where flow and structures are

interacting and where turbulent boundary layers form. Taken together, the total

energy flux dissipation tends to be highest in the four-cylinder configuration, but the

difference in total dissipated energy flux is not very significant, at least not for the

relatively small number of cylinders considered here.

Apart from rigidity, the gap between the cylinders also modifies energy dissi-

pation, but minimally so. The difference in kinetic energy dissipation is 2%− 3% for

all configurations. At the highest modulus of elasticity, where cylinders are almost

rigid, the maximum energy dissipation obtained is approximately 2.2% higher in

the four-cylinder at SP/D = 2 than at SP/D = 1.5. For most other cylinder

arrangements, the difference is smaller, often less than one percent, and probably

insignificant for practical purposes.
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CHAPTER 6

DISCUSSION

The notion of protecting the shoreline with the help of concrete sea walls comes at

a staggering price, not only in terms of the construction costs but also in terms of

a detrimental effect on coastal ecosystems [e.g., 21, 42, 172] and shoreline stability

[36, 106]. Less obvious than the drawbacks of lining the coast with concrete, often

meter-high sea walls are the alternative, particularly along high-impact coasts like

Japan or Indonesia, where tsunamis are frequent and destructive. The idea that

vegetation may act as a bioshield against flooding was first proposed in the context

of marshlands attenuating storm surges in southern Louisiana [e.g., 47, 227], but

the wrath of a tsunami differs fundamentally from the comparatively mild tidal or

seasonal flows for which vegetation is thought to be an effective bioshield [194].

An important aspect of tsunami runup is its profound dependence on both

off-shore bathymetry and onshore topography [e.g., 39, 68, 116, 147, 192, 219]. While

off-shore bathymetry is difficult to modify, onshore topography could be altered in a

way that reduces tsunami impacts, essentially combining nature-based elements and

traditional engineering elements into a hybrid approach to mitigating tsunami risk.

An example of this approach is a vegetated coastal mitigation park: A landscape unit

on the shoreline built specifically to protect communities or critical infrastructure

and provide vertical evacuation space while strategically integrating trees or other

vegetated elements to enhance protective benefit.

Prior work by Lunghino et al. [128] has characterized the protective benefit

of the onshore topography created by the hillscape of coastal mitigation parks but

did not explicitly consider the role of vegetation. As communities across the world

increasingly consider or adopt coastal mitigation parks, it remains an open question

whether the presence of forests of large trees, such as the maritime pines of Japan,
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could be used to enhance the protective benefits of coastal mitigation parks and, if

so, whether some species of vegetation might be more effective than others. The

latter question has immediate relevance for ongoing international efforts to mitigate

tsunami risks. For example, field assessments of damage associated with the 2004

Indian Ocean earthquake and tsunami have posited that Casuarina forests mitigated

tsunami impacts more effectively than native ecosystems like sand dunes [145]. As a

consequence, natural sand-dune ecosystems along the Coromandel Coast, India, were

destroyed and replaced with Casuarina Equisetifolia, an exotic timber with potentially

adverse ecological effects [16].

Several field assessments have argued that different species vary significantly in

the protective benefits they provide, as reviewed in Cochard et al. [32]. However, many

of these assessments are based on observed correlations between tsunami damage and

the presence of different ecosystems [e.g., 7, 30, 34, 35, 86, 91, 165, 206, 208, 209]

and stop short of identifying a possible causal relationship between vegetation and

tsunami damage. A key challenge in comparing the effect of different ecosystems

is that they thrive in different environments. For example, after the Indian Ocean

tsunami, Chatenoux and Peduzzi [30] found that tsunami damage was reduced behind

seagrass beds but increased behind coral reefs. As pointed out by the authors, an

important confounding factor is a difference in the morphological settings where these

ecosystems are located, with seagrass meadows growing primarily on shallow, gently-

sloping continental shelves and barrier reefs lining a break in the continental slope.

In our study, we intentionally do not consider the complexities associated with

the geomorphological setting and adopt a highly simplified flat topography to isolate

the effect of vegetation properties. Since our objective of the study is to assess the

role of onshore vegetation in tsunami risk reduction, our interest lies specifically in

studying the effect of coastal forest density and the rigidity of tree trunks in tsunami

energy attenuation. In Section 5.1, we show that rigidity enhances energy reflection
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for a single cylinder, but the case of a single cylinder is primarily of abstract value since

tree trunks rarely grow in isolation. In the practically more relevant case of multiple

cylinders in Section 5.2, the difference created by variable rigidity all but disappears.

Moreover, in Section 5.3, we observe that the gap between the cylinders has less effect

on energy reflection as the number of cylinders increases. The additional complexity

introduced into the flow field by the presence of multiple cylinders dominates over the

rigidity effect, even in the idealized setup of our numerical experiments. There would

be significantly more noise in an actual field setting, potentially further reducing the

difference in response.

Taken together, our simulations from Sections 5.1 and 5.2 suggest that the

rigidity of tree trunks is less relevant than the arrangement and density of the tree

trunks within the coastal forest. An additional factor that reduces the role of rigidity

is that rigidity reduces the dissipation of kinetic energy flux afforded by the presence

of trees. At least for a single cylinder, rigidity hence affects the reflection and the

dissipation of the onshore energy flux in opposite ways. Compared to the effect of

rigidity on the reflection of kinetic energy flux, the reduction in dissipation of kinetic

energy appears less sensitive to the presence of other tree trunks, as demonstrated in

Section 5.4. However, the effect itself is on the order of a few percent and may hence

not generalize to a field setting where many other factors confound flow behavior.

An interesting aspect of our findings in Sections 5.1 - 5.5 is that tree trunks

reduce the onshore energy flux to a comparable degree through both reflection

and dissipation. In contrast, the protective benefit of coastal mitigation parks lies

primarily in the reflection of incoming wave energy [128]. This finding suggests that

the protective benefit of tree trunks and hillscapes could complement the protective

benefit of coastal mitigation parks by augmenting reflection and adding dissipation.

An important caveat to this interpretation is that we only consider reversible, elastic

deformation of the tree trunks and do not include tree breakage or uprooting, which
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tend to be the main cause for trees increasing damage in the field [e.g., 159, 210, 222].

The breaking patterns of trees do tend to vary among different species [207, 212, 217]

and also depend on trunk diameter [77, 221]. Particularly the dependence on diameter

highlights the value of working with existing, native vegetation and potentially

integrating it into mitigation parks rather than planting a mono-culture of trees of a

particular species from scratch.

We emphasize that our work adopts a highly idealized view and does not capture

sedimentation and erosion as recently reviewed in Sugawara et al. [200] that could

alter the energy flux onshore [51] and affect the stability of tree trunks. Neither

do we consider the role of the canopy or other vegetation that would undoubtedly

grow around trees. Models exist to capture the limit of dense vegetation rather

than individual tree trunks through an effective porous media approach [see 154].

Here, we reduce trees to cylinders with a constant elastic modulus, thereby neglecting

possible species-specific differences in the breaking pattern of the trunk, the branching

structure emerging from the trunk, or the root structure [e.g., 207, 210, 212, 217].

Our work is hence merely a small step towards improving our understanding of the

intricate interactions between onshore vegetation and tsunami impacts. Further work

would be needed to assess the protective benefit of vegetation with an inherently

three-dimensional structure like mangroves that can not be meaningfully reduced to

a single trunk or stem.

Another limitation of our work is the Froude similarity law we use to scale

down the model. This choice implies that the Froude number in our simulations is

comparable to field values estimated by Foytong et al. [48], Kawata et al. [93], but

the Reynolds number characterizing our simulations is two orders of magnitude lower

than existing estimates for the Indian Ocean tsunami [114]. While this difference is

undoubtedly large, tsunamis in the field vary enormously in their Reynolds number,

implying that there is no right number. One consequence of our scaling is that the
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drag; and hence the energy dissipation may differ between the simulation and the field.

Many experimental and analytical studies proposed an energy-dissipation relation

based on the drag force, which varies with the Reynolds number [109, 127, 155].

According to Anderson Jr [1], the drag remains constant when the Reynolds number

exceeds 106, but our simulations fall below this range. Other factors will undoubtedly

contribute to a difference in drag, such as the roughness of tree bark. We hence

emphasize that our simulations are not intended as a high-fidelity representation of

realistic tree trunks and tsunami flows but present an attempt to better understand

the basic fundamental physical processes through which coastal forests reduce tsunami

impacts onshore.
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

7.1 Summary

In this dissertation, we aim to analyze the importance of different tree parameters in

tsunami energy attenuation. To achieve our goal, we quantify how the reflection and

dissipation of onshore tsunami flow depend on the rigidity and arrangement of trees in

a coastal forest. We use a three-dimensional LES turbulent model to study the effect

of varying rigidity, tree spacing, and the number of trees on tsunami energy atten-

uation. To represent the dynamic interplay between the tsunami bore and the trees,

we employ a two-way FSI model to capture the coupling between fluid and solid body

interaction. We compute the energy flux at different streamwise locations to quantify

the energy reflection and dissipation for three sets of moduli of elasticity and different

cylinder configurations. Our simulations suggest that the rigidity of tree trunks only

increases the reflection of kinetic energy flux in the somewhat abstract case of a

single cylinder. Even small deflections of the tree trunk alter the flow structures

downstream, impacting flow velocity and enhancing turbulent kinetic energy. This

variability in velocity distribution and turbulent kinetic energy is more pronounced

when the number of cylinders increases, highlighting that rigidity is less important

than the number and arrangement of the trees. An important caveat to this conclusion

is that we did not capture shear-driven erosion, sediment transport, or tree breakage,

all of which could limit the ability of the tree trunks to withstand tsunami impact.
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7.2 Future Work

The limitations of our studies are presented in Chapter 6 and Section 7.1, and from

this research, future work can be explored as shown below.

Implementation of hybrid scheme

In tsunami mitigation park design, a hybrid scheme is preferred where green elements

such as trees are combined with engineered elements such as hills. Hills are the

preferred choice due to being capable of reflecting a large amount of tsunami energy.

However, they are typically made of erodible material, and their shape could be

rapidly changed by tsunami induced scour. On the other hand, forests can provide

better support in terms of energy dissipation and the prevention of erosion. Therefore,

our study can be extended to conduct the energy balance by combining the hills with

trees to understand the tsunami-hydrodynamics so that the hybrid system can be

implemented strategically. As per the author’s knowledge, there have not been any

studies conducted so far where hills are combined with the forest to capture energy

balance for different hills and tree parameters. There are some studies [208, 211]

where embankments or dunes are combined with trees, and these artificial structures

are considered as a proxy of hills. Nevertheless, those studies did not consider tsunami

induced scour and energy dissipation.

Effect of tsunami induced scour

In our study, we did not consider the effect of shear-driven erosion and sediment

transport. Since trees can hold the soil together and prevent shear-driven erosion,

future studies can be conducted to understand how different tree parameters can

affect scour. Although tsunami induced scour has been studied, the effect of the

bendability of trees on erosion prevention has not been explored yet. Therefore,

complex analysis can be made by implementing the Lagrangian particle model within

the fluid-structure interaction.
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Modelling, Simulation, Optimization, volume 73. Springer Science &
Business Media, 2010.

[23] J. C. Cajas, G. Houzeaux, M. Vazquez, M. Garćıa, E. Casoni, H. Calmet,
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