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Abstract

The present study explores the feasibility of using the GEKO turbulence model in Ansys Fluent software to

analyze secondary flow losses in turbomachinery compressors. This turbulence model includes free parameters

that can be adjusted to enhance simulation accuracy. The model was calibrated to match reference data

obtained from a Large Eddy Simulation (LES), by focusing on two dimensional simulations at the midspan of

the compressor blade. Subsequently, the obtained calibrated values were used to perform three dimensional

simulations. The calibrated GEKO model showed similar results to the default GEKO model, indicating

limited improvement. However, both GEKO models outperformed the standard k − ω model in predicting

pressure losses. Vortical structures, such as the tip leakage vortex, were captured by all simulations. The

positioning of the vortex in the GEKO simulations was consistent with the reference data. However, the

k−ω model showed displacements with respect to the LES simulation. These findings highlight the potential

of the GEKO model for practical applications in turbomachinery compressor analysis.
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Chapter 1

Introduction

1.1 Background and Motivation

Over the past few decades, there has been an emphasis on enhancing the overall efficiency and reducing the

core engine dimensions in the development of flight propulsion gas turbines. Enhanced efficiency is achieved

by increasing compression ratios, resulting in greater pressure gradients between the pressure and suction

sides of gas turbine blades. This increase of the pressure gradient magnifies the flow passing through the

casing gap, which contributes in increasing the effects of secondary flows. Moreover, the downsizing of the

engine contributes to an augmented area-to-volume ratio, which substantially amplifies the impact of the

endwall. The latter is the main cause of increased secondary flow effects in this study case.

In fluid dynamics, primary flow refers to the dominant flow pattern in a fluid system. It represents the

primary motion of the fluid, and is typically driven by external forces or boundary conditions. On the other

hand, secondary flows are understood as deviations from the primary flow. As aforementioned, in this study

case, these additional flow patterns are primarily caused by the casing gap and the endwall effects. The

created vortices due to the secondary flow induce instabilities, and the flow field becomes three-dimensional

and hard to predict. Secondary flows have a very high impact in efficiency, accounting for up to 30% [1] of

the losses in compressors and turbines in turbo-machines. The correct description of the vortex structures is

essential to design more efficient gas turbines, which will contribute to reduce CO2 emissions and fuelling

costs.

The flow inside a compressor is axisymmetric, and three main zones can be identified at each blade: root,

mid-span, and tip. The flow at the mid-span has been historically studied using algebraic expressions, but

secondary flows have a stronger presence in the root and tip sections, making them harder to model. One of

the main secondary flow structures is the tip leakage vortex (TLV). The latter arise from the flow that passes

through the necessary gap between blades and sidewalls, this gap allows the rotation of the machine. This

flow feature is one of the main sources of inefficiencies. Hence, understanding and also predicting it is key

when designing new blades for turbomachinery.

1



1.2. REQUIREMENTS CHAPTER 1. INTRODUCTION

In the recent years, the tendency is to recur to computational fluid dynamics (CFD) techniques in order to

describe secondary flows. Depending on the level of modelling, three different frameworks can be defined:

Direct Numerical Simulations (DNS), Large Eddy Simulations (LES), and Reynolds Averaged Navier Stokes

equations simulations (RANS). No modelling is used in DNS simulations, the Navier-Stokes equations are

solved directly by using numerical methods. This method provides the most accurate results, but it requires

a substantial amount of computing power, due to the high density meshes employed to solve all the energy

scales of the flow (energy scales are described in the following chapter). In LES simulations, large energy

scales are solved directly and small scales are filtered out and modelled. LES simulations still need relatively

high computing power. At last, RANS simulations time-average the Navier-Stokes equations, and model all

the scales. They require coarser meshes than the previous methods, therefore, requiring less computational

power. This is the least expensive solution, however, uncertainty is introduced due to the assumptions made

while modelling the equations.

New RANS turbulence models, such as the GEKO model, have shown noticeable improvements describing

complex flows. This model provides free parameters that can be adjusted according to the study case. This

project will tackle the description of secondary flows using a calibrated GEKO model. This will help to

understand the underlying physics of secondary flow vortices. The main requirement of the project will be

verifying the results with high fidelity simulations data.

1.2 Requirements

• Ansys Software: The simulations will be carried out with the Ansys’s simulation software. This

package also includes CAD and meshing tools, which will also be used for the geometry definition and

meshing processes. The Student version of the software will be used.

• Mesh Elements Limitations: The Student version of the Ansys software has a maximum number of

mesh elements. On the other hand, the simulations will be performed on a computer using an Intel

i5-6600 processor and 16 GB of RAM. The mesh convergence study will be performed according to the

software and hardware limitations.

• Assessment of the Results: Simulation results will be compared against high fidelity LES simulations.

The assessment of the results will involve commonly studied parameters in flows through compressors,

i.e. total pressure losses at the row outlet, pressure and friction coefficients at the blade surface.

Furthermore, large vortical structures will also be assessed.

• GEKO Model: The RANS model to be used will be the Generalised k − ω.

• Final Report: At the end of the project, a final report containing the results and their discussion will

be produced.

2



1.3. SCOPE CHAPTER 1. INTRODUCTION

1.3 Scope

• Literature Review: In order to understand the study case, a literature review of fluid dynamics,

turbulence models, and basis of computational fluid dynamics (CFD) will be required.

• Geometry and Boundary Conditions Definition: The blade’s geometry will me drawn using

computer assisted drawing (CAD) programs, and a 3D model will be created. The boundaries will be

described to characterize the case. This includes specifying the wall types (stationary or moving), their

roughness, symmetry conditions and periodic conditions.

• Meshing: The fluid domain will be discretized using finite volumes. The mesh will be refined near the

critical zones.

• Convergence Study: The obtained results must not depend on the mesh, therefore, different meshes

will be created, increasing their density at each iteration, until the results converge.

• Free GEKO Parameters Calibration: Once the configuration of the case is established, the

free parameters of the GEKO model will be tweaked until the results obtained match with the LES

simulations ones.

• Physical Understanding: After verifying the obtained results, they will be analysed to understand

the physics behind the secondary flow vortices.

1.4 Schedule

The project’s planning and timeline are presented in table 1.1 and figure 1.1, respectively. Table 1 provides a

comprehensive overview of the project’s key activities, milestones, and their respective time-frames. It offers

a structured representation of the project’s schedule, allowing for a clear understanding of the planned tasks

and their sequencing. On the other hand, Figure 1 visually illustrates the project timeline, depicting the

duration of each phase or stage, along with task dependencies.

3
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1.4. SCHEDULE CHAPTER 1. INTRODUCTION

Figure 1.1: Gantt Diagram
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Chapter 2

Theoretical Background

2.1 Fundamentals of Fluid Dynamics

2.1.1 Reynolds Transport Equation and Material Derivative

Fluids can be analysed from two points of view, Lagrangian and Eulerian. In the Lagrangian point of view,

each particle is followed through time and space. This approach tracks the trajectory of individual particles

and examines the change in their properties along their path. This method is useful for particle simulations.

On the other hand, the Eulerian approach fixes points in space and analyses how fluid properties change over

time at that fixed point. The latter allows the discretization of the fluid domain into a computational grid or

mesh.

The governing equations can be converted from one perspective to another by employing the Reynolds

transport theorem (eqn 2.1) and the material derivative (eqn 2.2):

[
dB

∂t

]
system

=

∫
CV

∂

∂t
(bρ)d∀+

∫
CS

bρV⃗ · n̂ dA (2.1)

Db

Dt
=

∂b

∂t
+ (V⃗ · ∇⃗)b (2.2)

Where B is an extensive property and b an specific property (B/m). The ∀ symbol will be employed to

represent Volume in order to distinguish it from Velocity.

2.1.2 Conservation Laws

Mass

The mass conservation law states that the net mass flow rate entering or leaving a control volume, is equal to

the rate of change of mass within it. Using the mass as the extensive property and plugging it to equation

2.1, the mass conservation or continuity equation is obtained:

6
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0 =

∫
CV

∂

∂t
ρd∀+

∫
CS

ρV⃗ · n̂ dA (2.3)

Using the divergence theorem, the surface integral can be converted to a volume integral:

0 =

∫
CV

[
∂ρ

∂t
+ ∇⃗ · (ρV⃗ )

]
d∀ (2.4)

Since the latter equation must be equal to zero regardless of the control volume, the continuity equation can

be expressed as follows:

∂ρ

∂t
+ ∇⃗ · (ρV⃗ ) = 0 (2.5)

And for an incompressible flow, the following expression is obtained:

∇⃗ · V⃗ = 0 (2.6)

Momentum

The momentum equation is derived from Newton’s Second Law. It establishes a relationship between the

forces acting on a fluid element and its acceleration or rate of change of momentum. In this case, momentum

(mV⃗ ) is the quantity to be transported, therefore, the left side of the transport equation will have force units:

∑
F⃗ =

∫
CV

∂

∂t
(ρV⃗ )d∀+

∫
CS

(ρV⃗ )V⃗ · n̂ dA (2.7)

The sum of forces can be separated between volume and surface forces:

∫
CV

ρg⃗dV +

∫
CS

σij · n̂dA =

∫
CV

∂

∂t
(ρV⃗ )d∀+

∫
CS

(ρV⃗ )V⃗ · n̂ dA (2.8)

Pressure and friction forces are included inside the σij stress tensor:

σij =


−p+ τxx τyx τzx

τxy −p+ τyy τzy

τxz τyz −p+ τzz


(2.9)

Now applying the divergence theorem on both sides to the surface integrals, the following is obtained:

∫
CV

[
∂

∂t
(ρV⃗ ) + ∇⃗ · (ρV⃗ V⃗ )− ρg⃗ − ∇⃗ · σij

]
d∀ = 0 (2.10)

7
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As in the continuity equation, the equation must be equal to zero regardless of the control volume, therefore:

∂

∂t
(ρV⃗ ) + ∇⃗ · (ρV⃗ V⃗ ) = ρg⃗ + ∇⃗ · σij (2.11)

Now, applying the product rule to the first term of the left side of the previous equation, the following is

obtained:

ρ

[
∂V⃗

∂t
+ (V⃗ · ∇⃗)V⃗

]
= ρg⃗ + ∇⃗ · σij (2.12)

See that the terms inside the brackets are actually the material derivative of V :

ρ
DV

Dt
= ρg⃗ + ∇⃗ · σij (2.13)

2.1.3 Differential Form of Continuity and Navier-Stokes equations

Further developing the continuity equation for incompressible flows, and the momentum equation in all three

directions, one can get a set of equations that descrive incompressible fluid behaviour.

For the continuity equation, the nabla operator is aplied to the velocity field:

∂u

∂x
+

∂v

∂y
+

∂w

∂z
= 0 (2.14)

Before developing the momentum equation, the σij stress tensor elements will be defined. For a Newtonian

fluid, the shear stresses can be related to the pressure and velocity field. This relationship is known as the

constitutive equation:

τij = 2µϵij (2.15)

Where µ is the dynamic viscosity. Developing ϵij , and substituting the corresponding τij components,

σij =


−p+ 2µ∂u

∂x µ
(

∂u
∂y + ∂v

∂x

)
µ
(
∂u
∂z + ∂w

∂x

)
µ
(

∂v
∂x + ∂u

∂y

)
−p+ 2µ∂v

∂y µ
(

∂v
∂z + ∂w

∂y

)
µ
(
∂w
∂x + ∂u

∂z

)
µ
(

∂w
∂y + ∂v

∂z

)
−p+ 2µ∂w

∂z


(2.16)

Taking equation 2.13 for the x component, and applying the nabla operator to the stress tensor:

ρ
Du

Dt
= −∂p

∂x
+ 2µ

∂2u

∂2x
+ µ

∂

∂y

(
∂v

∂x
+

∂u

∂y

)
+ µ

∂

∂z

(
∂w

∂x
+

∂u

∂z

)
+ ρgx (2.17)
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Following the same procedure for the other two components, and rearranging the terms by developing the

material derivative, the three Navier-Stokes equations are obtained:

ρ

(
∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z

)
= −∂p

∂x
+ µ

(
∂2u

∂x2
+

∂u2

∂y2
+

∂2u

∂z2

)
+ ρgx

ρ

(
∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
+ w

∂v

∂z

)
= −∂p

∂y
+ µ

(
∂2v

∂x2
+

∂2v

∂y2
+

∂2v

∂z2

)
+ ρgy

ρ

(
∂w

∂t
+ u

∂w

∂x
+ v

∂w

∂y
+ w

∂w

∂z

)
= −∂p

∂z
+ µ

(
∂2w

∂x2
+

∂w2

∂y2
+

∂2w

∂z2

)
+ ρgz

(2.18a)

(2.18b)

(2.18c)

These three equations can also be presented in a compact vectorial form:

ρ
DV

Dt
= −∇⃗P + µ∇2V⃗ + ρg⃗ (2.19)

The system of equations is now solvable, since there are now four unknown variables; the pressure and three

components of velocity, as well as four equations, the Navier-Stokes equations in three components, and the

continuity equation.
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2.2 Turbulence and CFD Frameworks

2.2.1 Turbulence Introduction

Turbulence is a complex and chaotic phenomenon that occurs in fluid flows, characterized by irregular

fluctuations in velocity, pressure and other flow properties. The governing equations presented in the previous

chapter contain partial differential equations, which are difficult to solve analytically. This phenomenon’s

non linear nature is what makes it mathematically complex to study. The understanding of turbulence

plays a crucial role in the design of industrial machinery. By comprehending this phenomenon, engineers

can accurately predict and optimize fluid behaviour, leading to improved designs, enhaced performance and

increased efficiency of engineering systems.

In a fluid flow, energy is transferred across a wide range of length scales, leading to the existence of energy

cascades [2, 3, 4]. This concept lies on the idea that there are a wide range of eddies or vortices, each

characterized by a size or spatial scale. Each eddy possesses a specific amount of kinetic energy associated

with its size. These eddies interact with each other, and the flow’s energy is transferred from the larger scales

to the smaller ones.

The energy cascade can be split into three conceptually different regions [5]: the integral range, the inertial

range, and the dissipation range:

The integral scale region corresponds to the largest eddy of the flow, which is also the the most energy

containing one. This scale is defined as the characteristic length scale where energy is distributed in a way

that represents the overall flow behaviour. The sizes of its eddies are determined by the size of the energy

source or the physical dimensions of the system.

Intermediate size eddies exist within the inertial range. Here, the kinetic energy from large turbulent eddies

is transferred to the small eddies. This energy transfer is related to the process of vortex stretching. Vortex

stretching occurs when differential rotation rates cause the large scales to elongate and stretch, reducing their

radius. Stretching increases the vorticity or the rotation rates of the fluid elements. This process leads to the

generation of smaller scales.

As the energy cascade continues into smaller scales, it eventually reaches the dissipation scale. This is the

smallest scale in a flow, also known as the Kolmogorov scale. Here the kinetic energy is converted into heat

through the action of molecular viscosity [2, 4]. Although the different regions have discussed individually, it

is important to note that the energy transfer is continuous.

10
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2.2.2 Direct Numerical Simulation

Direct Numerical Simulation, or DNS is a computational modeling approach that solves the discretized

governing equations directly, without any simplification or approximation. This method numerically solves

all the flow scales, therefore, it is the most accurate. DNS provides detailed information about the flow field

at every point in space and time, and allows a comprehensive understanding of the underlying physics behind

the fluid.

This method has a major drawback: it is computationally expensive. This is due to the vast range of scales

inherent in turbulent flows. The solution of all flow scales requires using very fine grids and small time scales,

this way the motion of the smallest eddies of the flow can be captured. Moreover, the computational cost

also grows rapidly with the Reynolds number, since the range of scales in the flow increases with it. The

following expression shows the relation between the characteristic length of the flow (L) and the dissipation

length scales (η) [4].

L

η
∝

(
Re3/4

)
(2.20)

The previous equation shows how the difference between the smallest and largest length scales increases

exponentially. Practical engineering applications often involve high Reynolds number flows, making DNS a

non-viable option. Due to its high computational cost, DNS is typically limited to academic research. Simple

flow cases can provide detailed insights into turbulence phenomena, which are useful to create new turbulence

models.

2.2.3 Large Eddy Simulation

Large Eddy Simulation, or LES is an intermediate computational technique between DNS and RANS. Large

scale structures, which contribute significantly to the overall flow behaviour, are solved directly using the

governing equations. On the other hand, small scale structures, known as subgrid scales (SGS), are modelled

[6, 7]. The Kolmogorov’s local isotropy hypothesis states that small scales are statistically isotropic, therefore,

they are less affected by the boundary conditions [8, 2]. According to this hypothesis, the behaviour of the

smaller scales can be considered universal, and statistical models can be developed. On the other hand, larger

scales depend on each study case, resulting in a greater complexity when formulating a general model.

In order to separate the resolved and unresolved scales, a spatial and temporal filtering process is applied to

the governing equations. This filtering operation introduces a cutoff scale, which determines the boundary

between resolved and modelled scales. Due to the advances in computational power, this method gaining

popularity in industrial applications.
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2.2.4 Reynolds Averaged Navier Stokes

Reynolds Averaged Navier Stokes, or RANS equations are a widely used modelling approach. This method

models all flow scales, enabling the use of coarser grids. Therefore, this model is the least computationally

expensive. However, due to the modelling of all flow scales, this method is also often found to present

the largest differences compared to experiments. The RANS equations are derived by averaging the fluid

governing equations over time, resulting in a time-averaged representation of the flow [9]. Although this model

does not provide detailed information of the flow as the previous two methods, the simplified description of

the mean flow behaviour is sufficient for many applications in engineering fields.

The velocity in a turbulent flow can be decomposed into a mean and fluctuating part:

u = u+ u′ (2.21)

Introducing this expression into the governing equations and manipulating them, the continuity and time

averaged Navier-Stokes equations are obtained:

∂ūi

∂xi
= 0 (2.22)

ρūj
∂ūi

∂xj
= ρf̄i +

∂

∂xj

[
−p̄δij + µ

(
∂ūi

∂xj
+

∂ūj

∂xi

)
− ρu′

iu
′
j

]
(2.23)

The ρu′
iu

′
j in equation 2.23 is called the Reynolds Stress tensor,

ρu′
iu

′
j =


u′u′ u′v′ u′w′

v′u′ v′v′ v′w′

w′u′ w′v′ w′w′


(2.24)

The fluctuating velocities of the Reynolds Stresses are responsible for fluctuations in momentum transfer

across different direction. These are unknown variables, therefore, a closure problem arises. These terms are

not directly solved by the RANS equations themselves. Closure models are required to completely close the

system of equations [9]. The correlations between fluctuating velocities depend on the intricate dynamics

of turbulence. The main inconvenience is that these correlations can vary significantly in different flow

conditions and geometries. There are a numerous closure models, each demonstrating different degrees of

effectiveness on different types of flows. The next sections will provide brief explanations of some of the most

commonly employed models.

12



2.3. RANS MODELLING CHAPTER 2. THEORETICAL BACKGROUND

2.3 RANS Modelling

2.3.1 Dimensionless Distance

Throughout the study, the dimensionless distance y+ will be mentioned. In fluid dynamics, the y+ value

represents the dimensionless distance of a grid point from a solid boundary. The y+ value is crucial in

determining the appropriate turbulence model and grid resolution for accurate near-wall flow predictions.

Generally, for wall-bounded flows, a y+ value of around 1 is desired to ensure accurate solving of the boundary

layer. This typically involves ensuring that the first grid point adjacent to the wall falls within the range of

y+ values close to unity. It is defined as follows:

y+ =
uτy

ν
(2.25)

where y is the distance from the wall, ν, is the kinematic viscosity of the fluid, and uτ is the friction velocity,

which is defined as follows:

uτ =

√
τw
ρ

(2.26)

being ρ the density, and τ the wall shear stress, which can be determined through empirical correlations, or

can be obtained from simulation results.

2.3.2 Boussinesq’s Hypothesis and Algebraic Models

The most common approach for modelling the Reynolds stress tensor is recurring to the Boussinesq’s

eddy viscosity hypothesis [10]. Kolmogorov presented the idea of the energy spectrum [2], where energy is

transported in the medium and large scales, and energy dissipation is produced in the small scales. Under

this hypothesis, the turbulent fluctuations of the smaller scales are modelled by a diffusive model. This way,

the turbulent fluctuations are presented as the product of a turbulent viscosity and the velocity gradient.

This hypothesis relates the Reynolds stresses to the mean velocity gradient as described in the following

equation:

−ρu′
iu

′
j = µt

(
∂Ui

∂xj
+

∂Uj

∂xi
− 2

3

∂Uk

∂xk
δij

)
− 2

3
ρkδij (2.27)

Where δij is the delta of Kronecker operator, which takes a value of 1 if i = j and 0 if i ̸= j. The µt term on

the other hand, is the turbulent eddy viscosity. The first turbulence models proposed using a fixed mixing

length approach to calculate the eddy viscosity. The mixing length lm represents an indicative size of the

turbulent eddies present in the flow. The relationship between the turbulent eddy viscosity and the mixing

length can be expressed as [4]:

13
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µt = ρl2m

∣∣∣∣∂U∂y
∣∣∣∣ (2.28)

There are many approaches to calculate the mixing length, two commonly employed models are the Prandtl

approach (equation 2.29) and Van Driest approach (equation 2.30).

lm = κy where κ = 0.41 (2.29)

lm = κ

[
1− exp− y+

A+

]
where A+ = 26 (2.30)

For the boundary layer, in these models, the mixing length is evaluated algebraically at each position of the

domain. Consequently, for a given geometry, the mixing lengths and turbulent eddy viscosity will be fixed for

each point throughout the entire domain. This approach can provide relatively accurate results for simple two

dimensional flows, but for complex geometries it is hard to estimate functions that relate the mixing length

to the position. This is a limitation, since turbulence is not static and fixed at a specified distance from the

wall. Turbulence is convected and diffuses through the flow. For this reason, a more precise representation of

turbulence can be achieved by solving transport equations for the turbulent properties. Detailed explanation

of the mixing length models can be found in [3].

2.3.3 k − ϵ Model

The k − ϵ model is a widely used approach in RANS simulations. Unlike the algebraic models that rely on

fixed values for the mixing length, the k− ϵ model solves transport equations for the turbulent kinetic energy

k and the turbulent dissipation rate ϵ. The turbulent kinetic energy represents the energy associated with

the chaotic fluctuations of velocity. The turbulent dissipation rate is the rate turbulent kinetic energy is

converted into thermal energy by viscous effects. By solving the transport equations of these quantities, the

convective and diffusive behaviour of turbulence can be represented more accurately. Once k and ϵ have been

evaluated from their respective transport equations, the turbulent mixing length can be evaluated as:

lm =
Cµk

3/2

ϵ
(2.31)

And the turbulent eddy viscosity can be expressed as:

µt = Cµ
ρk2

ϵ
(2.32)

The k quantity is obtained by using the transport equation 2.33 and the ϵ quantity is obtained by using the

transport equation 2.34.
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D

Dt
(ρk) = ∇ ·

[(
µ+

µt

σk

)
∇k

]
+ Pk + Pb − ρϵ (2.33)

D

Dt
(ρϵ) = ∇ ·

[(
µ+

µt

σϵ

)
∇ϵ

]
+ C1

ϵ

k
(Pk + C3Pb)− C2ρ

ϵ2

k
(2.34)

The Pk term is the production due to mean velocity shear, Pb is the production due to buoyancy. The

coefficients C1, C2, C3, σk and σe are empirical constants. The change of these coefficients can notoriously

change the intrinsic physics of turbulence, hence they are only modified in academic research. For general

use cases, the latest standard values provided by Launder and Sharma in [11] are used:

Cµ = 0.09 C1 = 1.44, C2 = 1.92, C3 = 0, σk = 1, σϵ = 1.3

The detailed derivation of this model’s equations can be found in [12], and further explanation about the

model can be found in the original paper from Jones and Launder in [13].

Even though the k− ϵ model is a very efficient approach to solve turbulent flows, it has a series of limitations.

This model struggles to accurately solve near-wall regions. For low y+ values (y+ < 5), damping functions

are often used. These functions are derived from assumptions that may not be accurate in complex geometry.

It is also not adequate for complex flows with presence of strong curvatures and adverse pressure gradients.

Swirling flows and recirculation zones are not handled accurately. Due to the mentioned limitations, this

model is generally not suitable for external aerodynamics and turbomachinery simulations.

2.3.4 k − ω Model

The k − ω model is a two equation model that aims to improve the predictions made when simulating

boundary layer behaviour with adverse pressure gradients. This is one of the preferred models for external

aerodynamics and turbomachinery simulations. Different versions of this model have been proposed over

time. These variations provide different coefficient’s calibrations. The transported turbulent quantities in this

model are the turbulent kinetic energy k and specific turbulence dissipation rate ω. The later is defined as:

ω =
ϵ

Cµk
(2.35)

Both ϵ and ω represent the same physical magnitude: dissipation of turbulent energy. Using the relationship

in equation 2.35, the turbulence dissipation rate can be converted to specific turbulence dissipation rate, and

vice versa. The transport equation of the turbulent kinetic energy remains the same as in the k − ϵ model,

with an additional coefficient see equation 2.36. The transport equation for ω is shown in equation 2.37.

D

Dt
(ρk) = ∇ ·

[(
µ+

µt

σk

)
∇k

]
+ Pk + Pb − β∗ρωk (2.36)
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D

Dt
(ρω) = ∇ ·

[(
µ+

µt

σω

)
∇ω

]
+ Pω − βρω2 (2.37)

Where Pω is a production term, given as:

Pω =
αωω

k
Pk (2.38)

The coefficients αω, β, β
∗, σk, σω in the preceding equations need to be set beforehand, based either on

experimental or high-fidelity numerical data. These constants can vary between the k − ω model variations.

For the Wilcox (2006) [14] model:

αω = 13
25 , β = 3

40 , β
∗ = 9

100 , σk = 0.5, σω = 0.5

For detailed derivation of the k − ω model formulation see [15] and [12].

It was mentioned in the previous section that the k − ϵ model employed damping functions for near-wall

regions. The k − ω model does not use them, therefore, it can resolve boundary layers with adverse pressure

gradients more accurately. For this reason, it is preferred in external aerodynamics and turbomachinery

applications. The main weakness of this model is its strong dependency on freestream turbulence conditions

[16, 17]. Small changes in the inlet turbulent conditions lead to large changes in the turbulent viscosity µt.

Consequently, this leads to considerable changes in the skin friction coefficient, which is a critical coefficient

that will be discussed in the next chapter. To address this limitation, the present study will perform a

calibration of the inlet turbulence boundary conditions, considering that the employed model is a variation of

the k − ω model.

2.3.5 Generalized k − ω Model

Both two equation models presented until this point have model coefficients. These constants are fixed and

predetermined by the model itself. They are typically determined through extensive research and calibration

processes to ensure their accuracy and reliability. These coefficients are not meant to be modified by normal

users, as doing so can have significant implications on the underlying physics of turbulence. The generalized

k − ω or GEKO model is a variation of the standard k − ω model that provides adjustable free parameters.

These parameters can be modified by the user for specific applications without negatively affecting the basic

configuration of the model. However, they also have to be modified carefully. For this, Ansys provides best

practice guidelines [18].

The GEKO model offers six free parameters: two of them are designed to address wall-bounded flows (CSEP

and CNW), two are dedicated to calibrating free shear flows (CMIX and CJET), one is to enhance the

prediction of corner flow separation (CCORNER), and finally one is intended for making curvature corrections

(CCURV). All these parameters are implemented through functions inside the k and ω transport equations.

The exact formulation of these functions has not been provided by Ansys, therefore, it cannot be presented

in this report.

• CSEP: This is the main parameter for adjusting separation prediction for boundary layers. The impact

of this parameter extends to all types of flows. By increasing its value, the eddy viscosity is reduced.
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This leads to more sensitivity to adverse pressure gradients within boundary layers, and lower spreading

rates for free shear flows.

• CNW: This parameter primarily influences the inner region of wall boundary layers. It has limited to

no impact on free shear flows. An increase in this parameter results in higher wall shear stress and wall

heat transfer rates in non-equilibrium flows. Its effects on non-generic flows, such as vortices, has not

been systematically tested yet.

• CMIX: This parameter exclusively impacts free shear flows. Its increase leads to higher spreading

rates of free shear flows. This coefficient also plays a key-role in compensating the effects of the lowered

spreading rates for free shear flows induced by the CSEP parameter. For each value of CSEP an

optimal value of CMIX exists. By default, this parameter is automatically calculated using the following

correlation: CMIX = 0.35(CSEP − 1)
√
(|CSEP − 1|).

• CJET: This parameter is active in a sub-model of CMIX, and has no impact when CMIX is set to

0. It primarily influences jet flows, its increase results in a decrease in spreading rates of jet flows. It

allows to adjust the spreading rate of jet flows while maintaining the spreading rate of the mixing layer.

• CCORNER: This parameter introduces a non-linear stress-strain term to account for secondary flows

in corners.

• CCURV: This parameter corrects flow curvature.

By default, this values are adjusted to mimic the behaviour of the k − ω SST model, which is a variation of

the standard k − ω model. The default values are the following:

CSEP = 1.75, CNW = 0.5, CMIX = 0.5, CJET = 0.9, CCORNER = 1, CCURV = 1
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2.4 Turbomachinery Funtamentals

2.4.1 Turbines and Compressors

This section will provide a fundamental overview of turbines and compressors, focusing on the thermodynamic

transformations that take place in the flow during the work addition and extraction processes. This description

will focus on axial compressors and turbines, since they are the case of study.

Both compressors and turbines consist of multiple stages, typically with compressors having tens of stages

and turbines having fewer than ten stages. Each stage is composed of two rows of blades, which are

aerodynamically shaped bluff bodies. One row of blades remains fixed and is called stator, while the other

one rotates along the axial axis and is referred to as rotor.

In turbines, the stator is positioned ahead of the rotor. The stator’s primary function is to convert pressure

energy into kinetic energy by properly directing the flow. Subsequently, the rotor extracts kinetic energy

from the flow and converts it into mechanical work. In contrast, in compressors, the rotor is placed before

the stator. The rotor applies work to the flow increasing its kinetic energy by accelerating it. Then the stator

converts that kinetic energy to pressure by redirecting the flow.

To study the flow, two reference frames are set: an absolute reference frame is fixed to the stator, absolute

speeds and angles are referenced to this frame; and a relative reference frame is placed and attached to the

rotor, relative speeds and angles are referenced to this frame. The latter is a mobile frame which rotates with

the same speed as the rotor. A velocity triangle can be drawn with the different velocities and flow angles

entering and leaving the rotor. See figure 2.1

Figure 2.1: Velocity Triangle
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The V1, V2, α1 and α2 will be used to represent velocities and angles in the absolute reference frame. While

V rel
1 , V rel

2 , αrel
1 and αrel

2 will be used for the relative frame. The ”1” subscript refers to flow entering the

rotor, and ”2” exiting it. In velocity triangles, the maximum velocities are usually found on the left side.

Therefore, for a flow in a turbine, where the maximum velocities are found at the rotor entry, the ”1” variables

would be place at the left and ”2” variables would be placed on the right. Conversely, in compressors where

the maximum velocities are found at the rotor exit, the placement is reversed, with the ”1” variables on the

right side and the ”2” variables on the left side.

It has to be noted that the analysis of the flow in this section will be performed at the mean radius

rm = 1/2(rt + rh), where rt and rh represent the tip and hub radius. At each stage, the circumferential speed

will be defined as U = ωrm, where ω represents the rotational speed. Axial and tangential velocities can be

obtained as follows:

Va = V cosα (2.39a)

Vθ = V sinα (2.39b)

Vθ = U + V rel
θ (2.39c)

2.4.2 Euler Equation

The power generated by turbomachinery can be analyzed from both mechanical and thermodynamic perspec-

tives. By applying the kinetic moment conservation law to a control volume that surrounds the rotor, the

following expression is obtained:

Mz = ṁ(r2Vθ,2 − r1Vθ,1) (2.40)

Then the power developed is expressed as:

Ẇ = Mz · ω = ωṁ(r2Vθ,2 − r1Vθ,1) (2.41)

Since the analysis is being performed at the mean radius, the work expression becomes:

Ẇ = ṁU(Vθ,2 − Vθ,1) (2.42)

Power can be related to an stagnation enthalpy change:

Ẇ = ṁ∆h0 (2.43)
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Now equating the mechanical and thermodynamic expressions:

∆h0 = U(Vθ,2 − Vθ,1) (2.44)

Using the vector decomposition shown in equation 2.39, the Euler equation can be obtained in terms of

relative velocities or relative angles:

Ẇ

ṁ
= ∆h0 = U(Vθ,2 − Vθ,1) = U(V rel

θ,2 − V rel
θ,1 ) (2.45a)

Ẇ

ṁ
= ∆h0 = UVa(tanα2 − tanα1) = UVa(tanα

rel
2 − tanαrel

1 ) (2.45b)

From the previous expressions, it is evident that enthalpy variations are caused by tangential velocity changes.

In the case of turbines, energy is extracted from the flow by decreasing its angular momentum. On the

other hand, in compressors, work introduced by the rotor increases the flow’s angular momentum. The axial

velocity is not taken into account since the turbomachinery under study rotates around the axial axis and

does not exert any work in that direction.

From this analysis, it can be concluded that work can be achieved through high rotational speeds U , high axial

velocity Va, and high fluid deflection in the rotor αrel
2 −αrel

1 . This analysis serves to justify the positioning of

the rotor and stator within compressors and turbines. In compressors, the rotor is placed first, where work is

applied. This leads to an increase of the flow’s kinetic energy by raising its tangential speed. Subsequently,

the flow passes through the stator, where no work is applied. Since energy must be conserved, both static

pressure and static temperature inrease. In turbines, static enthalpy is converted into kinetic energy in the

stator. The flow experiences a pressure and temperature drop while it gains kinetic energy in the stator, and

then work is extracted through the rotor.

This analysis is based on the assumption that the flow follows streamlines aligned with the blade. Therefore,

the algebraic expressions have been historically used for the mid-span of the blades, where this assumption is

generally true. However, due to the presence of secondary flows at the tip of the blades, the analysis becomes

more complex. As a result, CFD tools have gained popularity to study these complex flow cases.

All information in this section has been taken from [19].

2.4.3 Secondary Flow Losses in Turbomachinery

As it was introduced in the first chapter’s Background and Motivation section, secondary flows are understood

as deviations from the primary flow pattern. They play a significant role in turbomachinery losses, accounting

for up to 30% of the energy losses [1]. These flows provoke losses by perturbing the flow field, increasing

turbulence and mixing, which result in increased energy dissipation. Several factors contribute to vortex

formation, the main mechanisms of secondary flow generation are the following:

• Blade Geometry and Wakes: Variations in blade curvature and twist can lead to the formation of
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secondary flows, such as corner flows. As the fluid flows over the compressor blades, it creates wakes

behind them. When subsequent blades encounter these wakes, they experience non-uniform flow, which

also contribute to the creation of secondary flows.

• Flow Separation: Due to the effects of viscosity, a boundary layer is created on the surface of the

blades. At specific blade sections, the boundary layer can separate from the blade surface. Flow

separation can generate vortices as the flow reattaches downstream. The reattachment process creates

swirling motions and vortical structures, which increase mixing and energy dissipation..

• Interactions with the Casing: The flow over the endwall surface develops a boundary layer. The

interaction of this boundary layer with the primary flow motion can induce vortical structures.

• Tip Clearance: The necessary gap between the rotating and non-rotating parts, i.e. between rotor

and endwall and between stator and shaft, creates additional flow paths for the fluid. This gap allows

the flow to pass from the pressure to the suction side, generating tip leakage vortices (TLV) in the

process. These structures wrap around the blade tip. They are the main source of secondary flow

energy losses in compressor cascades.

• Induced Vortices: The interaction of strong vortices, such as the TLV vortices, with the surrounding

flow field, can induce additional vortices.

Figure 2.2 illustrates the main vortical structures that can be found in the flow field around a compressor

blade. The subfigure (a) shows the vortices found for a stationary endwall, and subfigure (b) shows the

vortices found for an endwall with relative motion in the pitch-wise direction. These vortices have been

identified using the λ2 criterion. These images have been taken from [20], see the original paper for more

information.

(a) Fixed Endwall (b) Endwall with Relative Velocity

Figure 2.2: Main Vortical Structures Found in Compressor Blades. Images Taken from [20]
.

The trailing edge vortices wrap around the blade tip, and their interaction with the surrounding flow generate

additional parallel induced vortices, see figure 2.2a. The horseshoe vortices are flow structures that appear

near the leading edge of the compressor blades for the stationary endwall case. These vortices are a result of
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the interaction between the high-pressure region at the leading edge and the casing endwall. Lastly, for cases

where the endwall has a relative speed, additional smaller vortical structures are found near the trailing edge

of the blade due to the separation of the tip leakage vortex from the blade surface. This case is shown in

figure 2.2b. It is important to clarify that the present study does not provide results for walls exhibiting

relative motion. The description of this case was provided solely to illustrate the different kinds of vortices

that can appear in turbomachinery compressors.
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Chapter 3

Baseline Case

3.1 Geometry Definition and Methodology

The studied geometry consists on a linear cascade setup, composed by typical high-pressure compressor

blade profiles. The blade profile and the fluid domain have been taken from the Chair of Turbomachinery

and Flight Propulsion of TU Dresden setup [20]. The profile has a chord length of c = 159.6 mm and is

positioned with a stagger angle of 46.9deg with respect to to the x axis, resulting in an axial chord length of

cax = 109.05 mm. The fluid domain is extruded from the xy plane with a height of z/cax = 0.7. The endwall

is located at the bottom of the computational domain, at z = 0. And the gap between the sidewall and the

blade tip has a size of s/cax = 4.39%. All the simulations have been carried out using a Reynolds number of

Re = 104, based on the axial chord and inlet velocity. The figure 3.1 shows the studied geometry’s top plane

view:

Figure 3.1: Geometry Front View
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The Ansys Students software package will be used for both mesh generation and case simulation. The GEKO

model of the Fluent solver will be employed. This solver requires dimensional inputs, therefore, the desired

Reynolds number will be achieved by setting the density to ρ = 1 and fixing the inlet velocity magnitude to

∥u⃗∥ = 1. As a result, the Reynolds number can be adjusted by modifying the dynamic viscosity.

The methodology employed in this study involves several steps. Initially, a two-dimensional mesh will be

created, and a mesh convergence analysis will be performed. Once convergence is achieved, the GEKO

coefficients’ sensitivity will be assessed by considerably modifying their values. Although the effects of the

sidewall gap will not be observed in this particular case, this approach will yield rapid results and will

provide a preliminary understanding of how the GEKO coefficients impact the critical parameters in the

study. Subsequently, the mesh will be extruded to obtain a three-dimensional domain that incorporates the

gap. The three dimensional case will be simulated with the calibrated values obtained in the two dimensional

analysis. Finally, the calibrated model will be compared with the default GEKO setup and the standard

k − ω model.

3.2 General 2D Flow Description

This section provides a description of the flow around the blade in the two dimensional case. The flow enters

the domain via the INLET, coloured in dark blue in figure 3.2, and exits it via the OUTLET, coloured

in red. Both the BOTTOM and TOP sections, coloured in black and magenta respectively, are periodic

regions. This means that the flow entering the TOP region, exits by the BOTTOM region and vice-versa.

As it can be seen in figure3.2a, a higher velocity magnitude is obtained at the suction side comparing it to

the pressure side. This velocity variation provokes a pressure difference between the both sides of the blade,

as it is illustrated in figure 3.2b. Consequently, a net lifting force is obtained.

(a) Velocity Magnitude (b) Pressure Magnitude

Figure 3.2: Velocity and Pressure Magnitude Fields
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(a) Velocity Stream Lines (b) Velocity Vector Field

Figure 3.3: Velocity Stream Lines and Vectors

The blade provokes a wake region near its trailing edge, see figure 3.2a, considerably slowing down the fluid’s

velocity. Due to the effects of boundary layer separation, a recirculation zone forms near the trailing edge.

This zone is illustrated by plotting stream lines, and velocity vector fields in figures 3.3a and 3.3b. Simulation

results will be assessed by evaluating critical parameters such as the pressure coefficient, lift coefficient, skin

friction coefficient, and total pressure loss coefficient.

These parameters are defined as follows:

• Pressure Coefficient: The pressure coefficient is a dimensionless parameter that characterizes the

relative pressure distribution across a flow field. It is defined as follows:

cp =
(< p > −p1)

1
2ρ∥u1∥2

(3.1)

For the study case, p1 is the pitchwise-averaged inlet pressure and ∥u1∥ is the inflow velocity magnitude.

• Skin Friction Coefficient: The skin friction coefficient is a dimensionless quantity that represents

the shear stress between a fluid and a solid surface. This parameter is useful to assess the boundary

layer behaviour. It is defined as follows:

cf =
τw

1
2ρ∥u1∥2

(3.2)

where τw is the wall shear stress.

• Lift Coefficient: The lift coefficient is a dimensionless parameter that quantifies the amount of lifting

force generated by an object in a fluid flow. In this case, it is obtained by calculating the area between

the pressure and suction side’s pressure coefficient’s curves.

• Total Pressure Loss Coefficient: The total pressure loss coefficient characterizes the stagnation

pressure losses between two sections of the fluid domain. This parameter is adimensionalized by the
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dynamic pressure. It is defined as follows:

ζ(x) =
pt,ref − pt(x)

pdyn,ref
(3.3)

For the study case, pt,ref and pdyn,ref are the total and dynamic pitchwise-averaged inlet pressure, and

pt(x) is the pitchwise-averaged total pressure at x = 1.3 cax.

0 0.2 0.4 0.6 0.8 1

x/c
ax

0

0.2

0.4

0.6

0.8

1

1.2

c
P

Pressure Coefficient PS

(a) cf PS

0 0.2 0.4 0.6 0.8 1

x/c
ax

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

c
P

Pressure Coefficient SS

(b) cf SS

0 0.2 0.4 0.6 0.8 1

x/c
ax

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

c
f

Friction Coefficient PS

(c) cf PS

0 0.2 0.4 0.6 0.8 1

x/c
ax

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

c
f

Friction Coefficient SS

(d) cf SS

Figure 3.4: Pressure and Friction Coefficient Plots for the General 2D Case

Figure 3.4 shows the pressure and skin friction coefficient’s distribution across the axial chord for both the

pressure and suction sides. Figure 3.4d shows how the skin friction coefficient of the suction side drops

considerably at cax = 0.36, indicating boundary layer separation. This effect could also be seen in figures

3.2 and 3.3. On the other hand, from figure 3.4c, it can be seen that the boundary layer at the pressure

side remains attached throughout the axial chord. Additionally, the boundary layer state of the suction side

will also be characterized by turbulent kinetic energy distribution plots, see figure 3.5. The vertical axis

26



3.3. 2D MESHING AND BOUNDARY CONDITIONS CHAPTER 3. BASELINE CASE

represents the perpendicular distance from the wall normalized by the axial chord, and the horizontal axis

represents position normalized by the axial chord plus four times the turbulent kinetic energy magnitude.

This figure also shows how the turbulent kinetic energy increases in the recirculation zone.
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Figure 3.5: Boundary Layer State

3.3 2D Meshing and Boundary Conditions

For the two dimensional case, a multi-zone structured mesh approach has been employed. A structured

mesh consists on a grid where the cells are regularly shaped, such as rectangles or hexahedrons. These cells

are aligned with the geometry of the problem, interconnected in a systematic manner, and arranged in a

well-defined pattern. Therefore, in a two dimensional structured mesh, the cells can be identified as i, j

elements inside a matrix. A multi-zone structured mesh consists of multiple interconnected structured blocks.

This approach allows for the mesh to be selectively refined in critical blocks.

Given the shape of the airfoil and the domain, it had been determined that an O-grid mesh would be

suitable for the surroundings of the blade profile. This mesh type consists of two sets of lines: one set of

grid lines run parallel to the airfoil walls, and the other set of lines run perpendicular. When viewed from a

frontal perspective, an O-grid mesh resembles an oval. However, in this particular case, due to the necessary

intermediate blocks to smoothly interconnect the different regions, this oval shape cannot be appreciated. In

order to structure the mesh, all blocks must be quadrilateral, and this was a challenge. Due to the complex

geometry of the fluid domain, it was not feasible to mesh the entire domain as an O-grid, since additional

blocks were required at the corners to smoothly interconnect the different regions. Figure 3.6 shows the

meshing blocks:
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Figure 3.6: Meshing Blocks

There are multiple layers of blocks surrounding the blade profile. There are two layers for the pressure side,

and three for the suction side. The suction side requires more layers due to the larger fluid area to be meshed.

Each layer has a different growth rate, with the first layer having the smallest growth rate. In order to

separate the fluid domain into different blocks, splines have been traced. These splines are perpendicular at

edge intersections to minimize cell skewness. However, it should be noted that at the top right corner of the

fluid domain, the cells have a higher skewness (see figure 3.7). The impact of these lower quality cells has

been found to be minimal.

The first layer cells near the boundary of the profile have a height of y+ < 1. The cells at the leading and

trailing edges have a higher y+ value compared to those in the middle of the profile. Nevertheless, the y+

value is still maintained below y+ = 1 to ensure sufficient resolution to accurately resolve the boundary

layer. This condition will allow the mesh to resolve the laminar part of the boundary layer without using

wall models. The mentioned height variations are due to the differences in curvature at the leading and

trailing edges. Prior to creating the definitive initial mesh structure, preliminary meshes were created to

perform simulations and identify critical regions. For instance, after identifying the location of the wake

region, additional refinement was implemented for that specific area to achieve a more accurate resolution.

Figure 3.7 shows the initial mesh:
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Figure 3.7: Initial Mesh

To simulate the linear blade cascade, periodic conditions have been set at the aforementioned bottom and

top regions of the fluid domain. Although the ideal scenario is to have an identical mesh at the periodic

zones, this has not been achieved due to the complex geometry of the case. The bottom and top regions have

the same number of elements until reaching the horizontal region near the blade’s trailing edge.The solver

will interpolate values to establish the periodic condition, and some error may be introduced.

The profile boundaries have been set to no slip walls, this implies that the fluid velocity at these boundaries

is zero. The exit of the fluid domain has been specified as a pressure outlet boundary condition, ensuring

that the flow exits the computational domain without any back-flow. A constant velocity of magnitude

∥u⃗∥ = 1 with components u = 0.5150381 and v = 0.8571673 has been imposed at the inlet. These inflow

velocity components will change for the three dimensional case. These values were provided by the project’s

director. They account for correction factors from the conversion from the 3D case. Lastly, at the inlet, a

turbulent intensity of 1% and a turbulent length scale of 5mm [21] have been enforced. The turbulence-related

boundary conditions at the inlet will be assessed at a later stage to study their influence.

3.4 Mesh Convergence Study

To evaluate the influence of the mesh density on the results, the original mesh has been systematically

modified by creating additional meshes by increasing and decreasing the total number of elements. The

methodology employed for the generation of these new meshes involved adjusting the number of elements

along two different directions: one parallel and the other perpendicular to the blade profile. It is important

to highlight that the y+ values of cells adjacent to the profile have not been changed throughout the mesh

modifications. All the meshes have been adjusted to ensure a y+ < 1. In addition to adjusting the number of

elements along each direction, the growth rates have also been modified to achieve smooth mesh transitions.
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At first, the base mesh size had been doubled and halved. For the mesh size increment, three different meshes

were created: one by doubling the number of elements along the parallel direction, another by doubling along

the perpendicular direction, and a third by multiplying the number of elements in both directions by
√
2. For

the mesh size reduction, two meshes were created by halving the number of elements in either the parallel

or the perpendicular directions, and another one was created by dividing the number of elements in both

directions by
√
0.5.

Furthermore, a few more meshes were created by increasing and decreasing both direction’s elements: a

mesh with 4 times the number of elements of the base mesh, by doubling the number of elements along

both directions; another one with 16 times the number of elements of the initial mesh, by multiplying by 4

the number of elements along both directions; another with 0.25 times the number of elements of the base

mesh, by halving the number of elements along both directions; and finally one with 0.125 times the number

of elements of the base mesh, by dividing the number of elements along both directions by 4. In order to

characterise the effect of the mesh on the results, the lift coefficient and the total pressure loss coefficient were

used to analyse the convergence. Figures 3.8 and 3.9 show the pressure and friction coefficient distribution

along the axial chord. Even though details cannot be appreciated since the lines overlap each other, it can be

seen that all the meshes provide similar results along the blade profile due to the maintained y+.
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Figure 3.8: Friction Coefficient Plots for all the Meshes
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Figure 3.9: Friction Coefficient Plots for all the Meshes

From the results depicted in figures 3.8 and 3.9, it is clear that the RANS simulations achieve to capture the

overall tendencies of the flow with respect to the Reference data, even if they do not provide exact values.

There is a slight offset in the pressure side’s pressure coefficient distribution, but the tendency is well captured.

On the other hand, the pressure coefficient at the suction side presents deviations from the reference data for

x/cax > 0.4, where the reference curve is flattened and starts to increase again at x/cax = 0.9. Regarding the

skin friction coefficient, the tendencies have been accurately captured for the pressure side, and the values

are also close to the reference data. On the other hand, the suction side presents a higher friction coefficient

from x/cax > 0.4 in the RANS simulations, indicating thicker boundary layers. The higher friction coefficient

near the trailing edge (x/cax > 0.8) of the reference data indicating flow reattachment, is not well captured

by the RANS simulations. The thicker boundary layer predicted by the RANS simulations can be attributed

to the inherent dissipative behaviour of the its formulation.
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The following table shows the results obtained with all the meshes:

Mesh Elements Lift Coefficient Total Pressure Loss Coefficient

x0.125 1039 0.2911 0.0876

x0.25 3605 0.2785 0.0739

x0.5 (perpendicular dir) 7088 0.2783 0.0723

x0.5 (parallel dir) 7357 0.2780 0.1034

x0.5 (both dir multiplied by
√
0.5) 7589 0.2862 0.1284

Original Mesh 14948 0.2757 0.1250

x2 (parallel dir) 27972 0.2752 0.1169

x2 (perpendicular dir) 33208 0.2743 0.1179

x2 (both dir multiplied by
√
2) 34003 0.2742 0.1228

x4 61616 0.2754 0.1110

x16 246464 0.2777 0.1101

Table 3.1: Mesh Convergence Study Results

The orange and yellow coloured cells represent similar size jumps. Since the mesh has been refined on different

directions for the x0.5 and x2 size jumps, the convergence will be studied in three different directions. Figure

3.10 illustrates the convergence along the different directions. The lift coefficient does not exhibit strong

variations across the different meshes. These results indicate that this parameter is not very sensitive to mesh

resolution. On the other hand, the total pressure loss coefficient presents significant variations. For the total

pressure loss coefficient convergence graphs, the first size jump has lower relative changes than the second

one. This is due to the fact that the mesh is still not fine enough to correctly resolve the boundary layer.

Once the third size jump is reached, the relative changes start to decrease because the mesh reaches enough

resolution to resolve the critical regions.
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Figure 3.10: Mesh Convergence Plots
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3.5 Inlet Boundary Condition Calibration

Although the total pressure loss and lift coefficients have converged, the total pressure loss value does not

match the reference value: ζ = 0.1339 taken from [22]. In order to achieve the desired value, the inlet

boundary conditions will be modified. The case will be simulated using the original mesh and varying the

turbulent length scale. Table 3.2 shows the total pressure loss coefficient variations.

Turbulent Length Scale (m) Total pressure Loss Coeff

1e-1 0.1165

1e-2 0.1222

5e-3 (original) 0.1250

1e-3 0.1313

1e-4 0.1355

Table 3.2: Inlet Boundary Condition Calibration

The turbulent length scale of 10−3m is the one closest to the reference value, and will be used in the

three-dimensional simulation. The 10−4m length’ result is also close, but in this case, the simulation was not

stable, and the residuals started to oscillate. Figures shows 3.11 and 3.12 show 2D contours of the velocity

magnitude field for the different turbulent length scales. From this contours, the main difference that can

be appreciated from the different inlet boundary conditions is the velocity below the pressure side. As the

turbulent length scale decreases, the velocity magnitude increases in the region below the pressure side for

x/cax < 0.5. A velocity magnitude increase near the trailing edge can also be appreciated.

(a) Turbulent Length Scale of 10−1m (b) Turbulent Length Scale of 10−2m

Figure 3.11: Velocity Magnitude Contours for different Turbulent Length Scales. Subfigures a and b
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(a) Turbulent Length Scale of 10−3m (b) Turbulent Length Scale of 10−4m

Figure 3.12: Velocity Magnitude Contours for different Turbulent Length Scales. Subfigures c and d

3.6 GEKO Coefficient Calibration

In this section, the GEKO coefficients will be modified one by one to assess their influence in the study

case. The base mesh will be used for the next simulations, since it strikes a balance between accuracy and

simulation time. The base boundary condition of turbulent length scale of 5 · 10−3 will be used, and all the

other boundary conditiones will remain the same. Only the CSEP, CNW, and CJET coefficients will be

modified. The CMIX coefficient is automatically calculated from the CSEP coefficient as mentioned in the

previous chapter.

All the parameters have been modified significantly, but within a reasonable range, following the guidelines

set by Ansys [18]. A unique simulation was run for each parameter change, while mantaining all the other

parameters to their default value. The CSEP values were 1, 1.75, 2.5; the CNW values were 0.25, 0.5, 0.75;

and lastly the CJET values were 0.45, 0.9, 1.35.

Table 3.3 shows how much the parameters change respect to the reference values. The reference values for

the lift, pressure, and friction coefficients have been taken from plot integrals from the data in [20]. Green

coloured cells are bellow the reference value, red coloured ones are above, and yellow cells are close to the

reference. For each GEKO coefficient, the ”Min”,”Default”, and ”Max” rows refer to the three values for

each coefficient aforementioned. The colouring of each table has been set in a manner that the values closer

to the reference are coloured in yellow. Different colouring approaches were experimented, and these were the

methods that created a visual colour gradient effect that helped analysing the parameter’s behaviour.
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CP PS Int Min Default Max CP SS Int Min Default Max

CSEP 0.3097 (82.9%) 0.2843 (67.9%) 0.2894 (70.9%) CSEP -0.0760 (-6.2%) 0.0086 (109.88%) 0.0023 (102.8%)

CNW 0.2844 (68.0%) 0.2843 (67.9%) 0.2843 (67.9%) CNW 0.0086 (109.88%) 0.0086 (109.88%) 0.0087 (110.7%)

CJET 0.2842 (67.9%) 0.2843 (67.9%) 0.2822 (66.7%) CJET 0.0090 (111.1%) 0.0086 (109.88%) 0.0215 (126.5%)

Pressure Coefficient Curve Integral Along PS Pressure Coefficient Curve Integral Along SS

Reference Value is 0.1693 Reference Value is -0.081

CF PS Int Min Default Max CF SS Int Min Default Max

CSEP 0.0088 (-11.1%) 0.0094 (-5.1%) 0.0092 (-7.1%) CSEP 0.0062 (24.0%) 0.0065 (30.0%) 0.0064 (28.0%)

CNW 0.0094 (-5.1%) 0.0094 (-5.1%) 0.0094 (-5.1%) CNW 0.0065 (30.0%) 0.0065 (30.0%) 0.0065 (30.0%)

CJET 0.0094 (-5.1%) 0.0094 (-5.1%) 0.0098 (-1%) CJET 0.0065 (30.0%) 0.0065 (30.0%) 0.0064 (28.0%)

Friction Coefficient Curve Integral Along PS Friction Coefficient Curve Integral Along SS

Reference Value is 0.0099 Reference Value is 0.005

CL Min Default Max Total P Loss Min Default Max

CSEP 0.3857 (49.2%) 0.2757 (6.7%) 0.2871 (11.1%) CSEP 0.1027 (-23.3%) 0.1250 (-6.6%) 0.1170 (-12.6%)

CNW 0.2758 (6.7%) 0.2757 (6.7%) 0.2756 (6.6%) CNW 0.1250 (-6.6%) 0.1250 (-6.6%) 0.0993 (-25.8%)

CJET 0.2752 (6.5%) 0.2757 (6.7%) 0.2607 (0.9%) CJET 0.1252 (-6.6%) 0.1250 (-6.6%) 0.1348 (0.7%)

Lift Coefficient Total Pressure Loss Coefficient

Reference Value is 0.2585 Reference Value is 0.1339

Table 3.3: GEKO Parameters Comparison Respect to Reference Values

-80 -40 0 +40 +80 -110 -55 0 55 +110

CP PS Int CP SS Int

-10 -5 0 +5 +10 -25 0 25 +50 +75

CF PS Int CF SS Int

-50 -25 0 25 +50 -20 -10 0 +10 +20

CL Total P Loss

Table 3.4: Colouring Legend for Each Table

When examining the pressure coefficient integrals, a large difference across all cases is observed with respect

to the reference value. This discrepancy arises due to an offset in the pressure coefficient curves. For this

case, by reducing the CSEP value from its default setting, the boundary layer’s transition from laminar to

turbulent flow is initiated at a lower axial chord coordinate, see figure 3.13c. This results in a lift coefficient

overestimation, since a larger part of the airfoil’s suction side experiences a laminar flow. As it was mentioned

in the previous chapter, this is a consequence of the reduced sensitivity to adverse pressure gradients within

the boundary layer resulting from the reduced CSEP coefficient. Figure 3.14 illustrates how the turbulent

kinetic energy near the suction side wall starts growing faster along the axial chord for higher CSEP values.

The CNW parameter has negligible effects for the pressure coefficient integrals and the lift coefficient.

However, increasing its value leads to a reduction in the total pressure loss coefficient. According to the Ansys

documentation [18], an increase in this parameter results in a higher wall shear stress, and consequently this

could delay separation of the boundary layer and decrease pressure losses. However, there has not been a

change in the skin friction integrals nor the distribution curves, see figure 3.16. The Ansys documentation
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states that its effects on vortices and wakes has not been tested yet, but from the obtained results it could be

deduced that it is affecting the wake region by modifying the wake’s size, since all the parameters considered

along the blade have not changed.

By increasing the CJET parameter, the jet spreading rates are reduced according to the Ansys documentation.

Although there are no jet flows in this case, this parameter can affect the mixing rates and shear free-flows.

As it was described in the General 2D Flow description section, the study case presents a wake near the

trailing edge. The CJET parameter affects the resolution of the wake region. The reduced jet spreading

rates when the CJET’s value is increased, decreases the overall performance of the blade by decreasing its

lift coefficient, and provoking higher total pressure losses. Among all the considered parameters, the CJET

parameter exhibited the most notable improvement in simulations by yielding results that closely matched

the reference data.

The distribution of the pressure and friction coefficients, as well as the boundary layer behaviour can be

found in figures 3.13, 3.16 and 3.17.
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Figure 3.13: Pressure and Friction Coefficients for CSEP Variations
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Figure 3.14: Boundary Layer State for CSEP Variations
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Figure 3.15: Pressure and Friction Coefficients for CNW Variations
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Figure 3.16: Boundary Layer State for CNW Variations
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Figure 3.17: Pressure and Friction Coefficients for CJET Variations
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Figure 3.18: Boundary Layer State for CJET Variations
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Chapter 4

Three Dimensional Case

4.1 General 3D Flow Description

Unlike the previous case, the three dimensional flow will be affected by the endwall and the casing’s gap

effects. When the flow reaches the leading edge of the blade, it undergoes a significant change in direction,

and joined to the endwall’ and the gap’s effects, a horseshoe type vortex is formed. The pressure differences

between the pressure and suction sides of the blade, create a net secondary flow that passes through the gap,

see figure 4.1a. The flow passing through this gap generates a tip leakage vortex, which is one of the main

sources of inefficiencies. Furthermore the strength of this vortex induces secondary parallel vortices. Figure

4.1b shows the main vortical structures found in the flow.

(a) Velocity vector field at plane tangent to the camber line
at x/cax = 0.4, coloured with u velocity component (b) Vortex Identification for λ2 = −5

Figure 4.1: Velocity Vector Field and λ2 = −5 Isosurface

The vortical structures will be detected using the λ2 vortex identification criterion. This algorithm is based

on the analysis of the velocity gradient tensor. The first step is defining the velocity gradient tensor:
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∇V =
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(4.1)

Then, the symmetric part of the velocity gradient tensor S is calculated:

S =
1

2
(∇V+ (∇V)T ) (4.2)

Next, the antisymmetric part of the velocity tensor is calculated:

W =
1

2
(∇V− (∇V)T ) (4.3)

The S2 +W 2 term’s eigenvalues are considered to determine the existence of local pressure minimums due to

vortical motion. Vortex core regions will present two negative eigenvalues. If λ1, λ2, λ3 are the eigenvalues,

and λ1 ≥ λ2 ≥ λ3, vortex cores can be found as interconnected regions for negative values of the λ2 eigenvalue.

This explanation has been taken from [23], see the paper for detailed information. To represent the vortical

structures, iso-surfaces will be created for fixed values of λ2.

In the three-dimensional simulations, the total pressure loss coefficient will be used to characterize the energy

losses. Unlike the two dimensional simulations that yielded a single value, this time a curve representing

the variation of the total pressure loss along the z direction planes will be plotted for each simulation. This

allows for a more detailed analysis of the pressure losses throughout the computational domain. Figure 4.2

shows the curve obtained for the default GEKO coefficient’s setup and the reference data.
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Figure 4.2: Total Pressure Loss Coefficient along the z Direction
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4.2 3D Meshing and Boundary Conditions

The different blocks of the two dimensional mesh were extruded in the z direction in order to generate the

three dimensional mesh. The first approach consisted on extruding all the already existent blocks for a height

of z/cax = 0.7, and extruding the remaining airfoil region of the gap (highlighted in green in figure 4.3a)

for a height of s/cax = 4.39% to match the gap height. However, this approach proved to be challenging

as connecting the meshes of the extruded blocks with the airfoil gap region was complex. Ensuring the

same number of elements and spacing in the z-direction for both the extruded blocks and the airfoil’s gap

region required manually setting the distribution of points through edge sizings. Despite the apparent

interconnectedness of the mesh, running simulations resulted in incoherent results due to improper mesh

node connections. Figure 4.3 illustrates the geometry of the first approach.

(a) First Approach Geometry. Endwall Side View. (b) First Approach Geometry. Front View

Figure 4.3: First Approach Geometry

The second approach consisted on first extruding the entire gap region as a single block for the gap’s height,

and then extruding the entire domain without the airfoil region for the remaining height. To divide the

domain into different blocks, the edges of the two-dimensional mesh were projected onto both the frontal

and back planes. Unlike the first approach, this time the mesh was fully connected. However, the meshing

software did not maintain all the edges in the z direction parallel to each other, see figure 4.4a. This was a

very critical issue, because without parallel z direction edges, the airfoil shape could not be preserved properly.

Figure 4.4b illustrates the deformation of the blade’s shape caused by the sweeping of the z direction edges

along the leading edge. In this mesh configuration, the airfoil region of the gap had also been structered.

Nevertheless, the quality of the elements was significantly compromised due to the high skewness of the cells.
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(a) Edges in z Direction (b) Second Approach Mesh

Figure 4.4: Second Approach Mesh

The third approach consisted on individually extruding each meshing block for the gap height, including

the airfoil section. Subsequently, all the sections, excluding the airfoil region, were extruded again for the

remaining height. This was the most time consuming approach, since a total of 72 blocks were extruded,

and each edge of the blocks had to be manually sized. However, it ensured the proper connection of the gap

region nodes. Figure 4.5 illustrates the blocks of the geometry. Meshing the blade region of the gap presented

the greatest challenge, specially at the leading and trailing edges. The first approach to mesh this region

involved completely structuring the entire region. Good quality elements were obtained in the middle section

of the blade, but very high skewness elements were obtained at the leading and trailing edges; see figure 4.6.

(a) Edges in z direction (b) Second Approach Mesh

Figure 4.5: Third Approach Mesh
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(a) Leading Edge Gap Region (b) Trailing Edge Gap Region

Figure 4.6: Leading and Trailing Edges Gap Region Structured Mesh

An unstructured mesh approach was also attempted for these problematic regions, but due to the different

sizings of the surrounding elements, the results obtained for this approach were also unsatisfactory. At last, a

hybrid meshing strategy was applied for this region. Structured inflation layers were added to prevent large

size jumps between the surrounding elements and this region’s elements, while the mesh in the inner region

remained unstructured; see figure 4.7. Note that the mesh illustrated in figure 4.7 is finer than the previous

ones, since these images were taken from the final mesh. This hybrid strategy yielded better results than the

previous approaches, although some low quality elements were still present in the mesh. To properly structure

these regions, the base geometry for constructing the blocks would have to be modified, and at this stage of

the project there was not enough time to do that, so the simulations were run using this mesh configuration.

(a) Leading Edge Gap Region (b) Trailing Edge Gap Region

Figure 4.7: Leading and Trailing Edges Gap Region Hybrid Mesh

The final mesh was generated by applying the same edge sizings used in the 2D base mesh, as it stroke a

balance between accuracy and the total number of elements. The number of mesh planes in the z direction

was limited by the Ansys Students License, which allowed a maximum of 512.000 elements. Consequently, a

thorough mesh convergence study in the z direction could not be conducted. For the gap region, six mesh

planes were employed, and 22 mesh planes were utilized for the remaining region. See the planes distribution

in figure 4.8a. Although this may initially appear as a coarse mesh for the case, it will be demonstrated in

the next sections that the obtained results were satisfactory. Figure 4.8 illustrates the final three dimensional

mesh.
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(a) Bottom View (b) 3D view

(c) Rotated Front View (d) Rotated Back View

Figure 4.8: Final 3D Mesh

The three dimensional case introduces three new walls: the blade tip wall, the front wall, and the back wall

(endwall). Non-slip wall boundary conditions will be applied to the endwall and the blade tip wall. On the

other hand, symmetry boundary conditions will be set for the front wall. The symmetric boundary condition,

applied to a specified wall, assumes that the flow exhibits symmetry, resulting in no flow across the boundary.

This reduces the computational cost, as calculations need to be performed only for a portion of the domain.

The rest of the boundary conditions will remain the same as in the 2D case (inlet, outlet, bottom, and top).

The inflow velocity components will change respect to the 2D simulations, since those values accounted for

correction factors that will not be needed in this case. The inflow velocity for this case will have an angle

of 60.75deg with respect to the horizontal axis. The turbulent intensity at the inlet will remain the same

(1%), and the turbulent length scale will be set to 10−3m, since this was the value that provided results that

closely matched the reference data in the inlet boundary conditions study.
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4.3 Total Pressure Loss Coefficient

The results for the 3D simulations will be assessed mainly by the Total Pressure Loss Coefficient. From the

results depicted in figure 4.9, it can be argued that the RANS simulations achieve to capture the overall

pressure loss tendencies along the z direction, despite not perfectly matching the reference data. It should be

noted that the reference simulation from [20] was conducted with variable inlet velocity fluctuations, whereas

the simulations run in the present study used a fixed value for the entire inlet. In the reference paper, the

fluctuations near the endwall were an order of magnitude higher than the ones at the mid-span.

The standard k−ω simulation exhibits a tendency to overestimate the pressure losses, this is a clear sign of the

intrinsic dissipative behaviour of the RANS formulation. For the region near the endwall, the k−ω simulation

matches the reference values, while the GEKO default falls short. Based on the observed behaviour of the

different simulations, it can be suggested that if the same turbulent boundary conditions of the Reference

simulations were applied to the RANS simulations, the k − ω model would have overestimated the pressure

losses in the gap region. On the other hand the GEKO model predicts lower pressure losses in the near

endwall region, although it is expected that the pressure losses would increase if the Reference turbulent

boundary conditions were applied.

For the rest of the domain, the GEKO model yields results closer to the reference values by estimating lower

pressure loss coefficients. The higher dissipation for z/cax > 0.4 can be attributed to various factors: the

influence of the symmetry boundary condition, the intrinsic RANS modelling averaging, and the lack of mesh

resolution in that region. Regarding the different GEKO configurations, even though the CJET parameter

appeared to improve the results in the 2D simulations, in the three dimensional case, its effects are almost

negligible. Considering that the reference simulation used 60 million elements, while the RANS simulations

only use around 500 thousand elements, the results achieved by the GEKO model are deemed satisfactory.
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Figure 4.9: Total Pressure Loss Coefficient along z Direction
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4.4 Pressure and Skin Friction Coefficients

The distribution of pressure and friction coefficients along the z direction is illustrated in Figure 4.10. To

avoid overcrowding and maintain clarity in the data visualization, the reference data is not included in the

plots. However, the author has compared the results and observed similar trends. In terms of the pressure

coefficient, the plots may deviate from the reference data due to a disparity in the reference pressure value

used to calculate this coefficient. As the z value increases, the pressure coefficient tends to increase on the

pressure side and decrease on the suction side. Consequently, this leads to a higher lift coefficient at the root

of the blade. This phenomenon arises from the absence of vortices in that specific region. Additionally, the

friction coefficient exhibits an increase near the gap on both the pressure and suction sides. This observation

demonstrates how vortical structures enhance energy dissipation by elevating friction.
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Figure 4.10: Pressure and Friction Coefficients along the xy Planes along Different z values.
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4.5 Vortex Structures Analysis

As explained in the flow description section. the main vortical structures on the flow are identified through

the λ2 vortex identification criterion. Figure 4.11 illustrates λ2 isosurfaces coloured with the u velocity

component. The Tip Leakage Vortex is easily identified as the major vortical structure. Parallel to this

structure, two more induced vortices are detected in the reference data. However, only one of the induced

vortices is detected in the RANS simulations. A horse-shoe vortex is also detected near the endwall region of

the leading edge. Additionally, a structure is detected at the front part of the suction surface. This structure

is not a vortex; the identification criterion is detecting the flow acceleration across this surface as a vortex.

In the reference simulation, a large set of smaller vortices are detected towards the trailing edge of the blade.

These structures are result of a separation bubble. However, the presence of these smaller vortices is reduced

in the RANS simulations due to the absence of the separation bubble.

(a) GEKO Default. λ2 = −5 (b) K − ω. λ2 = −8

(c) Reference. λ2 = −3

Figure 4.11: Vortical Structures Isosurfaces
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Different values of λ2 have been tested for each simulation to detect vortical structures. Through experi-

mentation, it was determined that a value of λ2 = −5 for the GEKO simulation, and the value of λ2 = −10

for the k − ω simulation provided contours that closely resembled the reference data. In comparison to the

k − ω, the GEKO simulation exhibited vortical shapes that closely matched the reference data for the tip

leakage and induced vortices. However, the k − ω presents additional disturbances in the flow above the

aforementioned vortices that do not correspond to coherent vortex structures.

Figures 4.12, 4.13, 4.14 and 4.15 present the vortices identified using the λ2 criterion (highlighted in red) and

the Q criterion (highlighted in green) along planes that are tangent to the camber line. These planes are

also coloured based on the magnitude of vorticity. It is worth noting that the perspectives of the simulation

images vary due to the limitation of Ansys tools, which do not allow for direct positioning of the camera in a

perpendicular and orthogonal view with respect to the planes. See more information about the Q criterion in

[24] and [25].

(a) GEKO Default. Q = 10, λ2 = −5 (b) k − ω. Q = 10, λ2 = −10

(c) Reference. Q = 10, λ2 = −3 [26]

Figure 4.12: Vortical Structures at x/cax = 0.4
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The obvious difference between the RANS and the Reference simulations lies in the image resolution and the

level of detail, primarily due to the finer mesh employed in the LES simulation of the reference. The RANS

simulations also exhibit smoother contours, which can be attributed to the temporal and spatial averaging

inherent in the equations. For the tangent to the camberline planes at x/cax = 0.4 and x/cax = 0.6, the

vorticity intensity of the boundary layer is quite similar across all cases. The tip leakage vortex is detected in

all three cases with both the λ2 and Q criterion. Its position and size are also similar across all three methods,

however, the RANS similations predict a higher vorticity intensity at the outer-left part of the diameter of

the vortex. Only one of the induced vortices are detected with these vortex identification methods in the

RANS simulations. The positioning of the induced vortex is similar in all three simulations, but the shape

differs between the RANS and Reference simulations. In the GEKO simulation, an additional vortex at the

suction surface is detected as in the Reference simulation, see figure 4.12a. Finally, the vorticity intensity of

the endwall boundary layer also seems to be higher in the RANS simulations for the x/cax = 0.4 plane.

(a) GEKO Default. Q = 10, λ2 = −5 (b) k − ω. Q = 10, λ2 = −10

(c) Reference. Q = 10, λ2 = −3 [26]

Figure 4.13: Vortical Structures at x/cax = 0.6
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(a) GEKO Default. Q = 10, λ2 = −5 (b) k − ω. Q = 10, λ2 = −10

(c) Reference. Q = 10, λ2 = −3 [26]

Figure 4.14: Vortical Structures at x/cax = 0.8

For the tangent to the camberline plane at x/cax = 0.8, the position of the tip leakage vortex is similar in the

Reference and GEKO simulations. Although the size of the vortex in all three cases is similar, the vortex is

not in contact with the suction surface in the k − ω simulation. Smaller vortical structures caused by the

separation bubble are detected in the Reference simulation, but they are not present in the RANS plots for

neither vortex detection criterion. At last, in the GEKO simulation, the separation layer at the suction side

is thicker but less intense than the ones found in the k − ω and Reference simulations.
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(a) GEKO Default. Q = 10, λ2 = −5 (b) k − ω. Q = 10, λ2 = −10

(c) Reference. Q = 10, λ2 = −3 [26]

Figure 4.15: Vortical Structures at x/cax = 1

Lastly, in the tangent to the camberline plane located at x/cax = 1, the tip leakage vortex is once again

observed to be separated from the suction surface in the k − ω simulation, and the intensity of the vortex is

slightly overestimated in the RANS simulations. The reference figure depicts the smaller vortical structures

found at the suction side of the trailing edge, while no vortical structures are found in that region in the

GEKO simulation. The k−ω detects a large structure in the mentioned region, but this result is not accurate

according to the Reference illustration.

In conclusion, the main vortical structure, the tip leakage vortex, has been found in all three simulations.

Its positioning is almost identical until x/cax = 0.6 across all different simulations. From that point, the

k − ω model predicts a separation of the vortex from the suction surface, while in the Reference and GEKO

simulations the vortex remains in contact with the surface. The outer part of the vortices are predicted

with a higher intensity in all three cases. The boundary layers along the walls are slightly thicker in the

RANS simulations. These two observations are product of the intrinsic dissipative behaviour of the RANS

formulation aforementioned.
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Chapter 5

Concluding Remarks

5.1 Study Conclusions

The objective of this thesis was to conduct a thorough examination of the suitability of the Ansys GEKO

turbulence model for analyzing fluid flow in a turbomachinery compressor cascade. This thesis serves as a

first step towards a fully calibrated model for the study case. Initially, two dimensional simulations were

performed by simulating the compressor’s blade’s mid-span. These simulations required generating a two

dimensional mesh and studying its convergence. This involved building multiple meshes with different levels

of refinement.

The entire project was subject to a software limitation imposed by the Ansys Student’s License, which

imposed a maximum limit on the number of mesh elements. The mesh selection was constrained due to this

limitation. The chosen mesh had to consider its future extrusion to generate the three dimensional mesh, and

ensure sufficient resolution in the extruded direction to effectively capture intricate flow phenomena.

After selecting a mesh that achieved a balance between the number of elements and converged results, the

impact of turbulent boundary conditions was evaluated. As explained in the introduction, the employed

turbulence model is a variation of the standard k−ω model, and several studies have consistently demonstrated

that it exhibits a high degree of sensitivity to the inlet boundary conditions[16]. Different inlet boundary

conditions based on [21] were examined. The selection criteria involved matching the total pressure loss

values at the mid-span provided by [22].

Subsequently, a first approach towards the calibration of the model was taken by using the selected two

dimensional mesh, and examining the sensitivity of the different free parameters of the GEKO model. All

the parameters were modified individually to understand their influence in the study flow. After conducting

the sensitivity assessment, it was found that most influential parameter was the CSEP coefficient. The

only parameter that enhanced simulation results was the CJET parameter. The decision to conduct this

study using a two-dimensional mesh was driven by the need to perform a large number of simulations to

assess parameter behaviour. Time constraints made it impractical to carry out such investigations in a

54



5.1. STUDY CONCLUSIONS CHAPTER 5. CONCLUDING REMARKS

three-dimensional case.

Once the GEKO model was calibrated for the two dimensional case, the resulting free parameters were

employed to conduct three dimensional simulations. The three dimensional mesh creation was the most time

consuming part of the study, and due to the author’s inexperience, the generated mesh was not optimal. A

significant number of elements were allocated for each mesh plane of the three-dimensional mesh, resulting in

a lower resolution in the extruded direction compared to the plane’s resolution. This limitation arose as the

maximum number of allowed elements had already been reached. Due to the lack of available mesh elements,

an exhaustive mesh convergence study in the extruded direction could not be conducted.

For the three-dimensional case, three simulations were conducted: one utilizing the default GEKO parameters,

another employing the calibrated GEKO model, and a third employing the standard k−ω model. Despite the

relatively lower resolution of the mesh in the extruded direction, all three simulations successfully captured

comparable trends in the pressure loss coefficient along the span-wise direction, similar to the reference data

from [20]. However, none of the simulations achieved to precisely capture exact values. It should be noted

that the reference data originated from a Large Eddy Simulation (LES) employing 60 million elements, thus,

this discrepancies were already expected. The k − ω model tended to overestimate pressure losses, while

the GEKO models yielded values closer to the Reference. There were no significant differences between the

calibrated and default GEKO models, both models produced similar outcomes.

Moreover, the vortical structures of the flow were identified using the λ2 and Q criterion, and compared with

data from [26]. The tip leakage and horse-shoe vortices were detected by both RANS models. However, in

these simulations, only one of the induced vortices were detected. Further, the smaller vortices produced by

the separation bubble in the Reference simulation, were not detected by the RANS simulations. The GEKO

simulation accurately predicted the size and location of the tip leakage vortex, while the standard k − ω

model failed to precisely predict its location for values of x/cax > 0.6.

Throughout this study, it has been made evident that the GEKO model enhances the performance of the

standard k − ω model. Considering that only half a million mesh elements were utilized, compared to the

60 million elements employed in the reference LES simulation, the obtained results are deemed satisfactory.

However, from this study alone, it is hard to justify the price of the Ansys software solution. Further

investigation with local calibration of the parameters would be required to optimize the model calibration

for the case, and determine if the obtained results justify the expense. Nevertheless, this general study has

showcased the potential of the GEKO model.
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5.2 Future Research

Despite conducting a general study of the GEKO model for the present case, numerous areas of investigation

have remained unexplored due to time constraints. It is crucial to highlight several key areas that warrant

further exploration in future research:

• 1. Mesh Optimization: Having gained experience in generating three-dimensional meshes, the author

now possesses the knowledge to properly structure the gap region mesh, particularly at the blade region.

Furthermore, considering the limitation on the number of mesh elements, additional studies on mesh

optimization would be necessary to refine critical areas by reallocating elements. Lastly, implementing

a symmetric meshing approach in the periodic zones would eliminate interpolation errors and improve

overall accuracy.

• 2. Inlet Boundary Condition: As mentioned throughout the study, the turbulent fluctuations at

the inlet were maintained constant. However, in future research, it would be valuable to incorporate

variable inlet conditions as outlined in the reference paper [20] by utilizing user-defined functions. This

would enable a more comprehensive exploration of the impact of varying inlet conditions on the flow

behaviour.

• 3. Parameter Tuning in 3D Simulations: In this study, the modification of GEKO coefficients

was limited to two-dimensional simulations. However, it would be valuable to investigate the effects of

modifying all parameters again specifically for the three-dimensional case. Additionally, Ansys offers the

capability of locally tuning the parameters through scripting, which presents numerous opportunities

for further research and exploration.

• 4. Higher Re Simulations: In this study, simulations were conducted at a relatively low Reynolds

number. However, it would be valuable to investigate the behavior of different GEKO parameters at

higher Reynolds numbers and assess if the model continues to yield accurate results. Exploring the

model’s performance in such conditions would provide insights into its applicability across a wider range

of turbomachinery cases.
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Chapter 6

Environmental Impact

6.1 Implications

Gas turbines have a notable environmental impact as they rely on the consumption of hydrocarbon fuels.

This consumption leads to the release of greenhouse gases, particularly carbon dioxide, contributing to

climate change. Enhancing the efficiency of turbomachinery is key to address this issue. Further, this

study focuses on investigating the potential of using a calibrated GEKO turbulence model to obtain prompt

results for turbomachinery preliminary design. This approach offers substantial energy savings, as Large

Eddy Simulations, such as the reference paper simulation [20], are significantly more computationally

demanding than RANS simulations. It is true that RANS simulations do not provide enough accuracy for

final development stages. Nevertheless, they can serve as an initial approach to assess new conceptual designs

and explore innovative alternatives more efficiently.

6.2 Environmental Footprint

In this study, the primary source of CO2 emissions stems from the computer used to conduct simulations and

present results, which had a power supply of 750W. Although the computer was not consistently operating

at full power throughout the entire duration of the study, it remained active, performing simulations even

when the student was not directly engaged in thesis work. Thus, to estimate the environmental impact, it

is considered that the computer consumed 750W for the entire project duration. Additionally, the energy

consumption of the workspace lighting needs to be taken into account. A LED light bulb with a power

consumption of 25W was used for illumination, and the total number of study hours will be factored into the

overall light consumption calculation. The specific CO2 emission factor has been taken from the author’s

electricity bill information. Table 6.1 reflects the environmental footprint of this thesis.
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Source
Time

(h)

Power

(kW)

Energy

(kWh)

Specific Emissions

(kg CO2/kWh)

Total Emissions

(kg CO2)

Computer 600 0.75 450 0.204 91.8

Lighting 600 0.025 15 0.204 3.06

Total 94.86

Table 6.1: Carbon Footprint
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FERÈNCIA DE CALOR (CTTC), ESEIAAT Lectures (2016).

[20] Jordi Ventosa-Molina et al. “Study of relative endwall motion effects in a compressor cascade through

direct numerical simulations”. In: Journal of Turbomachinery 143.1 (2020). doi: 10.1115/1.4049101.

[21] Peter Busse et al. “Effects of turbulent boundary conditions on the prediction of the secondary flow field

in a linear compressor cascade”. In: Volume 2A: Turbomachinery (2016). doi: 10.1115/gt2016-56455.

[22] David Engelmann et al. “Near-wall flow in turbomachinery cascades—results of a German collaborative

project”. In: International Journal of Turbomachinery, Propulsion and Power 6.2 (2021), p. 9. doi:

10.3390/ijtpp6020009.

[23] Jinhee Jeong and Fazle Hussain. “On the identification of a Vortex”. In: Journal of Fluid Mechanics

285 (1995), pp. 69–94. doi: 10.1017/s0022112095000462.
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