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ABSTRACT
We present a method for computing egomotion using event cam-
eras with a pre-trained optical flow spiking neural network (SNN).
To address the aperture problem encountered in the sparse and
noisy normal flow of the initial SNN layers, our method includes a
sliding-window bin-based pooling layer that computes a fused full
flow estimate. To add robustness to noisy flow estimates, instead
of computing the egomotion from vector averages, our method
optimizes the intersection of constraints. The method also includes
a RANSAC step to robustly deal with outlier flow estimates in the
pooling layer. We validate our approach on both simulated and real
scenes and compare our results favorably to the state-of-the-art
methods. However, our method may be sensitive to datasets and
motion speeds different from those used for training, limiting its
generalizability.
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1 INTRODUCTION
Egomotion estimation is a crucial task in visual navigation for
robots, vehicles, and wearable computing, which involves comput-
ing the 3D camera motion relative to a rigid scene. Traditionally,
egomotion is estimated by measuring the apparent motion from
frame to frame of image features. However, conventional visual
odometry systems are prone to failure in harsh illumination condi-
tions due to motion blur and image saturation, which impede the
extraction of image correspondences [28].

In contrast, event cameras detect independently the change of
luminance in each pixel and produce an asynchronous feed of pixel
coordinates where intensity changes occur. Since no frame or image
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is produced, event cameras can detect very fast motion with low
latency, down to `s time scale, and high dynamic range. Since each
pixel is processed independently, event cameras have high dynamic
range up to 140dB, which makes them robust also to abrupt changes
in illumination. Further, their sparse output without redundant
information requires low power consumption, suggesting their
adoption in mobile embedded systems.

These advantages make them an ideal candidate to solve the
egomotion problem in difficult navigation tasks [30, 35]. However,
the task is challenging, since event-based egomotion systems must
compute apparent motion from such sparse asynchronous data
feed, either aggregating events temporally to build features to track
or match [3], or better yet treating all events independently [7].

Spiking Neural Networks (SNNs) process discrete spikes using
timing information, making them a natural match to process the
spatio-temporal data from event cameras. The combination of event
cameras and SNNs has raised increasing interest in different areas
of computer vision. They have mostly been used to tackle low-
level vision tasks such as feature extraction [13], tracking [18, 19,
32], depth estimation [26], optical flow [12, 15, 23, 24, 33], motion
segmentation [8, 29], and image reconstruction [36], but also some
higher-level vision tasks such as object or gesture detection and
recognition [2, 9, 22]. Limited work has been done in using SNNs
for camera egomotion estimation [11].

In this paper, we present a method to estimate the egomotion
of an event camera with an SNN. We compute optical flow using
a pre-trained network and use it to compute global egomotion es-
timates. The SNN was trained using unsupervised learning with
spike-timing-dependent plasticity, showing selectivity for local flow.
To estimate both rotational and translational motion at different alti-
tudes, we add an optimization-based pooling technique to compute
global flow estimates, addressing the aperture problem for noisy
and sparse normal flows. After pooling, egomotion with outlier
rejection is computed in a final step.

For validation, we perform tests in multiple datasets on both
pure rotation and pure translation motion along the three axes and
compare our results with the state of the art. Our contribution is
two-fold: first, we have presented a framework for event-based
ego-motion estimation using optical flow from a pre-trained SNN.
Secondly, we have implemented an optimization-based pooling
technique to solve the aperture problem for the noisy and sparse
normal flow input.

2 RELATEDWORK
Previous works on SNN-based dense optical flow estimation have
used bio-inspired Gabor filters [23, 25] or unsupervised learning
with STDP to learn these filters [4, 24]. However, these methods
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Figure 1: Proposed spiking neural network structure.

suffer from the common problem of spatio-temporal filter meth-
ods, which can only be deployed for test data similar to that used
for training. For self-supervised event-based optical flow learning,
most works follow the pipeline of their ANN counterpart and use
photometric or contrast maximization losses to train the SNN with
surrogate gradients [33, 34]. Some later works have combined an
SNN in the encoder and an ANN in the decoder to balance perfor-
mance and energy efficiency [15, 16].

While ANNs have been used to learn egomotion from event
inputs [30, 34], the only notable work on SNN-based egomotion
estimation to date is a framework for computing 3-axis angular
velocity regression using supervised learning [11]. However, using
purely SNNs to recover both rotational and translational egomotion
has not yet been addressed in the literature.

3 NETWORK ARCHITECTURE
We adopt the hierarchical SNN architecture proposed by [24], which
utilizes an adaptive neuronal model and unsupervised STDP learn-
ing. The proposed spiking neuronal model is a modified version of
the widely used Leaky Integrate and Fire (LIF) model. The LIF model
assumes that spike timing, rather than spike amplitude, carries the
encoded information, which aligns with the contrast threshold fir-
ing mechanism of event cameras. The LIF model is both simple
and computationally efficient, enabling the integration of multiple
synapses from different neurons into a presynaptic train. Moreover,
the model incorporates a refractory period after the synapses.

As shown in Fig.1, our modified neural network structure retains
the input, merge, and multisynaptic convolution layers from[24].
However, we do not use a feature extraction layer since we are not
interested in training local motion. Instead, we use the pre-trained
kernels for the multisynaptic convolution layer to obtain local
motion estimates and to compute local optical flow. Furthermore,
we replace the pooling layer with our own layer, which includes
a more robust integration of sparse normal flows. Additionally,
we add an extra module to the network for the computation of
egomotion that is robust to outliers. The purpose of each layer is
summarized as follows:
Input layer: The input layer consists of a 2D neural map, with
one dimension per event polarity. Each neuron in the input layer
receives a spike train of events from the sensor within a temporal
window of size 𝜏𝑠 , with no overlap. To improve computational effi-
ciency, the input size is scaled by a factor of 𝑠 in both the horizontal
and vertical directions.
Merge layer: Events are triggered at abrupt changes in brightness,
which primarily occur at edges. However, local motion cannot be
determined unambiguously when viewed locally, leading to the

Figure 2: The 64 pre-trained spatiotemporal kernels used
in the multisynaptic convolutional layer. Each kernel corre-
sponds to a particular local velocity-tuned filter in a specific
direction of motion. For instance, kernels in the first column
will respond to diagonal motion, whereas kernels in the third
column are sensitive mostly to vertical motion.

aperture problem. At this stage, local motion is only dependent on
the spatial configuration and frequency of events, and not their
polarity. Hence, we merge the two polarity input neural maps
into one convolutional single-synaptic layer with no neighboring
connections.
Multisynaptic convolutional layer: This layer is equivalent to
the MS-Conv layer in [24] and is responsible for computing local
motion estimates through velocity-selective neurons. Neural con-
nections are multisynaptic with different constant transmission
delays 𝜏𝑑 . The spatiotemporal convolutional kernels used in this
layer are pre-trained to encode features that respond to local flow
in different directions and magnitudes. Local optical flow is com-
puted using our modified version of the EdgeFlow algorithm [20],
as described in Sec. 4.1.
Pooling layer: Our convolutional and single-synaptic pooling
layer uses the local optical flow estimates to compute a fused full
flow estimate, incorporating two different pooling mechanisms
for improved geometric consistency. More details are available in
Sec. 4.2. The full flow output of this layer serves as input to the
egomotion estimation module.

4 OPTICAL FLOW ESTIMATION
4.1 Local flow
Local optical flow is computed using 64 pre-trained kernels from the
rotating disk dataset in [24] (Fig. 2). These kernels are 3D filters (𝑥 ,
𝑦, and 𝜏 ) that identify motion at different directions and speeds. To
estimate local velocities, histograms of the horizontal and vertical
directions are computed for the two synapses with the most activity
in the temporal window. Then, the sum of absolute differences for
both horizontal and vertical pairs is obtained, and least squares
fitting is applied to refine the solution [21].

An example of the computation for one of the kernels is shown
in Fig. 3. The flow field is color-coded, with direction encoded in
hue and speed in saturation. The bottom part of the plot shows
a polar distribution of the flow vectors for the 64 kernels. It is
noteworthy that the pre-trained kernels have a larger sensitivity
for the estimation of vertical motion.
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Figure 3: Optical flow computation from pre-trained kernels:
a) the first two columns plot the histograms of the sum of
intensity values along the horizontal and vertical directions.
d_min and d_max indicate the corresponding kernel with the
minimum and maximum delay. The last column calculates
the sum of absolute differences (blue line) and least squares
fit (red line). b) Color map and polar distribution of the pre-
trained kernels.

(a) Type I (b) Type II (c) LSQ IOC

Figure 4: (a)-(b) Type I and Type II stimulus; (c) Least squares
solution for intersection of constraints. The green arrows
represent local flow vectors. The dotted lines indicate the
constraints. Their intersection in the least squares sense is
indicated by the yellow arrow.

4.2 Full flow
Local flow estimates are combined in the pooling layer to compute
a more compact full flow estimate, similar to how biological sys-
tems integrate local motion information. However, local motion
estimation suffers from the aperture problem, which means that
flow parallel to local edges cannot be observed. To overcome this,
optical flow is pooled across a larger receptive field using different
pooling mechanisms.

Two commonly usedmechanisms are geometric pooling [10] and
intersection of constraints [1]. Geometric pooling computes a vector
average (VA) from the set of flow data values, while intersection of
constraints (IOC) computes a consistent solution compatible with
each individual flow vector. For instance, the IOC solution for two
flow estimates is at the intersection of their constraint lines, which
are perpendicular to the direction of motion (see Fig. 4).

Research in neuroscience has shown that the pooling mechanism
used in the human visual system depends on the type of stimuli
received [5, 31]. Stimuli can be classified into two types: Type I
stimuli have IOC solutions inside the cone described by the flow
vectors, while Type II stimuli have IOC solutions outside this cone.

The VA solution generates a veridical (albeit scaled) estimate of the
velocity vector for Type I stimuli, while it deviates substantially
from the IOC solution for Type II stimuli (see Fig. 4b). However, for
noisy input data from an event camera, the IOC solution may also
deviate substantially from the true value.

To solve the aperture problem for noisy SNN data, we propose
a pooling method that combines both the VA and IOC methods
depending on the type of stimuli received. Our pooling mechanism
assumes that the motion is adequately encoded in the receptive
field, which should be small enough to capture a single general
motion direction and large enough to include responses to different
kernels (different edge directions).
Sliding temporal window: To address the sparseness of local flow
data, we employ a sliding temporal window integration mechanism
at the output of the MS-Conv layer, assuming that flow changes
smoothly over time. This increases the number of local flow vectors
in the receptive field without the need to increase the receptive
field size or the step size 𝜏𝑠 .
Vector average flow: When all local flow vectors in the receptive
field lie in the same orientation bin (as shown in Fig. 3b), we assume
a Type II stimulus and compute the pooling flow using the vector
average method.
Least squares intersection of constraints:When neurons in the
same receptive field fire corresponding to at least two different di-
rection bins, we assume a Type I stimulus and compute the pooling
flow using a least squares solution with robust outlier rejection to
the intersection of constraints as described in section 4.3.
Data richness: If all local flow vectors in the receptive field come
from the same kernel after update the temporal window, we assume
that the observed features are not rich enough to describe motion.
In that case, we choose not to update the pooling for that receptive
field.

4.3 Least squares solution for the intersection
of constraints

The problem of computing the least squares intersection of con-
straints can be formulated as follows: given 𝑛 normal flow vec-
tors v𝑖 = (𝑢𝑖 , 𝑣𝑖 ), the goal is to find the flow vector whose con-
straint line minimizes the intersection error of all constraint lines.
A point (𝑥,𝑦) in any given constraint line 𝑙𝑖 must satisfy the equa-
tion −𝑢𝑖𝑥 − 𝑣𝑖𝑦 + (𝑢2

𝑖
+ 𝑣2

𝑖
) = 0.

To find the point 𝑋 in the constraint line closest to all 𝑛 lines 𝐴
in the least squares sense, we can represent 𝐴 as a matrix and solve
for the eigenvector associated with the smallest eigenvalue of 𝐴𝑇𝐴
subject to the constraint that |𝑋 | = 1. Specifically, we have:

𝐴 =


−𝑢1 −𝑣1 𝑢2

1 + 𝑣2
1

.

.

.
.
.
.

.

.

.

−𝑢𝑛 −𝑣𝑛 𝑢2
𝑛 + 𝑣2

𝑛

 𝑋 =


𝑥

𝑦

1

 (1)

Our least squares solution for the intersection of constraints is
exemplified in Figure 4c. To obtain optimal results, the method
requires local flow estimates from different directions. Furthermore,
the method is robust to the presence of flow vectors with similar
direction and different magnitudes since the quantity being min-
imized is the squared sum of the perpendicular distance to each
constraint line, not the intersection point of all constraints.
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5 EGOMOTION FROM OPTICAL FLOW
5.1 Motion field of a static scene
Up to this point, we have an array of full flow estimates at the
output of the pooling layer from which to compute egomotion. We
resort to the Longuet-Higgins model [17] independently to com-
pute rotational and translational (although scale) velocity estimates
that are robust to outliers. To provide a complete understanding
of the process, let’s review the technique. To project a 3D point
P = (𝑋,𝑌, 𝑍 )𝑇 onto an ideal pinhole camera with focal length 𝑓 , we
have: p = (𝑥,𝑦)𝑇 = (𝑓 𝑋/𝑍, 𝑓 𝑌/𝑍 )𝑇 . Taking the time derivative of
p gives the relation between the velocity V = (𝑉𝑥 ,𝑉𝑦,𝑉𝑧)𝑇 of point
P and the flow vector v = (𝑢, 𝑣, 0)𝑇 at p: v = 𝑓 (𝑍V−𝑉𝑧P)/𝑍 2 . To ex-
press the relation between P and the moving camera’s translational
and angular velocities, T = (𝑇𝑥 ,𝑇𝑦,𝑇𝑧)𝑇 and 𝝎 = (𝜔𝑥 , 𝜔𝑦, 𝜔𝑧)𝑇 ,
when 𝑃 is static in the scene, we have: V = −(T + 𝝎 × P) . By
plugging V into v, we get the motion flow at pixel 𝑖 for a moving
camera with velocities T and 𝝎:[

𝑢𝑖
𝑣𝑖

]
=

[
− 𝑓

𝑍𝑖
0 𝑥𝑖

𝑍𝑖

0 − 𝑓

𝑍𝑖

𝑦𝑖
𝑍𝑖

]
︸                      ︷︷                      ︸

𝐴T𝑖

[
𝑇𝑥
𝑇𝑦
𝑇𝑧

]
+


𝑥𝑖 𝑦𝑖
𝑓

− 𝑓 2+𝑥2
𝑖

𝑓
𝑦𝑖

𝑓 2+𝑦2
𝑖

𝑓
− 𝑥𝑖 𝑦𝑖

𝑓
−𝑥𝑖

︸                              ︷︷                              ︸
𝐴𝝎𝑖

[
𝜔𝑥

𝜔𝑦

𝜔𝑧

]
(2)

Note that only the translational component is depth-dependent. If
we know the scene depth 𝑍𝑖 in at least three non-collinear flow
field locations, one can estimate translational and rotational camera
velocities. Otherwise, egomotion can only be determined up to a
scale factor.

5.2 Pure rotational motion
To estimate angular velocities for pure rotation when the scene
points are in front of the camera, we can use Eq. 2 to solve a linear
system via least squares with at least two image points and their
corresponding flow components:

𝐴𝝎1
.
.
.

𝐴𝝎𝑛


[
𝝎
]
=


v1
.
.
.

v𝑛

 (3)

5.3 Pure translational motion
In cases where depth information is available, both translational
and rotational velocities can be estimated. However, without depth
information at flow vector locations, only the direction of the trans-
lational velocity can be determined. In such cases, the vanishing
point (focus of expansion or contraction) can be used to estimate the
direction of flow. The vanishing point represents the point where
the 3D velocity vector T intersects the image plane (see Fig.5). The
3D coordinates of the image point p3𝐷 = (𝑥,𝑦, 𝑓 )𝑇 , the flow vector
v = (𝑢, 𝑣, 0)𝑇 , and the linear camera velocity T are coplanar, i.e.,
(p3𝐷 × v)𝑇T = 0. By using at least two image points and their
corresponding flow vectors, a linear system can be constructed

HT =


(p3𝐷 1 × v1)𝑇

.

.

.

(p3𝐷𝑛 × v𝑛)𝑇

 T = 0 (4)

and the translational direction can be estimated by constraining the
estimate of T to have unit magnitude and choosing the eigenvector
corresponding to the smallest eigenvalue of H𝑇H [6].

Figure 5: Camera velocity as a consequence of scene point
projections and their flow vectors.

5.3.1 RANSAC for robust estimation. The full flow output may
include noisy values, which can lead to errors in the estimation. To
address this issue, we propose a RANSAC-based outlier rejection
algorithm for robust estimation of the egomotion components. The
algorithm considers both endpoint error (EE) and angle error (AE)
between the input flow vectors v𝑖 and the model flow vectors v̄𝑖 .
The model flow vectors are computed using Eq. 2 and the model
estimates T̄ and �̄�.

𝐸𝐸𝑖 = ∥v̄𝑖 − v𝑖 ∥ , 𝐴𝐸𝑖 = cos−1 v̄𝑇
𝑖
v𝑖

∥v̄𝑖 ∥∥v𝑖 ∥
. (5)

6 EXPERIMENTS
6.1 Datasets and implementation details
To evaluate our method, we generated synthetic datasets using
the planar scene render of the ESIM simulator [27], using two
patterns: a checkerboard and a windmill. The planar scene was
positioned 1 meter high in the camera reference frame, and the
camera intrinsic parameters were (200, 200, 120, 90). We first tested
our method on constant roll rotation at a speed similar to that used
for training, followed by simulated constant diagonal translational
motion perpendicular to the principal axis at 1 meter depth. We
also validated the system with multiple 3-axis rotation datasets, and
for translational motion with unknown depth, we used a simple 3D
scene involving depth variations.

We implemented our method in C++ using the cuSNN library
and ran all tests with a simulation step size of 1 𝑚𝑠 on 500𝑚𝑠 data
sequences on a desktop equipped with an Intel(R) Core(TM) i7-
7700 CPU and a NVIDIA Quadro K420 GPU. The SNN architecture
and RANSAC parameters are listed in Table 1. The input layer size
was scaled by 𝑠 = 4. The optimal pooling receptive field size 𝑟 𝑓
depends on the pattern texture and the assumption of consistent
motion. Increasing 𝑟 𝑓 would provide more accurate flow estimates
by including more edges in the estimation of each flow component,
while a smaller size would produce more flow vectors in the pooling
layer, allowing for more robustness in the egomotion estimation.
We set the 𝑟 𝑓 size to 7 × 7.

We also modified some parameters of the original SNN. Since
𝛼 is an inhibition term in the neural network that’s related to the
firing time, we set a small value to avoid losing important events in
the motion pattern. However, to compensate for the larger amount
of firings, we increased the firing threshold 𝑉𝑡ℎ and decay time
constant 𝜏𝑚 .
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Table 1: Parameters used for the windmills dataset tests

layer 𝑉𝑡ℎ 𝜏𝑚 𝛼 rf bins 𝑊

𝑚𝑉 𝑚𝑠 − - − 𝑚𝑠

MS-Conv 0.8 40 0.1 5 × 5 − −
Pooling 0 5 1 7 × 7 8 10

(a) Parameters for SNN

motion steps inliers 𝐸𝐸 𝐴𝐸

type − − pixels 𝑟𝑎𝑑

translation 20 7 22 0.18
rotation 20 8 50 0.5

(b) Parameters for RANSAC
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Figure 6: Polar histograms of neurons firing counts in theMS-
Conv and pooling layers for pure translation motion tests.
The red arrow shows the average flow direction.

6.2 Pooling flow evaluation
In Fig. 6, we present the response of the MS-Conv layer neurons and
pooling layer neurons for the constant translational motion test,
where the ground truth flow direction is 225◦. While the checker-
board pattern contains only horizontal and vertical edges, the wind-
mill pattern includes edges with eight different orientations. For
the checkerboard pattern, there are no normal flow vectors in the
MS-Conv layer that match the motion direction. This is because
the training sequence did not have kernels that correspond to the
executed motion direction, resulting in a deviation of 𝑇𝑦 compared
to 𝑇𝑥 due to unequal distribution of kernels describing different
motions. Nevertheless, the pooling layer provides satisfactory full
flow results in both cases, despite the limitations of the available
kernels.

Table 2 reports the evaluation of the average endpoint error (AEE)
and average angle error (AAE) between the pooling flow and the
ground truth flow. Our method is compared with EV-FlowNet [33],
and outliers flows with EE larger than 3 pixels and 5% of their
magnitude are indicated. For the pure translation case, our results
outperform those of EV-FlowNet under the same experimental con-
ditions. This is due to the high contrast synthetic images used in our
test datasets, which contain relatively dense event bursts compared
to the natural scene datasets that EV-FlowNet was trained with.
In an attempt to improve EV-FlowNet’s performance for the trans-
lation case, we either increased frame windows or decreased the
speed of motion. The results improved but were still less accurate
than ours, highlighting the advantage of the firing patterns in the
MS-Conv layer better matching those of the pre-trained kernels in
our case.

Table 2: Results for the computation of pooling flowwith and
without RANSAC compared to EV-FlowNet on the windmills
dataset for pure roll rotation and pure diagonal translation.

Windmills pure roll rotation Windmills pure translation

AEE % Outliers AAE AEE % Outliers AAE

EV-FlowNet [33] dt = 1 frame 1.67 8.73 - 2.44 29.03 -
EV-FlowNet [33] dt = 2 frames 1.77 12.04 -
EV-FlowNet [33] half speed 1.71 10.37 -

our method without RANSAC 1.20 2.94 0.33 0.48 0 0.17
our method with RANSAC 0.82 0 0.27 0.40 0 0.14

(a) Pattern (b) Input (c) Normal flow (d) Full flow

Figure 7: Pooling flow results for pure rotation: (a) windmills
pattern; (b) on and off polarity in the input pattern; (c) flow
output from the MS-Conv layer, normalized and color coded
according to Fig. 3b; and (d) full flow from the pooling layer
with RANSAC inliers shown with random color and outliers
shown in white.
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Figure 8: Motion estimation results for pure rotation and
pure translation in a 500ms interval in the windmills dataset.
The results with and without RANSAC are shown with solid
and dashed dot lines, respectively. Ground-truth values are
plotted with dotted lines.

6.3 Pure rotation and pure translation on a
planar scene

The results of the different layers in the SNN are depicted in Fig.7
for the case of constant fronto-parallel rotation with the windmill
pattern. It is worth noting that in the full flow plot (Fig.7d), the
flow vectors located in the center of the image have smaller ground
truth magnitudes than those of the best matching kernels trained,
leading to outliers.

The estimation results of both angular velocity and translation
direction on the entire 500 ms sequence of the windmills dataset
are shown in Fig.8 and Table 3. Depending on the number of bins
in the pooling layer, the IOC method proposed may fail to produce
accurate optical flow estimates, as exemplified in the rotation plot
at step 266. However, this situation can be easily corrected with the
aid of our RANSAC module. Additionally, the results in the table
are consistent with the observation made in Sec.6.2 regarding the
unequal distribution of kernels.
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Table 3: Motion estimation results for pure rotation and pure
translation in a 500 ms interval in the windmills dataset.

Windmills pure roll rotation Windmills pure translation

𝑅𝑥 𝑟𝑎𝑑/𝑠 𝑅𝑦 𝑟𝑎𝑑/𝑠 𝑅𝑧 𝑟𝑎𝑑/𝑠 𝑇𝑥 𝑚/𝑠 𝑇𝑦 𝑚/𝑠 𝑇𝑧 𝑚/𝑠
true value 0 0 0.5409 0.18 - 0.18 0

mean estimate 0.0101 0.0333 0.5625 0.172 - 0.218 0.0128
RMSD 0.0381 0.0187 0.0425 0.0131 0.0162 0.0294
RMSE 0.0303 0.0346 0.0357 0.0156 0.0413 0.0321

6.4 3D rotations
To evaluate the effectiveness of our method in estimating 3D ro-
tations, we created a dataset of the windmills pattern subject to
constant angular velocities around the three axes. We varied the
time-scale of the events to generate a range of angular velocities.
We then adjusted the maximum delay for all pre-trained kernels
and tested the method for different ranges of angular velocities. We
also scaled other parameters such as the time delay, the sliding in-
tegration temporal window, and the RANSAC thresholds according
to the corresponding scale factor. Fig. 9 (a and b) show the mean
relative error for the pure roll and 3-axes rotation tests with varying
angular velocities in the windmills dataset, and (c) for SO(3) with
scaled kernels in the 19 natural scene sequences from the dataset
in [11]. We observed that slower rotations led to larger errors since
they are more likely to cause erroneous firing of the neurons. Our
method performed better on pure roll rotation than on SO(3) rota-
tion, as the kernels were trained from similar motion patterns and
lacked richness to explain other types of motion. Additionally, we
found that the MS-Conv layer neurons had better direction selec-
tivity than speed selectivity, which is consistent with the findings
of [24].

To compare our results with the only other work in the literature
that attempted 3D rotation estimation with SNNs [11], we tested
on their synthetic dataset. The dataset contains 100 ms sequences
generated from panorama images, with slightly varying random
angular velocities. Without fine-tuning the parameters, our method
worked on approximately 19 percent of the 100 sequences randomly
selected from the test set. We scaled the angular velocities between
0.5-2.5 rad/s, and decreased the input scale by a factor of 2 and the
receptive field for the pooling flow to 5 to ensure sufficient optical
flow vectors in the output. Fig.9c shows the median relative error
for all sequences, which ranged from 0.4 to 0.6. This value is slightly
higher than the results reported in [11] for angular velocities be-
tween 0◦ and 120◦ (see the last block in Table 4). In the Table, the
first column in each set indicates the speeds with smaller relative
errors (minima in the plots), and the second column indicates the
average relative error ∥�̄� − 𝜔𝑔𝑡 ∥ · ∥𝜔𝑔𝑡 ∥−1 for the entire speed
sensitivity ranges shown. We also present the results for some of
these sequences in Fig. 10.

Furthermore, we tested their pre-trained model in our windmills
rotation dataset and found that the median relative error ranged
from 0.7 to 0.9. These poor results indicate the limited generalization
ability of the optical flow model used, which had difficulty estimat-
ing 3D rotation in sequences with speeds and patterns different
from those used to train the MS-Conv kernels.
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Figure 9: Rotation estimation for varying angular velocities
and scaled filters.

Table 4: Rotation estimation results for kernels scaled at 0.1
(blue lines in Fig. 9).

Motion type Roll SO(3)

Dataset windmills windmills natural scene [11]

ours best ours range/mean ours best ours range/mean [11] ours range/mean [11]

�̄� 𝑟𝑎𝑑/𝑠 3.838 3.245 - 5.891 3.938 1.890 - 7.876 - 0.91 - 2.312 -
relative error 0.137 0.377 0.319 0.482 0.977 0.560 0.209

relative error-LSQ 0.120 0.511 0.585 4.274 - 3.683 -
RMSE 0.925 1.950 1.255 1.772 2.959 0.849 0.993

Table 5: Translational direction estimation for 2D and 3D
scenes.

Motion type Linear translation Linear translation

Dataset Windmills planar 3D checkerboard

Normalized direction 𝑇𝑥 𝑇𝑦 𝑇𝑧 𝑇𝑥 𝑇𝑦 𝑇𝑧

Ground truth 0.3208 -0.3208 -0.8912 0.3208 -0.3208 -0.8912
Mean 0.3027 -0.3530 -0.8821 0.2749 -0.2801 -0.9151
RMSD 0.0511 0.0473 0.0305 0.0571 0.0667 0.0304
RMSE 0.0541 0.0571 0.0318 0.0732 0.0780 0.0386

6.5 3D translation direction
We generated two datasets with a planar scene of the windmill
pattern and a 3D scenemade up of checkerboard pattern boxes, both
moving at a constant linear velocity in the camera reference frame.
Using the method described in Section 5.3 and without any depth
information, we estimated the normalized translational velocity for
both datasets.

Figure 11 illustrates the simulated 3D scene and its corresponding
optical flow. The camera’s direction of motion intersects the image
plane at the vanishing point. We normalized the estimates and
compared them to the ground-truth values in Table 5. However, our
pooling flowmethod struggles to accurately estimate themagnitude
of flow vectors near the vanishing point, where the magnitude of
flow vectors is small. Moreover, for the 3D scene, flow vectors
are also difficult to estimate near object boundaries, making the
estimation of motion direction less accurate for cluttered 3D scenes.
As shown in the table, the mean, RMSD, and RMSE values confirm
this observation.

7 DISCUSSION
In this study, we investigated the potential of using pre-trained
SNNs for egomotion estimation on event data.We tested ourmethod
on various datasets involving pure translations and rotations on
both 2D and 3D planes. We assessed the SNN’s ability to generalize
by using pre-trained kernels to compute the flow field.

Our approach’s performance is constrained by the pre-trained
kernel’s statistics. The main obstacle to testing more complex mo-
tion sequences than those trained or in more complex datasets is
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Figure 10: Angular velocity estimation for the sequences in [11]. 1st row: input events. color shows polarity (yellow is for
overlap of positive and negative events in the same sampling interval). 2nd row: color-coded optical flow. 3rd row: pooling
flow output (green - RANSAC inliers; red - outliers; light blue - ground truth; light yellow - estimated model) with green and
red indicating inliers and outliers picked by the RANSAC algorithm, ground truth flow in light blue, and estimated RANSAC
model flow in light yellow. Last row: angular velocity estimation throughout the 100 ms simulation. (RGB - 𝑥𝑦𝑧; dotted line -
ground truth). Red, green and blue indicate rotation about the 𝑥 , 𝑦 and 𝑧 axes respectively. Ground truth values in dotted lines.
Motion estimation starts at 20ms since the MS-layer needs a delay period to produce a reliable output.

(a) 3D scene with varying depths of checker-
board pattern boxes

x

y

(b) Ground truth simulated translation
flow

x

y

Pooling flow

FoC

Trans direction

(c) Pooling translation flow for a 3D scene

Figure 11: Translation flow for a 3D scene: (a) 3D scene used for simulation; (b) simulated ground truth flow; and (c) estimated
pooling flow. The red point represents the focus of contraction, i.e., the location in the image where the camera motion direction
intersects the image plane.
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the lack of available flow vectors in the pre-trained kernel set. Addi-
tionally, since the SNN was trained in a fully unsupervised manner
from a synthetic sequence, noise affects the read-out mechanism
for the pre-trained model, and erroneous neuron firing can occur
during the inference phase.

The poor speed selectivity of the MS-Conv layer neurons poses
a challenge to our IOC method for full flow estimation since it is
sensitive to variations in the normal flow’s magnitude with similar
directions. Moreover, the sparse data produced by event cameras
results in flow vectors that are texture and motion-dependent. We
balanced simulation speed, accuracy, and sparsity in tuning the SNN,
implementing a pooling technique with robust motion estimation
to cope with noise and input sparsity. Our method assumes rigid
motion only. Despite the pre-trained kernel’s inherent limitations
in flow estimation, the method produced reliable results on tests
involving pure rotational and translational egomotion. However,
it does not generalize favorably for sequences and motion speeds
different from those trained.

Our work was based on the state-of-the-art at the moment we
initialized the project. Rapid development has taken place in the
neuromorphic field in the recent years. In future studies, we will
explore novel architectures and learning methods to address this
problem [14], as well as utilize richer datasets from real-world
scenes for both learning and validation.
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