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A B S T R A C T

This paper presents a validated finite element modeling approach for simulating shear cutting, needing a
minimal amount of experimental characterization. Only one uniaxial tensile test and one force–displacement
relationship from a punching experiment are needed for calibration, with maintained prediction accuracy
compared to more experimentally demanding approaches. A key ingredient is the observation that the Lode
angle parameter is close to zero in the fracture region, postulating that the fracture strain only depends on
stress triaxiality, with one free calibration parameter. The true stress–strain behavior is provided from inverse
modeling of the tensile test, whereas the fracture model is calibrated using the punching test. The model is
verified for different materials by comparing force–displacement curves for punching experiments not used
in the calibration. The prediction error for the intrusion is below 4%. A validation is made for two setups.
The local residual stresses are measured using Focused Ion-Beam Digital Image Correlation (FIB-DIC). The
simulated values are within the experimental bounds. Cut edge morphology and plastic strains obtained by
nano-indentation mappings are compared to simulation results, showing a decent agreement. For trimming, the
cut edge morphology prediction performance decreases at 17% cutting clearance while it is maintained over
the whole range for punching. The predicted hardness values have a mean absolute percentage error below
7.5%. Finally, the effect of element size and remeshing is discussed and quantified. The minimal experimental
characterization and simulation effort needed, enables an efficient optimization of the cutting process in the
industry.
1. Introduction

Shear cutting, such as punching and trimming, of sheet metals is
a commonly used process in the automotive and HDV (Heavy-Duty
Vehicle) industry for medium to high series production due to low cycle
times. The main drawbacks are that the edge properties obtained in
shear cutting have an impact on both sheet metal formability, see Pät-
zold et al. (2023), and fatigue resistance, see Parareda et al. (2023). In
the task of weight optimization in the HDV and automotive industries,
one important tool is increased material grade. Examples of candidates
for this are the complex phase steels CP800 and CP980. A challenge
with increased material grades is that the mentioned drawbacks from
the shear cutting processes often become more pronounced, as shown
by Maronne et al. (2003), and have to be quantified.

As stated already by Brokken et al. (1998), one step towards ade-
quate quantification of these effects is by simulation of the shear cutting
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process to obtain the residual stresses, the shape, and the hardening
state of the cut edge. This is a task including high nonlinearities,
large deformations, and crack propagation. Numerous studies have
been carried out to increase the understanding of the process and to
provide a methodology for quantification of the edge damage. Brokken
et al. (2000) used an Operator Split Arbitrary Lagrange Euler (OS-ALE)
method to simulate plane strain blanking, using cutting clearances of
0%–10%. Their aim was to predict the cut edge morphology. Despite
the ALE mesh description, they found it necessary to apply remeshing
to avoid unacceptable mesh distortions. Han et al. (2016) simulated
trimming of 1.4 mm ultra-high strength press hardened steel using a
cutting clearance (c.cl.) of 5%. Six different failure criteria were cali-
brated using an iterative process where the trimming tool displacement
from experiments was compared to the simulation ditto. The predicted
edge morphologies were then compared to the experimental results.
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It turned out that none of the models were significantly better than
the others using these evaluation criteria. They selected the model
presented by Oyane et al. (1980) for further evaluation. Han et al.
(2022a) studied the damage induced by trimming of 1.6 mm DP780
using the failure criterion presented by Cockcroft and Latham (1968).
In another work, Han et al. (2022b) studied trimming of 1.6 mm
QP980 comparing six different failure models, concluding that the
Cockcroft–Latham criterion was the most competitive. In both studies,
the simulation and calibration methodology was similar to the one
presented by Han et al. (2016). Hydro-piercing, a process showing a
lot of similarities to punching, was studied by Wu et al. (2010). Six
ductile fracture criteria were compared and it was concluded that the
only model able to show satisfactory agreement with experiments, was
the one based on the work by Rice and Tracey (1969). Habibi et al.
(2023) simulated punching of 1.5 mm DP1000 using the four parameter
failure model presented by Bai and Wierzbicki (2008), varying the cali-
bration constants to explore the effect of fracture loci on edge cracking
sensitivity. They found that the stress state in the elements around the
cut edge varied in terms of stress triaxiality during the cutting process,
but that the normalized Lode angle parameter was kept around 0. This
conclusion is strengthened by the work done by Sandin et al. (2022)
who simulated punching of 1.5 mm CP1000HD using a five parameter
fracture model. They found it difficult to use plane stress specimens for
calibration of the fracture loci due to the limited information it provides
for stress states of normalized Lode angle parameter being close to zero.
For ductile solids, Lode angle parameter zero also seems to provide the
lowest failure strains for a given stress triaxiality, as shown by Barsoum
and Faleskog (2011). This means that failure models based on a Lode
angle parameter range close to zero, should provide conservative re-
sults for other stress states. Barsoum and Faleskog (2011) also show that
the critical localization strains is increasing with decreased triaxiality
over the whole Lode parameter range. Pätzold et al. (2023) designed a
two-stage shear cutting simulation model to study how the hardening
in the shear affected zone was influenced by different shear cutting
parameters. They used the three parameter Johnson Cook fracture
criterion and determined the parameters inversely by comparing the
geometric characteristics of the simulated cut edges to experiments.
The studied material was a dual-phase steel HCT780X of thickness
1.5 mm. In contrast to the earlier mentioned, Pätzold et al. (2023) used
remeshing to avoid the heavily distorted mesh that often occur, mainly
in the burnish zone. Bai and Wierzbicki (2010) used an extended Mohr–
Coulomb criterion with good accuracy in predicting fracture. They state
that the shape of the fracture loci at the line represented by Lode angle
parameter zero could be captured by a simple exponential function,
which is also the form the Rice–Tracey criterion takes in the space of
equivalent strain to fracture 𝜀𝑓 and stress triaxiality 𝜂.

The highlighted findings, of the mentioned works above, clearly
show the possibility to achieve satisfactory shear cutting simulation
results using multiple parameter failure models. Many of the available
studies are, however, limited to moderate sheet thicknesses, cutting
clearances and/or a single material. In addition, the usage of multiple
calibration parameters often requires extensive efforts both in terms
of simulations and experiments. This complexity could be an obsta-
cle when new materials and process parameters are examined in the
industry.

The aim with this work is to enhance the possibilities for innovation,
by providing a simplified and industry feasible simulation approach.
An approach that is valid for a wide range of shear cutting processes,
materials, sheet thicknesses and process parameters. It is shown that a
standard tensile test for calibration of the flow-curve, and a punching
test for calibration of a single parameter failure model, is enough to
capture the key characteristics of the cut edge for both punching and
trimming of multiple sheet thicknesses and cutting clearances. The ap-
proach is verified and validated by studies of punch force–displacement
results, cut edge morphologies, residual stresses and hardness in the
shear affected zone.
2

Fig. 1. Schematic sketches of a shear cutting setup (left) and a cut edge (right).

2. Theory

Following the reasoning of Bai and Wierzbicki (2010), the failure
strain could be interpreted as a surface uniquely dependent of the stress
triaxiality 𝜂 and the Lode angle parameter �̄�. In this work the stress
triaxiality 𝜂 is defined by

𝜂 =
𝜎𝑚
�̄�

(1)

where 𝜎𝑚 is the hydrostatic stress

𝜎𝑚 = 1
3
(𝜎1 + 𝜎2 + 𝜎3) (2)

and �̄� is the von Mises stress

�̄� =
√

1
2
[

(𝜎1 − 𝜎2)2 + (𝜎2 − 𝜎3)2 + (𝜎3 − 𝜎1)2
]

. (3)

with 𝜎1, 𝜎2 and 𝜎3 being the principal stresses. The Lode angle 𝛩 ranges
from 0 to 𝜋/3 in the deviatoric plane and is defined by

cos(3𝜃) =
27(𝜎1 − 𝜎𝑚)(𝜎2 − 𝜎𝑚)(𝜎3 − 𝜎𝑚)

2�̄�3
. (4)

As shown by Bai and Wierzbicki (2010), a normalization of 𝜃 to obtain
a range of −1 to 1 yields the Lode angle parameter �̄� such that

�̄� = 1 − 6
𝜋
𝜃. (5)

A schematic sketch of a shear cutting setup is presented in Fig. 1
together with a sketch of a typical cut edge where the different zones
are pointed out according to VDI 2906-2:1994 (1994). These zones
will be referred to later in this work. The cutting clearance is defined
as the horizontal distance between the punch and die, expressed as a
percentage of the sheet thickness.

3. Approach

As stated earlier, and which will be further proved later in this work,
the Lode angle parameter �̄� plays a subordinate role in simulation of
shear cutting processes. Hence, finding a function describing equivalent
strain to fracture �̄�𝑓 as a function of stress triaxiality 𝜂 alone, could be
sufficient for accurate simulations of shear cutting processes. Based on
the findings presented above this function can be assumed to take the
shape

�̄�𝑓 = 𝐶1exp(𝐶2𝜂) (6)

where 𝐶1 and 𝐶2 are calibration parameters for a given material and
also, which is sometimes overlooked, for a given element size in finite
element analyses. With two or more calibration parameters the risk of
finding a so-called local optimum in the calibration process increases.
For a given shear cutting configuration, multiple combinations of 𝐶1
and 𝐶 could yield satisfying results. One possibility to minimize this
2
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Fig. 2. Trimming tools and geometry of trimmed specimens (left). Punching tools and geometry of punched specimens (right).
risk is to use a calibration process where multiple shear cutting pa-
rameters, e.g. cutting clearances, are evaluated simultaneously and the
pair of constants that yields the minimum weighted error is selected.
To avoid this somewhat complicated process it is tempting to make the
assumption that 𝐶2 could be assigned a value that is valid for a wide
range of materials. This would leave only one calibration parameter
and a single, global optimum can easily be found for a given material
and mesh size. In the major part of the mentioned studies above, where
different fracture loci has been compared, a value of 𝐶2 = 1.5 has been
used. This is in line with the original work by Rice and Tracey (1969)
even though they were focusing on non-hardening materials. Wu et al.
(2010) tried other values of this parameter, but found 1.5 being the
most suitable. In this work, the fracture loci are hence assumed to be
described by the equation

�̄�𝑓 = 𝐶exp(1.5𝜂) (7)

for all studied materials, covering different types of metals and material
grades. The calibration parameter 𝐶 is calibrated for a single punching
configuration for each material minimizing the difference between
punch force–displacement curves obtained from simulations and exper-
iments. The results are verified comparing punch force–displacement
curves obtained from simulations and experiments for other cutting
clearances and material sheet thicknesses. To validate the simulation
approach, the cut edge morphology is studied for both punching (closed
cut) and trimming (open cut). Nano-indentation and residual stress
measurements are used for further validation.

To model the material behavior before fracture, isotropic von-Mises
plasticity is assumed. The hardening functions are calibrated against
standard (DIN EN ISO 6892-1:2019, 2019) tensile tests results in terms
of engineering stress–strain curves. Normally this procedure is used up
to necking because of the mesh dependency after localization. By using
a very fine mesh this mesh dependency can be avoided. The motiva-
tion for this possibility is that the localization shape directly follows
from the hardening history during the tensile test. The importance of
accurately modeling the flow stress behavior after necking is further
discussed later.

4. Materials and methods

4.1. Studied materials and configurations

Three different materials were studied, one aluminum alloy and
two complex phase steels, in the configurations presented in Table 1.
For each material one configuration was selected for calibration of
the failure model described by Eq. (7). These calibration points are
3

Table 1
Studied configurations. Punched and trimmed specimens with different sheet thick-
nesses 𝑡 and cutting clearances 𝑐.𝑐𝑙. Failure model calibration configurations in
bold.

Material VDA-code t [mm] Trimmed
c.cl. [%]

Punched
c.cl. [%]

CP800 HR660Y760T-CP 3.4 8.8 –
17.6 –
– 8.8

CP980 HR780Y980T-CP-SF 3.5 8.5 –
– 8.5
17.0 –
– 24.1

AA6082-T6 2.0 – 15.0
5.0 – 6.0

punching of CP800, CP980 and AA6082-T6 in the thicknesses 3.4, 3.5
and 2.0 mm, with cutting clearances 8.8, 8.5 and 15%, respectively.

The punched and trimmed specimen shapes, which are presented in
Fig. 2 with the corresponding tools, were produced quasi-statically in
a servo-hydraulic machine. The tools are assumed to be rigid in this
analysis. The punching setup features a load measuring device in the
top of the punch to accurately monitor the force during cutting.

The chemical composition of the studied materials according to
the material suppliers are presented in Table 2, and the mechanical
properties in Table 3.

4.2. Measurement of cut edge morphology and residual stresses

To validate the simulation model, the simulated cut edge mor-
phologies and residual stresses were compared to experimental mea-
surements. The cut edge morphologies, represented by black lines in
Fig. 11, were obtained using a 3D profilometer Alicona InifiniteFocusSL
equipped with a 10x objective.

The residual stress measurements were performed at the cut edges
using a method called Focused Ion Beam-Digital Image Correlation
(FIB-DIC), see Lord et al. (2018). Punched specimens of CP980 with
cutting clearances of both 8.5% and 24.1% were studied. A cut-out was
made in the specimens according to Fig. 3, resulting in a smaller part,
see Fig. 4, that could be mounted in a scanning electron microscope
(SEM).

The FIB-DIC methodology can be summarized in the steps: (i) Initial
SEM imaging; (ii) Milling of the determined shape using FIB, (iii) SEM
imaging; (iv) Strain relief measurement using DIC; (v) Calculation of
residual stresses.
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Table 2
Chemical composition of the studied materials (wt.%). Maximum content presented for the steels.

Mtrl. Fe C Si Mn P S Al Cu B Ti + Nb Cr + Mo –

CP800 Bal. 0.18 1.0 2.2 0.05 0.01 1.2 0.2 0.01 0.25 1.0 –
CP980 Bal. 0.20 1.0 2.2 0.05 0.01 1.2 0.2 0.01 0.25 1.0 –

Mtrl. Fe Mg Si Mn Pb Zn Al Cu Ca Cd Ti Cr

AA6082 0.37 0.85 0.97 0.54 0.00 0.02 97.1 0.03 0.00 0.00 0.04 0.01
Table 3
Mechanical properties in transverse direction of the studied materials in terms of yield
stress Rp0.2, Tensile strength Rm and elongation A50.

Mtrl. Rp0.2 [MPa] Rm [MPa] A50 [%]

HR CP800 SF 778 835 16.5
HR CP980 SF 957 1034 12.8
AA6082 T6 298 333 12.9

Fig. 3. Cutout zone in punched specimen.

Fig. 4. Part to be mounted in the SEM.

A thin layer of platinum was applied before the initial milling and a
surface pattern, necessary for the DIC measurements, was created using
FIB. For the milling a ring-core geometry, see Fig. 5, was selected. This
consisted of a ring with an inner diameter of 10 μm, milled in five
steps using a current of 440 pA up to a depth of 10 μm. The FIB was a
Carl Zeiss Neon40 Crossbeam operated at 30 kV. Displacements were
measured at each step and recalculated to strains. The residual stresses
𝜎𝑧𝑧 in the 𝑧-direction (see Fig. 5) were calculated using the equation

𝜎𝑧𝑧 = − 𝐸
1 − 𝜈2

[𝛥𝜀𝑧𝑧∞ + 𝜈𝛥𝜀𝑦𝑦∞ ] (8)

where 𝛥𝜀𝑧𝑧 and 𝛥𝜀𝑦𝑦 are the measured strains in the respective direc-
tions.

4.3. Nano-indentation measurements

High-speed nanoindentation, see Besharatloo et al. (2020) for a
more detailed description of the method, was used to evaluate the
4

Fig. 5. Ring-core milling for residual stress measurements.

cut edge hardness increase in two of the configurations presented
in Table 1, the punched CP980 using cutting clearances 8.5% and
24.1%. The measurements and mappings were performed using dia-
mond Berkovich indenter by applying a force of 2 mN. The distance
between the indentation points were 1.6 μm, considering the work
performed by Besharatloo and Wheeler (2021). The size of the maps
were 200 × 400 μm2.

This data could then be compared with simulation results through
a recalculation from effective plastic strains to hardness. This recalcu-
lation is made by assuming a linear relationship between the hardness
𝐻 and the yield stress at 8% plastic strain 𝜎𝑦8 such that

𝐻 = 𝑘𝜎𝑦8 (9)

where 𝑘 can be estimated if the hardness as well as the stress–strain
relationship is known for the base material, as shown by Tabor (1951).
According to Nix and Gao (1998) this parameter value is around three
for an infinitely large indentation, but is expected to be lower for
smaller indentations due to gradient effects.

5. Finite element simulation

5.1. Simulation setup

The finite element simulations are performed in LS-Dyna R13.1.0
SMP using explicit time integration. 2D plane strain elements are used
for the open cut simulations and axisymmetric solid volume weighted
elements for the closed cut ditto. Only 4-node under-integrated ele-
ments are used. R-adaptive remeshing, based on the work by Dick and
Harris (1992), is utilized to accommodate for the large local plastic
deformations which can lead to mesh distortions. At the remeshing
steps a completely new mesh is constructed for the blank using with
four node elements of size 0.02 mm. This element size is in line with
the works of Pätzold et al. (2023) using 0.0035 mm × 0.021 mm, Han
et al. (2016) using 0.01 mm × 0.02 mm and Habibi et al. (2023) using
0.025 mm × 0.025 mm × 0.025 mm. The tools, die and blank holders
are modeled as rigid bodies with edge radius 0.03 mm which lies in
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Table 4
Power law parameters after calibration.

Material A [MPa] B [MPa] n [–] Bpn [MPa] npn [–]

CP800 765 585 0.60 520 0.45
CP980 840 470 0.22 470 0.22
AA6082-T6 292 250 0.50 250 0.26

Table 5
Calibrated failure model parameter for the studied materials.

Constant CP800 CP980 AA6082-T6

C [–] 2.5 3.0 0.9

between measured values of 0.01–0.033 mm, and which is the smallest
size that can be resolved by the selected blank mesh size. Habibi et al.
(2023) used an edge radius of 0.05 mm and Han et al. (2022a) used
0.02 mm. For the aluminum alloy the elastic modulus and Poisson’s
ratio are 70 GPa and 0.33, as used by Rong et al. (2021), respectively.
The corresponding values used for the steels are 200 GPa and 0.3, as
used by Sun et al. (2017). The elastic moduli were computed using the
initial slope of the uniaxial tensile tests. A constant Coulomb friction
model coefficient of 0.1 is used for the contact interfaces in accordance
with Wang et al. (2015). Naturally, full large deformation theory is
relied upon in the analysis.

5.2. Material flow stress modeling

To model the plastic flow stress 𝜎 behavior until necking, a elasto-
plastic material model is used where the true stress 𝜎 to true plastic
strain 𝜀𝑝 relationship reads

𝜎 = 𝐴 + 𝐵𝜀𝑛𝑝. (10)

𝐴, 𝐵 and 𝑛 is calibrated to fit the experimental stress–strain data.
Thermal, damage and strain rate effects are ignored. The calibration
is made using a simple four node shell element model and the results
are then applied to a detailed three-dimensional model to evaluate
the behavior after necking. In case the simulation and experiment
data diverge, the calibration parameters 𝐵 and 𝑛 are adjusted for the
post-necking part of the curve (𝐵𝑝𝑛, 𝑛𝑝𝑛), until satisfactory agreement
is achieved. The resulting parameters are presented in Table 4. The
elastic region is governed by the elastic modulus and Poisson’s ratio.
The engineering stress–strain data for both simulations and experiments
is presented in Fig. 6. The true stress–strain data serving as input to
the flow stress material model is presented in Fig. 7. For strains above
1 a linear extrapolation using the last slope of the curve is utilized.
The simulation results for the engineering stress strains curves are
retrieved from simulations using the calibrated failure models. The
under-predictions of the failure strains in the tensile tests are expected.
As mentioned earlier, Barsoum and Faleskog (2011) show that the
failure surface has a minimum along the line where the Lode angle
parameter is zero, whereas in a standard uniaxial tensile test, the
corresponding theoretical value is one.

5.3. Material failure modeling

The failure criterion is implemented using a generalized, incremen-
tal, stress state dependent damage model (GISSMO) in LS-Dyna. A
damage parameter 𝐷 is used in an uncoupled manner. In this case un-
coupled means that there is no degradation of the material load bearing
capacity or stiffness before rupture. 𝐷 is only used for bookkeeping.
For undamaged material 𝐷 = 0 and failure occur at 𝐷 = 1, leading to
erosion of the actual element. The damage is accumulated non-linearly
with the damage increment �̇� described by

�̇� =
2
√

𝐷
�̇�𝑝 (11)
5

�̄�𝑓
Fig. 6. Engineering stress–strain data for AA6082-T6 (A80), CP800 (A50) and CP980
(A50).

Fig. 7. True stress–strain input for flow stress material model.

where �̇�𝑝 is the equivalent plastic strain increment, and the equivalent
strain to fracture �̄�𝑓 is calculated according to Eq. (7). The calibrated
parameter 𝐶 of Eq. (7) is presented in Table 5 for the studied materials.
The resulting fracture loci are shown in Fig. 8.

6. Results and discussion

6.1. Relevant lode angle parameter range

As mentioned above, Habibi et al. (2023) found that the Lode angle
parameter was close to zero during the whole process of punching.
However, they studied a relatively thin sheet of 1.5 mm thickness,
with a moderate cutting clearance of 13.3% of the sheet thickness,
and a relatively large punch diameter of approximately 20 times the
sheet thickness. A common rule of thumb for the minimum possible
punch diameter is around 1–1.5 the sheet thickness. Approaching this
limit is not uncommon in industry and sometimes is even overruled
in the HDV industry where sheet thicknesses can approach 10 mm.
For example, Stahl et al. (2020), who studied punching in relation
to fatigue strength of truck frame parts, selected a sheet thickness of
8 mm and a punch diameter of around 15 mm. At these material
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Fig. 8. Calibrated failure locus for the studied materials.

thicknesses, the usage of a blank holder is sometimes disregarded in
series production, which might affect the stress state.

To further validate the path of only focusing on Lode angle pa-
rameter zero a more comprehensive study of the subject is presented
below. A sheet thickness range of 2–8 mm, cutting clearances of 6–
24.1%, punch diameter 𝑑 to sheet thickness 𝑡 factors of 1.25–5 and
all the studied materials are covered. The possible difference in Lode
angle parameter during cutting between an open and closed cut process
is also studied. In Fig. 9, fringe plots of the Lode angle parameter
are presented with areas containing values of −0.06 to 0.06 being
represented by dark blue and all other values by light blue. The total
range for this parameter is −1 to 1. During the whole cutting process
the Lode angle parameter in the designated crack path stays within a
narrow Lode angle parameter range around zero. This is true both for
trimming and punching, and a wide range of process parameters.

6.2. Failure model calibration and verification

Comparing Figs. 6 and 8 is evident that the failure loci are not
directly linked to the failure strains seen in a tensile test. The tensile test
of CP800 shows significantly larger strains before failure as compared
to CP980. Still, the failure loci for CP980 are located higher than
the CP800 ditto. One explanation for this could be found in Fig. 7,
where it is shown that CP800 exhibit more hardening. The increased
hardening leads to decreased localization of the deformation. This
makes it possible for CP800 to accommodate larger strains globally
before fracture, even though the local strains before fracture are smaller
than for CP980. From the engineering stress–strain curve of AA6082-
T6, shown in Fig. 6, it seems like the curve after necking is relatively
short. The small post-necking strain indicate that when the material
gets localized deformations, total fracture is close. This is also reflected
in the low values of the failure model loci as compared to the studied
steels.

The resulting punch force–displacement curves for the open cut
configurations presented in Table 1, are presented in Fig. 10. The
calibration configurations are marked with bold lines and dots. The
lines represent the simulation results and the dots experimental data.
It is evident that a failure model that is calibrated for a small cutting
clearance, following the presented approach, can predict the process
response in terms of punch force and displacement for a significantly
larger cutting clearance. When the failure model calibration is done
for a relatively thin material of 2 mm it could predict the shear cutting
process response for a thick sheet of 5 mm. It is also evident that process
data can be captured for a wide range of materials, in this case yield
stresses ranging from approximately 300 to 950 MPa.
6

Fig. 9. Lode angle parameter during the shear cutting process. The darker areas contain
a Lode angle parameter between −0.06 and 0.06. (a) punching (d = 10 mm) of 5 mm
AA6082-T6 with c.cl. 6%; (b) trimming of 2 mm AA6082-T6 with c.cl. 7.5%; (c)
punching (d = 10 mm without blank holder) of 8 mm CP800 with c.cl 8.0%; (d)
punching (d = 10 mm) of 3.52 mm CP980 with c.cl. 24.1%.

6.3. Validation

To validate the model, the resulting cut edge morphologies, residual
stresses and hardness profiles have been studied.

The simulated and measured cut edge morphologies are compared
in Fig. 11 for a number of different configurations. The edges ex-
hibit distinct zones resulting from the shearing process as presented
schematically in Fig. 1: the rollover, burnish, fracture and, in one case,
burr zone. Despite utilizing the same material and thickness, the shape
of the punched edges differs significantly. In the case of around 9%
clearance, approximately one-third of the edge thickness is attributed
to the burnish zone, while the remaining two-thirds belong to the
fracture zone. On the contrary, for clearances of 17.0% and 24.1%,
the rollover and fracture angles become more prominent in the edge
profile. Regarding trimming using large cutting clearances, a tendency
of overpredicting the height of the rollover zone, at cost of the burnish
height, is evident. The height of the fracture zone remains accurately
predicted. As shown in Fig. 13, and by Shiozaki et al. (2015) the most
critical zone is the fracture zone due to large tensile residual stresses. It
can also be mentioned that the cutting clearances in question are above
the common industrial range.

As shown by for example Shiozaki et al. (2015), the residual stresses
can vary from relatively high compression to high tensile values along
the cut edge. For thick materials, and for cut edges where the height
of the different zones are evenly spread, this local variation could
probably be captured by X-ray diffraction where the measurement area
could be around 1 mm in diameter, as stated by Shiozaki et al. (2015).
To get more local information for validation, the FIB-DIC method
described earlier was selected in this work.

The ability to capture the 2D stress state was the primary factor in
the selection of the ring-core geometry. According to Korsunsky et al.
(2010), the technique allows for the analysis of strain relief in the core
from various angles due to its isotropic milling geometry, providing
a quantitative measurement of the full 2D in-plane stress state within
the sample under investigation. The ring-core method has an advantage
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Fig. 10. Punch force–displacement curves for punching of (a) CP980 and CP800; (b) AA6082-T6. Dots for experimental data and lines for simulation results. Calibration
configurations in bold.
Fig. 11. Comparison of cut edge morphologies obtained from simulations and experiments (bold line). (a) Punching of 3.52 mm CP980 c.cl. 8.5%; (b) Punching of 3.52 mm
CP980 c.cl. 24.1%; (c) Trimming of 3.52 mm CP980 c.cl. 8.5%; (d) Trimming of 3.52 mm CP980 c.cl. 17.0%; (e) Trimming of 3.4 mm CP800 c.cl. 8.8%; (f) Punching of 3.4 mm
CP800 c.cl. 8.8%; (g) Trimming of 3.4 mm CP800 c.cl. 17.6%.
over other techniques like micro-scale hole drilling and micro-slotting
because the core generally shows more strain relief, which increases
resilience against noise.

Additionally, the largely consistent strain relief throughout the mid-
dle of the core makes it easier to average effectively and improves
interpretational robustness in accordance with the suggestions by Lord
et al. (2018). Multiple milling stages and pictures were used to improve
the strain estimation accuracy, in contrast to the direct comparison
between only two sets of SEM images collected before and after milling,
even if the DIC approach could have limits regarding the measured area
size.

It is important to note that this technique is particularly suitable
for getting useful data from a non-planar, limited-area surface, despite
monitoring a confined area that may not be entirely typical of the full
fracture surface. Due to restrictions on surface shape and size, methods
like X-ray may not offer similar insights.

The adaptability of the ring-core shape is shown by its use in studies
involving damaged regions, supporting its usefulness in a variety of
study contexts. Somov et al. (2022) used it for residual stress measure-
ments in a shot peened titanium alloy. Sebastiani et al. (2015) went
for the same shape in their study of dental veneering ceramics. Salvati
et al. (2016) used the ring-core shape to obtain local information
about residual stresses studying the overload effect in fatigue. However,
while noting the inherent flaws in any measuring approach, required
7

Table 6
Residual stress in lower half of shear zone of punched CP980. Cutting clearance 8.5%
and 24.1%. Minimum values presented for simulations.

Cutting clearance [%] Exp. [MPa] Sim. [MPa]

8.5 165 ± 226 −20
24.1 −618 ± 97 −620

measures were taken to mitigate and account for these effects. Some
artifacts may still appear in the data.

The positions for the residual stress measurements are presented in
Fig. 12. Corresponding fringe plots are shown in Fig. 13. The resulting
stress levels are presented in Table 6.

It is evident that the simulation model is able to both qualitatively
and quantitatively distinguish between the two cutting clearances.
However, while both presented results are within the experimental
margin of error, the result for 8.5% is closer to the limit. As seen in
Fig. 13, the simulated stress gradient in the transition zone between
burnish and fracture, is higher for the lower cutting clearance as
compared to 24.1%. The stress increases from values around zero
to high positive values, over a relatively short distance. This makes
the selection of the simulation evaluation area more critical, which
might explain the discrepancy. Due to the high gradients and the
very local measurement data, the exactness and value of the residual
stress validation can be discussed. The results are promising, but a
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Fig. 12. Approximate residual stress measurement position and direction for punched CP980 3.52 mm. (a) Cutting clearance 8.5%; (b) Cutting clearance 24.1%; (c) 3D illustration
of a quarter of a punched hole, including the residual stress measurement position.
Fig. 13. Fringe plot of residual stresses in Z-direction. Punching of CP980 3.52 mm using a c.cl. of (a) 8.5%; (b) 24.1%.
full field evaluation of the stress field would undoubtedly provide
further insight. The ability to capture residual stresses from shear
cutting processes could be useful in predicting for example fatigue
resistance where the residual stress has a major influence, see for
example Dehmani et al. (2018).

The high-speed nanoindentation maps containing results of the
hardness measurements are presented in Figs. 14 and 15 along with
fringe plots of the effective plastic strains obtained in simulations. In
Figs. 16 and 17 the hardness values in the different cut edge zones
of punched CP980 (cutting clearance 8.5% and 24.1%) are given for
experiments and simulations, respectively. The corresponding Mean
Absolute Percentage Errors (MAPE) are also presented for each figure.
The simulation results show good agreement both in a qualitative sense,
where the effective plastic strain field is compared to the hardness mea-
surement field, and quantitatively, when the effective plastic strains are
recalculated to hardness using Eq. (9). For CP980 the parameter 𝑘 in
this equation was calculated to a value of 3.94. The largest average
error, MAPE 7.49%, is found in the burnish zone using cutting clearance
8.5%. The largest percentage error for a single point, 15.72%, is found
using the same cutting clearance but in the fracture zone (lwr), close
to the surface, see Fig. 16(c).
8

6.4. Flow curve sensitivity

The blank experiences very high local strains during cutting. Be-
cause of this, the flow curve shape and magnitude, even at strains far
above necking, could have an impact on the final results. Hence, the
calibrated failure model is tied to a specific material flow model. In
Fig. 18 two different material model inputs are presented in (a), and
their impact on simulation of an ordinary tensile test is presented in
(b). As shown in Fig. 18(a), the material model input diverge at true
strains above 30%, a difference that is less pronounced in the ordinary
tensile test simulation. Fig. 19 suggest that the process response, in
terms of punch force–displacement curve, is sensitive to this type of
input difference making it a suitable tool for calibration of the failure
surface, whereas the difference in cut edge morphology is much more
subtle. It is also clear that barely visible differences in an ordinary
tensile test could be manifested clearly in a punch-force displacement
response.

The response from ordinary tensile tests, performed in the same
direction and from the same material batch, could have a potentially
larger variation than the example shown in Fig. 18, and the variations
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Fig. 14. High-speed nanoindentation maps along with effective plastic strain field from corresponding simulation of punched CP980 using a c.cl. of 8.5%.
Fig. 15. High-speed nanoindentation maps along with effective plastic strain field from corresponding simulation of punched CP980 using a c.cl. of 24.1%.
Fig. 16. Measured and simulated hardness of in the different cut edge zones punched CP980 using c.cl. 8.5%. (a) Burnish zone, MAPE 7.49%; (b) Fracture zone (upr), MAPE
7.44%; (c) Fracture zone (lwr), MAPE 7.45%.
between different directions could be significant even for materials that
are normally assumed to be isotropic. During punching, all directions
between the sheet rolling direction and the transverse direction are
represented along the hole perimeter. Hence, there is no surprise that
9

the cut edge morphology will vary. A two-dimensional approach, like
the one presented in this work, could capture this variation by per-
forming e.g. a Monte Carlo analysis where the material model input
parameters are varied. But it can also be used with fixed material
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Fig. 17. Measured and simulated hardness of in the different cut edge zones punched CP980 using c.cl. 24.1%. (a) Burnish zone, MAPE 4.03%; (b) Fracture zone (upr), MAPE
2.32%; (c) Fracture zone (lwr), MAPE 3.37%.
Fig. 18. (a) Different true stress–strain flow curves for the material model; (b) Engineering stress–strain flow curves, obtained from simulation of uniaxial tensile test.
Fig. 19. Material model flow curve effect on (a) process response; (b) cut edge morphology, where cyan represent results using flow curve 1, and black flow curve 2. Punching
of 3.52 mm CP980 using a c.cl. of 17%.
flow and failure model to compare the impact of different process
parameters on hardening, residual stresses, cut edge morphology, etc.

6.5. Mesh dependency

As mentioned earlier, failure models that are based on equivalent
strain to fracture has an inherent element size dependency. This is
illustrated by Fig. 20(a) where the punch force–displacement response
for 2 mm aluminum is compared for two different characteristic ele-
ment lengths 𝑙 and two remeshing intervals 𝑖. This dependency can
10
to some extent be reduced, see 20(b), by using a scale function that
scales the failure locus depending on element size. For the application
of punching and trimming this is superfluous since the same mesh size
will work for most different configurations. In this example a linear
scale function is used so that the scale factor 𝑠 is described by

𝑠 = −10𝑙 + 1.2. (12)

The benefit of using remeshing is most evident for relatively large
cutting clearances. This is illustrated in Fig. 21 where the cut edge
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Fig. 20. Mesh dependency in punching simulation of 2 mm AA6082-T6 (c.cl. 15%) using failure model calibration parameter C = 0.9. (a) Without scaling; (b) With scaling. The
reference cases org use a remeshing interval i and mesh size l. This is compared to a shorter remeshing interval 0.8i and to a larger mesh 2l.
Fig. 21. Cut edge morphology obtained from simulations using remeshing (blue) and
without remeshing (gray). Punching of 3.52 mm CP980 using a cutting clearance of
24.1%. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)

morphologies obtained with and without remeshing are compared. For
the non-remeshing simulation, the element size in the critical region
was set according to suggestion by Han et al. (2016), 0.01 mm ×
0.02 mm.

7. Conclusions

A simple numerical approach for predicting residual stresses and cut
edge morphology based on finite elements is presented in this paper.
The ability to make these predictions in a convenient manner could
potentially be of great importance in studies of process parameters
and material selection. Especially when put in a context of fatigue life
and crack initiation point assessment, and formability prediction of
punched or trimmed components. Putting this work into such a context
in the future could further prove the usefulness of the results. There
is also room for further increase of simulation efficiency by applying
remeshing and mesh refinement locally in the designated crack path.
The main conclusions from this study are:

• The Lode angle is close to zero in the fracture zone at shear
cutting allowing for a failure model only dependent on the stress
triaxiality.

• The stress triaxiality dependency on fracture in a shear cutting
context, could be described by an expression using only one
calibration parameter, for widely different metals.
11
• Two experiments for calibration of the simulation material model
are enough to achieve satisfactory results in terms of cut edge
morphology, residual stresses and hardness for a wide range of
configurations.

• The failure curve/surface can be scaled using a mesh size depen-
dent function. This reduces effects of both different mesh sizes
and remeshing intervals.

• The benefits of using a strategy, e.g. remeshing or another mesh
description than Lagrangian, to handle the large local mesh de-
formation increases with increased cutting clearance.

• Differences in simulation input are more clearly manifested in
the punch force–displacement curve, than in the tensile test en-
gineering stress–strain curve or the cut edge morphology. This
suggest that the force–displacement curve is a better optimization
parameter in material model calibration than the other two.

• The strain at fracture in a standard uniaxial tensile test does not
correlate with fracture strain in the material failure model. This
means that a seemingly more ductile material could have a lower
local ductility, which clearly manifest in processes with forced
local deformation, such as shear cutting.
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