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Abstract

Empirical Mode Decomposition of wind speed signals, by Ines PINTO MOLINA. Master’s
degree in Electromechanical Engineering - Energy specialization. Academic year: 2022-
2023.

Empirical Mode Decomposition (EMD) is a powerful signal processing technique with
diverse applications, particularly in the analysis of non-stationary data. In this study, we
assess the capabilities of EMD for wind data analysis, aiming to uncover its effectiveness in
capturing intricate temporal patterns and decomposing data into Intrinsic Mode Functions
(IMFs) to identify crucial frequency components. Various methods of sifting have been
studied as the imfs and therefore results may vary according to the type. It has been
concluded that the Ensemble Empirical Mode Decomposition (EEMD) is the most suitable
method for these data. A comparison with Fourier analysis is also conducted to elucidate
the strengths and limitations of each method. Furthermore, this investigation examines
the Average Diurnal Variation (ADV) and Average Seasonal Variation (ASV) patterns
within the wind data. It is found that these patters have a physical significance and
interpretation of the IMFs and that it is easier to use EMD than Fourier for wind signals.

Key words: Empirical Mode Decomposition (EMD), Ensemble Empirical Mode De-
composition (EEMD), Intrinsic Mode Functions (IMFs), Fourier, Average Diurnal Vari-
ation (ADV), Average Seasonal Variation (ADV), non-stationarity.
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Chapter 1

Introduction

Energy is a vital resource for humanity. However, this need has led to an irrational use
of energy due to constant population growth worldwide, industrialisation and rising living
standards in places like China and India [8].

The energy crisis that took place in the early seventies was primarily triggered by geo-
political events, including the oil embargo imposed by the Organization of the Petroleum
Exporting Countries (OPEC) on several countries. This event led to a sharp increase in
oil prices and highlighted the vulnerability of relying heavily on fossil fuels [9]. Thus, it
had far-reaching implications, including economic downturns, inflationary pressures, and
disruptions in various industries heavily dependent on oil [10].

Beyond these impacts, energy conflicts reshape geopolitical dynamics, influence for-
eign policy decisions, and impact global energy security. They emphasize the urgency of
pursuing sustainable and renewable energy sources to address resource depletion and cli-
mate change risks. By understanding these patterns and implications, policymakers and
energy stakeholders can work towards promoting energy diversification, increasing renew-
able energy adoption, and fostering international cooperation to ensure a more stable and
sustainable energy future [11].

Traditionally, fossil fuels have been the main sources of energy, but their intensive
use has led to environmental problems such as climate change and air pollution and their
reserves are becoming limited. As the negative impacts of fossil fuels become more evident,
there is a growing need to transition towards cleaner and more sustainable sources of
energy [10]. Renewable energy sources, such as solar, wind, hydroelectric, and geothermal
energy, offer a viable solution to reduce our dependence on fossil fuels and mitigate their
environmental consequences.
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CHAPTER 1. INTRODUCTION

Fig. 1.1: Global energy investment in clean energy and in fossil fuels, 2015-2023 [1]

Moreover, the gas problem in Europe, marked by import dependency and geopolitical
conflicts, has given an additional boost the search for more sustainable and resilient en-
ergy solutions. The growing demand for gas in Europe has led to increased dependence on
external suppliers, exposing European countries to supply risks and price volatility. Polit-
ical conflicts, such as between Ukraine and Russia, have exacerbated this situation and
highlighted the need to reduce dependence on imported gas. [12]. While natural gas has
traditionally been considered a cleaner alternative to other fossil fuels, it is important to
note that its environmental impact is not negligible. So, this context, renewable energies
present a promising alternative [13].

Unlike fossil fuels, renewable sources do not produce significant greenhouse gas emis-
sions during operation, which contributes to combating climate change. They also have
the potential for long-term availability, as they rely on naturally replenishing sources. In
addition, renewable energy technologies have advanced rapidly, leading to cost reductions
and efficiency improvements [12].

The transition to renewable energy requires collective action from governments, busi-
nesses, and individuals. It involves investing in research and development, promoting
supportive policies, and fostering international collaboration. Renewable energy aligns
with sustainability principles and offers a solution to climate change, resource depletion,
and environmental degradation. To facilitate the transition, investments in innovation
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and technology are needed, along with favorable policies and incentives. International col-
laboration enables the sharing of knowledge and resources and also embracing renewable
energy leads to a cleaner and more sustainable energy future [11].

Renewable energy technologies have experienced remarkable advancements and cost
reductions in recent years, making them increasingly competitive and economically vi-
able. Technological innovations, research and development, and economies of scale have
contributed to substantial reductions in the costs of renewable energy generation, leading
to grid parity in many regions. This cost-competitiveness, coupled with supportive policies
and incentives, has facilitated the widespread adoption of renewable energies across the
globe [14].

Furthermore, exploring and investing in emerging technologies, such as advanced en-
ergy storage systems and smart grids, can help address the intermittency and variability
challenges associated with renewable energy sources. These technologies can store excess
energy for later use and facilitate a more flexible and reliable energy system [13].

Nevertheless, there are different disadvantages and limitations in renewable energies.
For instance, their heavy dependence on weather conditions, non-continuity and unpre-
dictability, and the complexity of grid management. Solar and wind power, two major
renewable sources, are intermittent and unpredictable, making it difficult to ensure a stable
and reliable power grid. This variability can lead to inconsistencies in electricity supply,
making it difficult to ensure a stable and reliable power grid [15].

Some renewable sources may have limitations in their ability to produce electricity at
scale, such as small-scale hydropower or biomass facilities. Additionally, certain renewable
energy conversion processes may exhibit lower energy efficiencies compared to traditional
fossil fuel-based power plants, requiring higher resource consumption to generate the same
amount of energy [16].

Renewable energy sources also have lower capacity factors, meaning they may not
consistently operate at their full potential output, impacting overall energy production
efficiency and requiring additional investments in infrastructure. The high cost of electri-
city production is another common challenge for renewable energy, with operational costs
generally lower but initial investment and technology costs higher compared to traditional
fossil fuel power plants. The cost of energy production can also vary based on the specific
renewable technology and the natural resources available in a region [15].

By embracing renewable energy and reducing reliance on fossil fuels, Europe and the
world can mitigate environmental impacts, enhance energy security, and foster a more
sustainable and resilient energy future. Continued efforts in research, policy support, and
technological advancements are crucial to accelerating the transition and realizing the full
potential of renewable energy.

Currently, Belgium is undergoing an energy transition to reduce its reliance on fossil
fuels and promote the use of renewable energy sources. While fossil fuels still play a
significant role in the country’s energy mix, efforts are being made to diversify and adopt
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cleaner sources [17].

Belgium has traditionally been a net importer of natural gas, relying heavily on imports
from neighboring countries such as the Netherlands and Germany. However, the country
is working to diversify its supply sources and reduce its dependence on imported natural
gas. Investments are being made in storage infrastructure and the development of liquefied
natural gas (LNG) terminals to enhance supply flexibility and security [18].

In terms of renewable energy, Belgium has made progress in its development. Wind
and solar energy are the prominent renewable sources in the country. Belgium has invested
in both onshore and offshore wind farms and has encouraged the installation of solar panels
on buildings and public spaces. Additionally, hydroelectric and biomass projects are being
pursued to further diversify the energy mix and promote a transition to more sustainable
sources [19].

Other energy sources in Belgium include nuclear energy and energy derived from waste.
The country has five nuclear power plants that have been a significant part of its electricity
supply for decades. However, Belgium has plans to gradually reduce its reliance on nuclear
energy and replace it with renewable sources [20].

In terms of policies and regulations, Belgium has implemented measures to incentivize
renewable energy, such as feed-in tariffs and green certificate schemes that promote the
production and consumption of renewable energy. The Belgian government has also set
ambitious targets to increase the share of renewable energy in the country’s energy mix
[18].

1.1 Content

The remainder of this chapter will focus on analysing the state of the art and where the
wind measurements have been obtained from. Chapter 2 explains the methodology of
the thesis, which mainly deals with the Empirical Mode Decomposition algorithm and the
Intrinsic Mode Functions that will be used to perform the comparison. It also explains the
Fourier, Hilbert-Huang Transform, carried out using Python. Then, Chapter 3 describes
all the results obtained in the project, dividing the analysis into the different parts ana-
lysed. Finally, Chapter 4 shows the conclusions drawn from the elaboration of the thesis
and proposes future work to continue the analysis.

1.2 State of art

Wind energy has gained global attention over the years due to its low cost and environ-
mental benefits. Extensive research and engineering efforts have significantly improved
various aspects of wind energy, including wind farm management and maintenance, wind
resource estimation, layout optimization, and turbine design. The development of offshore
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wind energy has also been noteworthy, with successful implementation of economically and
technically viable wind farms [21].

Globally, wind energy is growing steadily. According to the International Energy
Agency (IEA), the world’s installed wind power capacity will reach 107 GW at the end
of 2023 [22]. Europe is leading the way in wind energy adoption, with countries such as
Germany, Spain and the UK at the forefront. China has also experienced rapid growth in
the wind sector and has become the country with the largest installed wind power capacity
globally [23].

In Belgium, there has been substantial support and focus on wind energy in recent
years. The government has implemented policies and incentives to encourage wind energy
project development. Onshore and offshore wind farms have been established along the
Belgian coastline and in suitable inland areas. Belgium has effectively utilized its favorable
wind resources, especially in the North Sea, to expand its offshore wind capacity [24].
Prominent offshore wind farms like C-Power, Thorntonbank, Norther, and Rentel have
made significant contributions to the country’s wind energy generation [25]. Additionally,
onshore wind farms have been developed in various regions of Belgium.

These initiatives align with Belgium’s ambitious renewable energy and climate targets,
which aim to increase the share of renewable energy and reduce greenhouse gas emissions.
The country actively supports research, innovation, and collaboration in wind energy to
optimize turbine technology, enhance energy production, and advance wind farm design
and operation. Overall, Belgium is making significant progress toward a sustainable and
low-carbon energy future through its focus on wind energy and other renewable sources
[26].

However, the intermittent and non-stationary nature of wind energy, characterized
by fluctuations in wind speed and wind direction presents significant challenges to power
system dispatching operations and power quality [27]. These challenges have slowed the
growth of wind power. Both effective wind power prediction and forecasting can address
these issues by reducing the need for excess capacity and operating costs in the power
system. Furthermore, accurate wind power prediction can help mitigate the adverse im-
pacts of wind energy on the power grid, thereby improving the competitiveness of wind
generators and increasing the installed capacity of wind power. By utilizing modeling and
statistical analysis techniques, short-term and long-term patterns of wind energy gener-
ation can be predicted. This assists grid operators in planning the integration of wind
energy into the electrical grid, optimizing generation scheduling, and ensuring a reliable
and stable energy supply [28].

Non-stationarity in data, reflecting changes over time, is vital for accurate forecasting.
Understanding its sources, like economic fluctuations or weather events, helps build ad-
aptable models for more precise predictions. Additionally, the role of synthetic data can
bridge gaps in limited historical data or introduce hypothetical scenarios, enhancing our
models and enabling more robust forecasts.

MSc in Electromechanical Engineering 5
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Accurate wind measurements play a crucial role in various aspects of wind energy ap-
plications, including wind forecasting and wind power generation. To ensure precise input
measurements are essential for advanced forecasting models that aid in predicting wind
speed and direction, thereby enabling effective grid management and energy production
scheduling

1.3 Wind measurements

Wind measurement, both in terms of speed and direction, plays a fundamental role in the
field of wind energy. It is especially relevant in work and research focused on this field.

When it comes to measuring wind speed, instruments called anemometers are used
to collect data on wind speed and direction at different heights and locations within a
wind farm. This is because wind speed and direction can vary depending on the height
and the presence of nearby obstacles. Therefore, it is common to take measurements at
ground level, at the average height of wind turbines and also at higher altitudes using
meteorological towers.

These devices allow the wind speed to be quantified accurately. There are different
types of anemometers, from the more traditional ones with cups or pressure transducers, to
the more advanced ones using laser technology such as LIDAR. Wind vanes or directional
anemometers are used to measure wind direction. These devices help us to determine
which way the wind is blowing [29]. This data is used to assess the quality and availability
of the wind resource and identify wind patterns to determine the best locations for future
installations or to access the performance of wind turbines.

Measurement accuracy and quality are crucial for producing dependable results. This
can be impacted by a number of variables, including the terrain in the area, nearby barriers,
and bad weather. In order to ensure the measuring equipment’s proper operation and the
collection of accurate data, it is required to perform routine calibration and maintenance
on them.

Fig. 1.2: Types of anemometers [2]

Enhancing the accuracy of wind data prediction has been the focus of extensive re-
search. In the past, wind prediction primarily relied on physical and statistical methods
[30] based on numerical weather prediction (NWP) and taking into account the manu-
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facturer’s power curves, which could mitigate the lack of historical data [31]. However,
with the rapid advancements in computational techniques and machine learning, more
sophisticated and intelligent prediction models, including artificial intelligence methods,
have emerged.

Nowadays, there is a set of design criteria called IEC 61400 standard and it ensures the
robust design and the durability of wind turbines against potential hazards throughout
their anticipated lifespan. This standard exerts its influence across a spectrum of turbine
life phases, spanning from pre-construction site assessments to the testing, assembly, and
operational stages of turbine components [32].

Wind turbines are meticulously designed to withstand specific environmental condi-
tions. During the planning and construction phases, assumptions are formulated regarding
the prevailing wind patterns that the turbines will encounter. A measure of the typical
wind variability is over a 10-minute span in order to avoid leakage [32].

1.4 Wind forecasting

Wind prediction has undergone significant development over time, driven by advancements
in technology, more sophisticated mathematical models, and greater availability of data.
From collecting historical wind speed and direction data to state-of-the-art numerical
models and the use of statistical and machine learning techniques, wind prediction has
evolved to provide more accurate and reliable forecasts [28].

Hence, the incorporation of pre- and post-processing techniques has played a crucial
role in improving prediction accuracy. By processing the data before prediction or refining
the results afterward, researchers have achieved even higher levels of accuracy [33].

Collectively, all these techniques have significantly increased the accuracy and reliab-
ility of wind data prediction. These advances are essential to meet the growing demand
for more accurate and reliable wind forecasts.

In the early days, simple mathematical models based on empirical relationships and
simplified assumptions were used. However, with advancements in computing power and
calculation capabilities, more sophisticated numerical models were developed, capable of
simulating atmospheric dynamics and predicting wind behavior with greater accuracy.
These models take into account multiple atmospheric variables and utilize complex differ-
ential equations [34].

With improved computing capacity, it became possible to increase the spatial and
temporal resolution of numerical models, allowing for a more precise representation of
local and regional atmospheric phenomena. Additionally, real-time observation data from
advanced technologies such as Doppler radars and weather satellites were incorporated to
enhance short-term prediction accuracy [28].

MSc in Electromechanical Engineering 7
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In recent years, statistical and machine learning techniques have also been employed
to further improve wind prediction accuracy. These techniques enable the identification of
patterns and trends in large datasets, contributing to more reliable and precise forecasts.

Since wind changes significantly with time and height, wind resource evaluation, mod-
eling, and forecasting are helpful tools for understanding wind speed fluctuation behavior
as well as for calculating the energy yield output of wind turbines. Thus, in order to
produce energy at the lowest possible cost, wind speed, and direction predictions must be
accurate [35].

Its function in grid management is another important component. Since wind energy
is a variable energy source, accurate wind signal forecasts allow grid operators to foresee
variations in wind generation and take the necessary action to efficiently balance electricity
supply and demand [36].

Infrastructure planning is another aspect to consider. Whether it is determining the
optimal locations for wind farms, constructing buildings and structures that can withstand
wind forces, or planning transport routes for the aviation and maritime sectors, accurate
wind forecasts are essential as they help to assess risks, make informed decisions and ensure
the safety and efficiency of these infrastructures [35].

Another reason could be natural disaster management. These serve to better prepare
for and respond to events such as hurricanes, tornadoes, and severe storms. This helps
minimize risks to life and property, aids evacuation planning, and facilitates effective
disaster management [36].

Depending on the prediction period and the main reason, different research has been
done on wind speed/power prediction. Numerous scientific publications have reported
on various time-scale horizons. The time frames used to predict wind speed span from
minutes to days.

The different wind speed and wind power forecasting techniques are grouped into very
short, short, medium, and long-term methods, as shown in table 1 [7].

Time Horizon Range

Very short-term Few seconds to 30 minutes ahead
Short-term 30 minutes to 6 hours ahead

Medium-term 6 hours to 1 day ahead
Long-term 1 day to 1 week or more ahead

Table 1.1: Wind Speed Prediction Time Scale [7]

• Very short-range forecasting: Its primary use is for clearing the electricity market
and taking regulatory action. With this method, wind speed/power values can be
predicted from a few seconds to thirty minutes in advance.

MSc in Electromechanical Engineering 8
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• Short-range forecasting: The main goal of short-term wind speed forecasting is to
deploy the power output of wind turbines to quickly satisfy customer demand. From
a few seconds to thirty minutes in advance, the time scale is available.

• Medium-range forecasting: The forecasting time frame ranges from six hours to one
day in advance. It is used for wind generator on/off decisions, operational security,
and electric market objectives.

• Long-range forecasting: The long-term forecasting prediction period extends from
one day to one week in advance. This kind of wind forecasting is mostly utilized for
unit commitment decisions and turn-around maintenance scheduling.

In wind forecast, there are several techniques commonly used. One widely used tech-
nique is Numerical Weather Prediction (NWP), which employs mathematical models to
simulate atmospheric behavior and forecast weather conditions, including wind patterns.
NWP models incorporate data from various sources, such as satellite observations and
ground-based measurements. By employing complex algorithms, they can predict wind
patterns over a specific time period [28].

Another approach is the utilization of Machine Learning (ML) algorithms, including
regression models, decision trees, random forests, support vector machines, and neural
networks. These algorithms learn from historical wind data and relevant features to make
future wind predictions. They identify patterns and relationships in the data, enabling
them to forecast wind behavior accurately [37].

Statistical methods, such as ARIMA, AR, and STL, are also commonly employed for
wind prediction. These methods analyze historical wind data using statistical techniques
to forecast future wind conditions. They examine the statistical properties of the data
and employ fitting and extrapolation methods to make predictions [38].

In addition, time series analysis techniques, such as Fourier analysis, wavelet ana-
lysis, and spectral analysis, help identify periodic patterns and frequencies within wind
data. These techniques provide insights into the temporal behavior of wind, facilitating
predictions based on the identified patterns [38].

Ensemble modeling is another effective approach that combines multiple prediction
models or techniques to improve the accuracy of wind forecasts. By combining forecasts
generated by different models and weighting them based on their performance or expertise,
ensemble models create more robust and reliable predictions [34]..

Physical models, such as Computational Fluid Dynamics (CFD) models and Weather
Research and Forecasting (WRF) models, simulate the physics of atmospheric processes
and their effects on wind patterns. These models take into account factors such as terrain,
atmospheric stability, and boundary conditions to simulate and forecast wind behavior
accurately [34].

MSc in Electromechanical Engineering 9
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Furthermore, hybrid approaches integrate multiple techniques, leveraging the strengths
of different methods to improve prediction accuracy. For example, combining NWP out-
puts with machine learning or statistical models can lead to more robust wind predictions
[37].

The choice of technique depends on various factors, including data availability, com-
putational resources, application requirements, and the specific characteristics of the wind
prediction problem. It is essential to consider domain expertise and ongoing research to
advance wind prediction techniques and achieve more accurate forecasts.

Another wind forecasting technique is the Empirical Mode Decomposition. It decom-
poses the time series of wind data into intrinsic mode functions (IMFs). These IMFs
represent different oscillatory components with varying time scales. By analyzing each
IMF obtained from the EMD decomposition, it is possible to capture different frequency
components of the wind signal and understand various short-term and long-term variations
[39].

1.5 Non-stationarity and non-linearity

Non-stationarity and non-linearity are important concepts in the field of signal processing.
Both of these properties can significantly impact the analysis and modeling of various types
of signals.

Wind exhibits significant variability over time, both on a daily and seasonal basis.
Throughout the day, wind speed and direction change due to solar heating and temperature
gradients in the atmosphere. Diurnal variations, like sea breezes during the day and land
breezes at night, influence the wind energy potential at different times. Additionally,
seasonal changes, influenced by the Earth’s axial tilt and solar heating patterns, lead to
stronger winds in some regions during winter and weaker winds in summer [40].

The temporal variations in wind energy reflect non-stationarity and non-linearity in
renewable energy analysis. Non-stationarity arises from dynamic atmospheric conditions
and solar heating, causing statistical properties of wind data to vary over time. Non-
linearity comes into play when the relationship between wind speed and energy production
deviates from a linear pattern due to aerodynamic limitations [41].

To deal with non-stationary signals, various methods have been developed. One com-
monly employed technique is time-frequency analysis, which provides a representation of
how the frequency content of a signal changes over time. This includes methods such as
the Fourier Transform (FT) or the Wavelet Transform [42].

Another approach is adaptive filtering, where the filter parameters adjust dynamically
to track the changes in the signal. Adaptive filters employ algorithms like the Least Mean
Squares (LMS) and Recursive Least Squares (RLS) to update their coefficients based on
the input signal’s characteristics. These adaptive filters can be useful in applications
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such as noise cancellation, echo cancellation, and channel equalization, where the signal’s
properties change over time [42].

On the other hand, non-linearity refers to a system or signal whose output is not
directly proportional to its input. In non-linear systems, the output exhibits behaviors
such as distortion, amplitude modulation, frequency mixing, and generation of harmonics
[43]. Non-linearities can arise due to various factors, including saturation, memory effects,
and interactions between different components of the system.

In addition to the methods mentioned earlier, Empirical Mode Decomposition is an-
other powerful technique used to analyze non-stationary and non-linear signals. EMD is a
data-driven and adaptive method that decomposes a signal into intrinsic mode functions
(IMF’s) based on its local characteristics [39].

Moreover, wind signals can exhibit non-linear characteristics due to the complex in-
teractions between air masses, terrain, and atmospheric conditions. Non-linear effects can
manifest as amplitude modulation, frequency mixing, and the generation of harmonics
in wind signals [44]. EMD is particularly effective in capturing non-linear behavior as
it adaptively decomposes the signal into IMF’s that can reveal the non-linear dynamics
inherent in wind fluctuations [39].

Furthermore, machine learning algorithms, such as artificial neural networks, support
the analysis and modeling of non-linear systems. Neural networks can approximate com-
plex non-linear mappings by learning from training data. They have shown promising
results in various fields, including speech recognition, image processing, and control sys-
tems [45].

Both non-stationarity and non-linearity can occur in a wide range of signals. In
audio processing, non-stationary signals may include speech, music, or environmental
sounds, where the characteristics of the signal change over time. In image processing, non-
stationarity can arise in videos or dynamic scenes. Non-linear systems can be encountered
in electronic circuits, communication channels, control systems, and many other domains
where non-linear effects play a significant role.

1.6 Synthetic wind dataset

Synthetic data in wind signals refers to artificially generated wind datasets that replicate
the statistical and temporal characteristics of real-world wind behavior [46]. It is created
to supplement or replace limited or unavailable real wind measurements and is particu-
larly useful for research, modeling, and testing purposes. Moreover, synthetic data can
be generated through various methods, including numerical weather models, statistical
models, and data-driven simulations. These techniques aim to produce wind signals that
closely resemble the behavior of actual wind but provide more flexibility and control over
the generated data [47].
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On one hand, numerical weather models utilize complex mathematical equations and
computational algorithms to simulate atmospheric processes and generate synthetic wind
patterns. These models incorporate meteorological variables such as temperature, pres-
sure, humidity, and terrain features to estimate wind speed and direction. By running
the model with specific inputs and parameters, synthetic wind data can be generated for
desired locations, time periods, and atmospheric conditions [48].

Furthermore, statistical models employ statistical properties and distributions derived
from real wind data to generate synthetic wind signals. These models capture the statist-
ical characteristics, such as mean, variance, and correlation, and produce synthetic wind
data that exhibits similar statistical properties. They are particularly useful when histor-
ical wind data is available and can be used to simulate wind conditions in regions or time
periods without recorded measurements [47].

And then, data-driven simulations involve analyzing and extracting patterns from ex-
isting wind data and using them to generate synthetic wind signals [48]. Techniques such
as time-series analysis, Fourier analysis, or machine learning algorithms can be employed
to capture the temporal and spectral characteristics of real wind signals. Based on these
extracted patterns, new wind data can be synthesized, either by extrapolating existing
data or generating new instances that closely resemble the original behavior [46].

In the pursuit of generating high-fidelity synthetic wind data, a comprehensive under-
standing and characterization of non-stationarity becomes imperative. This ensures that
the synthetic data accurately reflects the dynamic and evolving nature of wind patterns.

1.7 Cabauw Experimental Site for Atmospheric Research

The data analyzed in this study were obtained from the KNMI mast situated on the KNMI
meteorological research site near Cabauw in the Netherlands. CESAR, the Cabauw Exper-
imental Site for Atmospheric Research, is the Dutch hub for collaboration on atmospheric
research and climate monitoring and is used for studying atmospheric and land surface
processes for climate modeling. It serves as a validation site for space-borne observa-
tions and atmospheric models, as well as for the development and implementation of new
measurement techniques [49].

The KNMI mast at Cabauw is a 213-meter tall structure specifically designed for
meteorological measurements. It is operated by the Royal Netherlands Meteorological In-
stitute (KNMI) to collect atmospheric and meteorological data. Equipped with a variety
of instruments and sensors, the mast enables measurements of parameters such as tem-
perature, humidity, atmospheric pressure, wind speed, and wind direction, among others
[50].

In this context, the collected data on wind measurements are utilized to analyze wind
speed and direction within the Cabauw region and its surroundings. This information
proves vital for scientists and meteorologists engaged in climate and meteorological studies
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in the Netherlands, providing them with detailed insights into local and regional wind
patterns.

Wind speed and wind direction are measured using specific instruments at multiple
levels on the KNMI mast at Cabauw. At six different heights —10 m, 20 m, 40 m, 80 m,
140 m, and 200 m- wind speed is measured using cup anemometers, while wind direction
is determined using wind vanes [51]. To avoid interference, special care is taken at specific
levels. For levels 40 m, 80 m, 140 m, and 200 m of the KNMI mast, there are three
booms for wind direction measurement and two booms for wind speed measurement. The
selection of the appropriate boom depends on the prevailing wind direction. At levels 10 m
and 20 m, wind direction and wind speed are measured using smaller masts situated near
the main KNMI mast. These include the ‘B-mast,’ located 30 m southeast of the KNMI
mast, and two ‘C-masts’ positioned 70 m and 140 m northeast of the KNMI mast for wind
measurements at 20 m and 10 m heights, respectively. The selection of the specific mast
for measurements also depends on the wind direction [3].

Fig. 1.3: (a) Map of the Netherlands with the Cabauw site indicated. (b) Aerial image of
the site indicating the locations of the masts. (c) The 213-m tall A-mast. [3]

These measurement setups and precautions make it possible to collect precise and
dependable wind data at various heights, which helps to improve understanding of wind
patterns and other meteorological phenomena in the Cabauw region.

The Cabauw area experiences prevailing winds that typically blow from the west to
southwest. These winds are influenced by the prevailing westerly winds prevailing in
the North Sea region. They are commonly associated with weather systems and frontal
activity that originate in the Atlantic Ocean and move towards the European continent
[52].

Wind data in the Cabauw area is generally considered to be non-stationary. This
means that the characteristics of the wind, such as wind speed and direction, exhibit
variability and change over time. The non-stationarity is mainly due to the influence of
various factors, including diurnal cycles, seasonal variations, weather systems, and local
topography [53].
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The wind patterns can vary significantly throughout the day, as well as across different
seasons. For example, wind speeds may be higher during certain times of the day or
during specific seasons, while they can be relatively calmer at other times. Additionally,
the direction from which the wind blows can also fluctuate, influenced by weather patterns
and the proximity to the North Sea [54].

While there may be some statistical properties of the wind data that exhibit station-
arity over shorter time scales or under specific conditions, the overall nature of wind data
in Cabauw is characterized by its non-stationary behavior.

1.8 Objectives

In this study, the aim is to assess the capabilities of Empirical Mode Decomposition for
wind data analysis. By applying EMD to the wind signals, we aim to explore its effective-
ness in capturing non-stationary patterns and decomposing the data into Intrinsic Mode
Functions to identify important frequency components. Additionally, we will compare the
results obtained from EMD with those obtained from Fourier analysis to gain insights into
the strengths and limitations of each method.

Thus, the work is divided into sub-objectives:

1. Select the appropriate type of sifting method to ensure proper application of Empir-
ical Mode Decomposition for extracting Intrinsic Mode Functions from wind data.

2. Analyze the obtained Intrinsic Mode Function and their associated trend to identify
distinct temporal patterns and frequency components in the wind signals.

3. Present a detailed comparison between the results obtained using Empirical Mode
Decomposition and those obtained using the Fourier transform.

4. To analyse the characteristics of the diurnal and seasonal mean variations in wind
speed signals using EMD.
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Chapter 2

Data & Methods

This chapter will explain the whole process of analysis of the Cabauw under the EMD
algorithm. Firstly, a case description will be presented, defining wind speed and wind
direction. Preprocessing the data using the empirical mode decomposition, with which
the data are decomposed into a number of intrinsic mode function components, is the first
step. Then, the energy-frequency-time distribution known as the Hilbert Huang spectrum,
from which the time locations of events will be retained, is created by applying the Hilbert
transform. In addition, Fourier will also be described since the main objective of the work
is to compare both methods.

2.1 Case description

The dataset provided contains detailed wind measurements spanning a period of 20 years,
from 2001 to 2020, including both wind speed and wind direction, 1 second sampling and
averages over 10 minutes (i.e. 600 values) are stored. To carry out the analysis, all the
data will be worked with using Python. As the total number of measurements is very
large, a table with the total averages per year for each height is proposed.

The KMI-mast used for data collection measured wind characteristics at various heights
10 m, 20 m, 40 m, 80 m, 140 m, and 200 m as is seen at table 2.1. This diverse range of
heights allowed us to gain a comprehensive understanding of the vertical profile of wind
behavior throughout the entire study period. However, it’s important to note that we had
to exclude the data recorded at the 2 m height from our analysis due to the lack of valid
values.
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wspd200 wspd140 wspd80 wspd40 wspd20 wspd10

time
2001 8.465 7.829 6.798 5.617 4.775 4.163
2002 8.762 8.112 7.075 5.899 5.038 4.426
2003 8.086 7.509 6.511 5.371 4.513 4.426
2004 8.515 7.914 6.901 5.764 4.904 4.272
2005 8.259 7.702 6.689 5.548 4.669 4.072
2006 8.657 8.023 6.972 5.799 4.944 4.324
2007 8.768 8.103 7.069 5.882 4.968 4.284
2008 8.847 8.133 7.132 5.949 5.056 4.389
2009 8.521 7.851 6.820 5.618 4.742 4.106
2010 7.832 7.291 6.376 5.258 4.429 3.840
2011 8.588 7.936 6.959 5.781 4.917 4.263
2012 8.361 7.702 6.759 5.611 4.774 4.129
2013 8.379 7.779 6.778 5.644 4.805 4.193
2014 8.413 7.798 6.771 5.584 4.740 4.122
2015 8.945 8.275 7.179 6.002 5.109 4.446
2016 8.097 7.535 6.559 5.446 4.593 3.972
2017 8.211 7.609 6.620 5.497 4.623 4.001
2018 8.307 7.722 6.709 5.516 4.659 4.029
2019 8.478 7.904 6.856 5.655 4.774 4.110
2020 8.819 8.204 7.159 5.998 5.120 4.461

Table 2.1: Yearly wind speed average in m/s for each height.

This study has been carried out with data obtained at a height of 80 m. In order to
present the average variations of these velocities over the years, figure 2.1 is presented.
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Fig. 2.1: Yearly wind speed average in m/s.
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The mean and seasonal diurnal variation over the years has also been plotted for the
same height.

It can be seen that the diurnal pattern is a function of the hours of the day. From
10 am onwards, the wind speed starts to increase until midday when it remains more or
less stable, around 6.9 m/s - 7 m/s until 5 am the following day when it decreases again.
This factor could be associated with sunrise, as the wind is lower during the hours when
the sun starts to rise. Actually, the differences are not very large as the speed range is
between approximately 6.4 m/s and 7 m/s.

When analysing the ADV, pronounced variations in wind speed are observed through-
out the day, mainly driven by the diurnal cycle of solar heating and cooling. However,
these variations are not perfectly sinusoidal. Instead, they may contain higher frequency
components that deviate from a pure sinusoidal shape.
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Fig. 2.2: Average diurnal variation of wind speed in m/s at 80 m.

The same happens for seasonal variation. During the winter months wind speeds are
higher than in the summer months. One of the factors is that wind speed and solar
radiation are interrelated, both of which are influenced by local and regional weather
patterns.
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Fig. 2.3: Average seasonal variation of wind speed in m/s at 80 m.

2.2 EMD Algorithm

N.E. Huang [39] introduced the Empirical Mode Decomposition (EMD), a nonlinear ana-
lysis tool for complex, non-stationary time series. EMD, when combined with Hilbert
spectral analysis, is referred to as Hilbert-Huang Transform (HHT). It decomposes non-
stationary time series adaptively and locally into Intrinsic Mode Functions (IMFs), which
are zero-mean amplitude and frequency-modulated components. Furthermore, the Hilbert
spectral analysis of intrinsic mode functions provides frequency information evolving with
time and quantifies the amount of variation due to oscillation at different time scales and
time locations [55]. Unlike traditional Fourier or wavelet decompositions, EMD is fully
data-driven and does not require a predefined basis system [56].

EMD has the property of perfect reconstruction, meaning that combining all extracted
IMFs with the residual slow trend can reconstruct the original signal without loss or
distortion of information. However, interpreting the IMFs is not as straightforward as in
traditional decompositions. It can be challenging to identify and combine the IMFs in a
meaningful way to obtain physically meaningful components.

MSc in Electromechanical Engineering 18



CHAPTER 2. DATA & METHODS

0 1 2 3 4 5 6

3

2

1

0

1

2

3

4*sin(x) + sin(3x)

0 1 2 3 4 5 6

4

3

2

1

0

1

2

3

4
4*sin(x)

0 1 2 3 4 5 6

1.00

0.75

0.50

0.25

0.00

0.25

0.50

0.75

1.00
sin(3x)

Fig. 2.4: How the EMD works [4].

Additionally, if partial reconstruction is desired, the decision to include or exclude
specific IMFs is binary and not based on an optimality criterion [57]. But to be considered
valid an IMF, it must meet the following conditions [58]:

a) The number of over shootings and the number of zero crossings in the total data set
must be equal or differ by at most one.

b) The mean of the upper and lower envelopes defined by the local maxima and local
minima, respectively, must be zero at any point or at least, close to zero.

Considering the signal as y(t) the Empirical Mode Decomposition of any signal can be
applied using the following steps [59].

Step 1. Initialize the algorithm.

• Start with y(t) as the input.
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Step 2. Perform the sifting proces.

• Apply the sifting process to y(t) to extract the first IMF. It is explained in section
2.3.

Step 3. Obtain the first IMF

• The first IMF is obtained after doing the convergence of the sifting process.

Step 4. Calculate the residual.

• Subtract the extracted IMF from the input signal to obtain a residual signal.

• The residual represents the components of the signal that have not been captured
by the extracted IMF.

Step 5. Repeat steps 2-4.

• Repeat the process by applying the sifting process to the residual signal to extract
the next IMF.

• Iterate this step until the stopping criterion is met, which can be based on the
number of IMFs desired or the characteristics of the residual.

Step 6. Determine the final trend.

• The last remaining component after extracting all the IMFs is considered the final
trend of the signal or the residual.

• The trend represents the low-frequency or long-term behavior of the original signal.

Fig. 2.5: The flow chart of the decomposition process of EMD [5].
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This method has become a valuable tool in diverse fields of study, and its application
has been the subject of numerous research investigations of complex and non-stationary
time series. In engineering and environmental sciences, EMD is used for the analysis of
meteorological and air quality data. EMD enables the identification of variability patterns
and trends in climate variables such as wind speed, temperature, and pollutant concentra-
tions [60]. These analyses are crucial for understanding atmospheric phenomena, climate
modeling, and air quality assessment.

The Empirical Mode Decomposition (EMD) algorithm has undergone several innova-
tions and improvements to enhance its performance and address its limitations. Ensemble
Empirical Mode Decomposition (EEMD), Complementary Ensemble Empirical Mode De-
composition (CEEMD), Complete Ensemble Empirical Mode Decomposition with Adapt-
ive Noise (CEEMDAN) are ensemble-based approaches that aim to overcome the limita-
tions of EMD, such as mode mixing and sensitivity to noise [61]. These methods involve
generating multiple decompositions by introducing noise or applying complementary op-
erations to improve the accuracy and robustness of the decomposition results [54].

Multivariate Empirical Mode Decomposition (MEMD) extends the concept of EMD
to handle multivariate or multidimensional signals. It allows for the decomposition of
signals with multiple variables or channels, taking into consideration the interdependencies
among them. MEMD provides a way to extract intrinsic modes and their variations in a
multivariate dataset [62].

2.3 Sifting process

The main idea behind the method is to iteratively detect the intrinsic mode functions in the
data based on their characteristic time scales, and then breakdown the data accordingly
[39]. Starting from the fastest and through to the very slowest until only a non-oscillatory
trend is left [63]. A systematic way to extract them, designated as the sifting process, is
described as follows [64], [39], [65].

Step 1. Identify the local extrema of y(t).

Step 2. Generate the upper and lower envelopes.

• Using all the identified local extrema with an interpolation method, (e.g., cubic
spline interpolation) to generate the upper and lower envelope, yup(t) and ylow(t)
respectively.

Step 3. Calculate the mean envelope m(t) from the upper and lower envelopes.

• The mean envelope is obtained by calculating the mean of the upper and lower
envelopes, m(t) = [yup(t)+ylow(t)]/2. Then subtract it from the signal to obtain a
detailed component d(t) = y(t) - m(t).

Step 4. Stopping criteria.
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• A criterion for the sifting process is defined to terminate such that the IMF compon-
ents preserve sufficient physical awareness of both amplitude and frequency modu-
lations.

• Check whether d(t) is an IMF. If d(t) is an IMF, c(t) = d(t) and meantime replace
y(t) with r(t) = y(t) - c(t). Otherwise, replace y(t) with d(t) and repeat steps 1, 2
and 3 until the following termination criteria is satisfied.

l∑
t=1

[dj-1(t) − dj(t)]
2

[dj(t)]2
⩽ δ(j = 1, 2, ...; t = 1, 2, ..., l) (2.1)

Being δ a value between 0.2 and 0.3, j the number of iterative calculation and t the
length of the signal.

Step 5. Repeat the process.

• The sifitng process, including the stopping criteria, is repeated until all the IMFs
and the residual are obtained.

Finally, the original series y(t) can be decomposed as follows:

y(t) =

n∑
i=1

ci(t) + rn(t) (2.2)

Being ci(t) the different IMFs and rn(t) the final residual, which can be either the
mean trend or a constant.

In the following picture an example of the sifting process and how the IMF’s look like
is showed.
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Fig. 2.6: An example of the different Intrinsic Mode Functions from a given signal after
the application of the sifting process [6].

Notice that the last component is not an IMF but represents either the mean trend or
a constant. In some cases the last resulting component may be a constant, also known as
the residual or low frequency component [39]. This residual component typically does not
contain significant information and does not contribute substantially to the signal analysis.
However, it is important to note that there some cases where the residual component may
contain relevant information, particularly when working with complex or noisy signals [6].
In such cases, the residual component might capture certain characteristics or patterns
that are of interest for the analysis. Therefore, it is necessary to exercise caution and
consider the specific context and characteristics of the signal when deciding whether to
discard or retain the residual component. This would be the case for the trend as it is
also considered the last component and which represents the part of the signal that shows
a smooth and gradual variation over time. This component can be a linear or non-linear
function that captures the general direction of the signal [66]. Even though, in some cases,
the trend may be significantly larger in magnitude than the fluctuating components, which
may cause the trend to dominate the signal and make it difficult to identify more subtle or
rapid variations. This can be problematic if the objective of the analysis is to examine and
understand the high frequency fluctuations and modulations present in the signal [39].

Mode Mixing

Mode mixing is a significant challenge and has been extensively studied due to its
impact on the accuracy of the decomposition. It occurs when an IMF resulting from EMD
decomposition contains components of different frequencies which is considered a problem.
To be more precise, there are two types. The first one is caused by the frequencies of the
signals being too close to each other, while the second type is caused by the excessively
large amplitude of the low-frequency signal. Obviously, these different types of mode
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mixing require distinct solutions [67]. There are several proposed solutions for addressing
mode mixing in EMD such as derivation method, frequency sifting method, masking signal
method, ensemble EMD and adaptive approaches [67], [68].

2.4 Types of Sifting

Standard Sifting

The regular process without masking is the standard EMD algorithm, which follows
the conventional sifting process to extract the IMFs from a signal. However, variations in
the sifting process can lead to differences in these IMFs. In some cases, issues may arise
when applying the standard EMD algorithm to certain signals. These issues can include
the presence of noise, undesired components, or difficulties in separating specific modes or
oscillatory patterns [69]. To address these challenges, some different siftings process are
created.

Masked Sifting

Masked sifting is a modification of the sifting process in which certain portions of the
signal are masked or excluded during the extraction of the IMFs. By masking certain
regions, this extraction can be focused on the desired signal components, improving the
decomposition quality [70]. The main reasons for using masked sifting are to reduce
mode mixing, to address boundary effects, to refine IMF definitions, and to enhance noise
suppression. This, in turn, improves the interpretability of the obtained IMFs [69].

Iterated Masked Sifting

And the last one, the iterative mask sifting is an approach to further enhance the
decomposition results and address potential limitations of the standard EMD algorithm. It
involves repeating the mask sifting process iteratively to refine the intrinsic mode functions
and improve their quality. The benefitis of this type of sifting are to reduce the mode
mixing, to refine the IMF definitions, artifact suppression, to enhance stability, and to
improve signal reconstruction [71].

Ensemble Sifting

Following that, the ensemble EMD (EEMD) has been proposed as a means to im-
prove the robustness and reliability of the decomposition process. It involves performing
multiple iterations of the sifting algorithm with different initial conditions or noise realiz-
ations. These advantages are realized, facilitating better separation of modes, enhancing
noise robustness, enabling stability assessment, quantifying uncertainty, and improving
the accuracy of signal reconstruction [61].
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2.5 Intrinsic Mode Function

Frequency analysis is a fundamental aspect of signal analysis, as it provides valuable
insights into the characteristics of a signal beyond just its time-domain representation.
The Fourier analysis, a classic example of frequency analysis, has been widely used since its
introduction in 1807 [72]. However, the Fourier analysis has certain limitations, primarily
applicable to linear systems and strictly periodic or stationary data. For non-stationary
signals, alternative methods are required to analyze them effectively [4].

To address these challenges, researchers have sought adaptive and effective methods
for processing and analyzing non-linear and non-stationary data. While many of these
methods still rely on the Fourier analysis, the key focus has been on developing intrinsic
and adaptive representations for the oscillatory modes present in the signals [73].

Researchers have discovered that complex signals can be decomposed into simpler
signals, referred to as ‘mono-component signals’, which consist of a single oscillatory mode
at any given time. The components of the complex signal could sum up to the original
signal precisely. [74].

In 1998, Huang et al. [39] introduced a novel model for mono-component signals called
the ‘Intrinsic Mode Function’ (IMF). To be clearer, an IMF serves as a representation
of a basic oscillatory mode within a dataset, analogous to the simple harmonic functions
utilized in Fourier series analysis and always being ordered from highest to lowest frequency
[64]. In addition, the IMFs capture the local oscillatory behaviors present in the data
at various scales and time durations and they can provide insights into the underlying
oscillatory modes and transient phenomena within the dataset [6].

The IMF is derived using the Hilbert transform and provides instantaneous frequencies
as functions of time [39]. This enables the sharp identification of embedded structures
within the signal and also, it refers to the frequency content of the IMF at any given point
in time. It allows for the identification of frequency modulations, transient events, or any
variations in the oscillation behavior throughout the dataset. The culmination of this
analysis is represented by the Hilbert spectrum, which presents an energy-frequency-time
distribution [74].

2.6 Fourier Transform

The Fourier Transform (FT) is a powerful mathematical tool used to analyze signals and
functions in the frequency domain. It decomposes a function into oscillatory functions in
the same way that a prime decomposes light into different colours and wavelengths. It
provides information about the amplitude and phase of each frequency component as the
decomposition of the signal is in the time domain into its constituent frequencies [75].

When dealing with periodic functions, Fourier discovered that it is possible to express
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them as an infinite sum of sine and cosine functions with different frequencies and amp-
litudes. This representation is known as the Fourier Series [76]. It provides a way to
understand periodic signals in terms of their fundamental frequency and its harmonics.

However, the usefulness of Fourier analysis extends beyond periodic functions. Even
non-periodic functions can benefit from Fourier analysis by considering them as periodic
with an infinitely long period, effectively treating them as if they repeat over an infinite
interval. This approach allows us to examine their frequency content using the Fourier
Transform [77].

In engineering and signal processing applications, signals are typically acquired and
processed digitally, which means they are sampled at discrete time points. The discrete
nature of these signals requires us to adopt a discrete approach to Fourier analysis. The
Discrete Fourier Transform (DFT) is used to compute the Fourier coefficients for discrete
signals, providing a discrete representation of the signal in the frequency domain.

The direct evaluation of the Discrete Fourier Transform (DFT) typically requires a
computational complexity of (n²) arithmetic operations. However, the Fast Fourier Trans-
form (FFT) algorithm provides a significant improvement by achieving the same result
with only (n log n) operations [76]. The essence of the FFT algorithm lies in decomposing
the transform into smaller and simpler sub-transforms by dividing the data into even and
odd samples. The algorithm process is recursively applied until the transform is reduced
to pairs of individual samples, which can be efficiently computed using mathematical op-
erations [4].

One limitation of the Fourier Transform is that it provides a global representation of
the signal in the frequency domain but loses the temporal information. It does not reveal
the exact times at which specific events occur in the signal. To address this limitation,
techniques such as windowing functions and short-time Fourier Transform (STFT) can be
employed. These methods allow us to analyze the signal in both the time and frequency
domains simultaneously, providing localized information about the time-varying spectral
content of the signal [78].

There are also other transforms for more complex signals such as the non-stationary,
the Wavelet Transform and the Hilbert-Huang transform to reduce the limitations.

The Wavelet Transform is well-suited for analyzing signals with time-varying frequency
content or non-stationary behavior. Unlike the Fourier Transform the Wavelet Transform
uses wavelet functions that vary in size and shape, allowing for localized analysis in both
time and frequency domains. This adaptability makes it particularly useful for capturing
transient phenomena, sharp changes, and variations in frequency over time [79].

On the other hand, the Hilbert-Huang Transform is specifically designed for analyzing
non-linear and non-stationary signals, making it an excellent alternative to Fourier analysis
in cases where the data exhibits non-linear and non-stationary behavior. The HHT is
a two-step approach that involves Empirical Mode Decomposition followed by Hilbert
Transform [55]
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Spectral Analysis

Spectrum analysis is a fundamental application of Fourier analysis, where the goal is to
examine the contributions and characteristics of different frequency components present in
a signal [80]. The Fourier Transform, with its ability to convert a signal into its frequency
representation, forms the basis for spectrum analysis. By analyzing the magnitudes and
phases of the frequency components, insights into the spectral characteristics of the signal
are gained [81]. However, the Fourier transform alone does not capture the instantaneous
properties of a signal. Thus, it was necessary to implement or improve the existing analysis
processes as the Hilbert transform which is specifically concerned with the analytical
representation of a signal [82].

Usullay, PSD scales are most often adapted to logarithmic scales in order to better
interpret the information. As mentioned before, the x-axis is the frequency [Hz] and the
y-axis is the absolute power. When a PSD of a non-stationary signal is plotted, it is
observed that appears in the first quadrant (x > 0 and y > 0). If it is a very large signal
with a lot of data, it is more difficult to extrapolate the information as so-called harmonics
appear in the plot.
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Fig. 2.7: Power Spectral Analysis of a wind speed signal.

In the spectrum you can get information about the frequencies. in this case there are
several peaks that stand out on the left side which could mean that they are the diurnal
frequencies, although this should be checked.

When a signal is not purely sinusoidal, but contains additional frequency components,
it is said to have harmonics. Typically, they are generated by non-linear phenomena and
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can have undesirable effects on electrical and communication systems for example [83].

The harmonics refer to frequency components that are integer multiples of a funda-
mental frequency. The fundamental frequency is the lowest frequency present in a periodic
signal and determines the periodicity of the signal [84].

In the specific case of wind signals, harmonics can be generated due to different reasons.
For example, wind turbine blades may experience aerodynamic imbalances or structural
imperfections, which cause the generated wind signal to have additional frequency com-
ponents. In addition, electronic and electrical components used in wind energy conversion
systems can generate harmonics due to non-linear distortion of current or voltage wave-
forms [85].

2.7 The Hilbert Spectrum

As mentioned above, the signals treated by the EMD algorithm are subject to non-
stationarity and non-linearity. This causes frequency and amplitude to vary over time
and the concept of frequency needs to be analysed in more detail. N.E. Huang et al. [39]
to determine a unique and analytic signal from a real signal to calculate instantaneous
properties.

An analytic signal is composed by [55]:

z(t) = f(t) + iH{f(t)} (2.3)

Where H{f (t)} is the Hilbert transform of f(t), that is (2.4) being P the Cauchy
principal value. The Hilbert transform it is related on the Fourier transform. Its function
is to separate effectively the positive and negative frequency components of the signal,
producing a complex-valued signal with no negative frequencies. This complex signal,
contains both amplitude and phase information [86].

H{f(t)} =

(
1

π

)
P
∫ ∞

−∞

x(s)

t− s
ds (2.4)

The complex signal can be represented in polar coordinates as (2.5),

z(t) = A(t) · eiϕ(t) (2.5)

where the amplitude is A(t), the phase is ϕ(t) and e is the Euler number.

A(t) =
√
f(t)2 + H {f(t)}2 (2.6)
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ϕ(t) = arctan

(
H {f(t)}
f(t)

)
(2.7)

Thus, the instantaneous frequency as time varying phase is defined as

ω(t) =
dϕ(t)

dt
(2.8)

In the context of signal analysis, the instantaneous frequency refers to the frequency
of a signal at a specific point in time but in the case of monocomponent or narrow-band
data, the instantaneous frequency can be represented as a single-value function of time
[87].

For a monocomponent signal, e.g. an IMF, which consists of a single oscillatory mode,
the instantaneous frequency corresponds to the frequency of that mode. In this case, the
instantaneous frequency is a well-defined, single-value function of time.

The instantaneous frequency, amplitude and phase are to be assigned as IF, IA, IP
respectively. IF analyses the frequency variations in the signal over time, while IA and IP
analyse the waveform and characteristics of the signal at different points in time [88].

Localized information can be extracted in the frequency domain using the Hilbert
transform after decomposing a signal into IMFs with EMD, keeping any local properties
in the time domain. This allows us to spot any hidden local structures that were originally
incorporated into the signal. The Hilbert spectrum, which represents amplitude and in-
stantaneous frequency with respect to time, can be used to express local information [55].
In fact, the Hilbert spectrum is a weighted non-normalized joint amplitude–frequency–time
distribution. The weight assigned to each time–frequency cell is the local amplitude [39]

With the Hilbert transform, the IMFs yield instantaneous frequencies as functions of
time that give sharp identifications of embedded structures. The final presentation of the
results is an energy-frequency-time distribution, designated as the Hilbert spectrum [55].

Hilbert-Huang Transform

The Hilbert-Huang transform (HHT) is NASA’s designated name for the combination
of the empirical mode decomposition (EMD) and the Hilbert spectral analysis (HSA) [89].
The development of the HHT is motivated precisely by such needs: first, because the
natural physical processes are mostly nonlinear and non-stationary, there are very limited
options in data analysis methods that can correctly handle data from such processes.
Second, a special consideration must be given to nonlinear processes [90].

To perform the HHT, first the EMD algorithm is applied to the signal and then the
Hilbert transform is applied to each IMF. The Hilbert transform calculates the analytical
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representation of the signal, providing information about its amplitude and phase as a
function of time. This transform allows extracting the instantaneous frequencies, which
indicate how the frequency content of each IMF changes over time [91]. Hence, the Hilbert-
Huang transform provides a description of how the energy or power within a signal is
distributed across frequency.

This method is an empirical approach, and has been tested and validated exhaustively
but only empirically. In almost all the cases studied, HHT gives results much sharper
than any of the traditional analysis methods in time-frequency-energy representation [39].
Additionally, it reveals true physical meanings in many of the data examined.
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Chapter 3

Results and discussion

This chapter discusses the different the results obtained from the Empirical Mode De-
composition (EMD) analysis. The EMD technique has been compared primarily with
the Fourier analysis method. The analysis is focused on examining the average diurnal
variation, average seasonal variation, frequency characteristics, detailed analysis of In-
trinsic Mode Functions (IMFs), power spectrum comparison using Hilbert Huang Trans-
form (HHT) and Fourier analysis, the summation of IMFs representing the signal, and the
identification of the last IMF as the signal trend.

3.1 Initial interpretation of the Intrinsic Mode Functions

The EMD algorithm decomposes the signal into several IMFs. As the signal has countless
values, the maximum number of IMFs to be obtained is set at 20, although the algorithm
itself, with this indication and its own function, optimises it to the appropriate number.
Therefore, in figure 3.1 19 IMF’s are obtained and the top one is the sum of all of them,
which corresponds to the whole signal. The resulting IMFs can be analyzed to better
understand the variability and characteristics of the wind speed signal. This analysis
helps uncover patterns or components, transient phenomena, and frequency content within
a signal that are not easily observable in the original signal itself.
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Fig. 3.1: Decomposition of the signal into the Intrinsic Mode Functions using the masked
sifting.

When applying EMD to wind data, the decomposition process aims to separate the
high-frequency fluctuations or variations from the lower-frequency trends or periodicities.
As a result, the high-frequency components, which represent rapid changes or fluctuations
in wind speed or direction, tend to be captured in the first few IMF’s. In addition, by
examining the properties of individual IMF’s, such as amplitude, frequency, and phase, a
comprehensive understanding of the signal components can be achieved.

According to the graph above, the first IMFs from the first to the 13th IMF correspond
to these frequencies that are less than a year, so high frequencies. From IMF 14 to 18
they already encompass low frequencies, i.e. longer periods of time. It is worth noting
that the last IMF (IMF 19) is a constant function over time and with a high amplitude; it
corresponds to the continuous component of the signal. As can also be seen in the graph,
the IMFs 17 and 18 are similar to IMF 19 but with an amplitude practically equal to zero,
so they do not influence or provide almost no information in the signal.

Once the EMD process is completed, the next step is to apply the Hilbert-Huang Trans-
form to further analyze the frequency characteristics and extract additional information
from the IMFs. The HHT computes the instantaneous phase, frequency, and amplitude
for each IMF. These quantities provide insights into the oscillatory behavior and spec-
tral content of the signal at different scales. The instantaneous frequency and amplitude
obtained from the HHT are used, along with predefined frequency bins, to calculate the
spectrum. The resulting Hilbert spectrum is then plotted using a logarithmic scale on the
x-axis to represent frequency in Hz and the y-axis to represent power. The plot visual-
izes the power distribution across different frequencies, providing information about the
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frequency content and energy distribution within the IMFs.

The graph showed below, it represents each Intrinsic Mode Function with its instant-
aneous frequency and amplitude. The extraction of each frequency helps to define the
diurnal and seasonal components of the signal.
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Fig. 3.2: Decomposition of the signal into the Intrinsic Mode Functions.

The frequencies extracted through the Hilbert Huang transform are valuable in identi-
fying which Intrinsic Mode Functions correspond to the diurnal and seasonal components
of a signal.

Upon examining the table, a distinct pattern emerges among the first five IMF’s, where
the frequencies display a clear evolution in powers of 2. This pattern can be crucial in
distinguishing the IMF’s that capture the diurnal and seasonal variations within the data.
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Intrinsic Mode Function Frequency [Hz] 1/day
IMF 1 4.353E-04 37.61
IMF 2 1.852E-04 16.00
IMF 3 9.435E-05 8.15
IMF 4 4.594E-05 3.97
IMF 5 2.340E-05 2.02
IMF 6 1.192E-05 1.03
IMF 7 5.805E-06 0.50
IMF 8 2.827E-06 0.24
IMF 9 1.506E-06 0.13
IMF 10 7.334E-07 0.06
IMF 11 3.736E-07 0.03
IMF 12 2.082E-07 0.02
IMF 13 9.266E-08 0.008
IMF 14 3.604E-08 0.003
IMF 15 2.878E-08 0.0025
IMF 16 1.119E-08 0.0010
IMF 17 1.023E-08 0.0009
IMF 18 1.023E-08 0.0009
IMF 19 1.023E-08 0.0009

Table 3.1: Frequencies obtained with the Hilbert Huang Transform

Due to the pattern of powers of 2, it was decided to carry out the same procedure but
with different sifting, as the one used may not be ideal.

3.2 Intrinsic Mode Functions with different methods

The function in Python is designed to perform the Empirical Mode Decomposition. It
takes three input parameters: the sample rate, which indicates the sampling rate of the
signal; the input signal; and the option, which determines the specific variant of EMD
to be applied. Four options are provided: ’standard’, ’masked’, ’iterated masked’, and
’ensemble’.

Standard Sifting

First, the EMD is applied using the standard sifting By default, 15 Intrinsic Mode
Functions are displayed. At first sight, the IMFs obtained seem to be correct as they have
the trend in the last IMF and the diurnal and seasonal components.
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Fig. 3.3: The IMF components from data through the EMD method using the standard
sifting.

When applying the Hilbert-Huang transform, which combines the instantaneous fre-
quency and the amplitude of the IMFs to calculate the Hilbert spectrum, yields Nan
values. It can be seen graphically in the marginal Hilbert spectrum.
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Fig. 3.4: Marginal Hilbert Spectrum using the standard sifting.

By modifying both the resolution and the defined frequency bins, these values persist.
Hence, the standard sifting is discarded.
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Masked Sifting

The same procedure is carried out but with masked sifting and 15 IMFs. Masked
sifting is an extension of the standard sifting process, where additional masks are applied
to individual IMF’s during the decomposition process. This change of IMFs is due to two
reasons, the first one because when performing the marginal Hilbert spectrum it appears
also Nan values the same as with the standard and because by default, 15 is the number
that the algorithm offers and considers correct. These masks can either emphasize or
suppress certain frequency components within the IMF’s, allowing for better control over
the decomposition
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Fig. 3.5: The IMF components from data through the EMD method using the masked
sifting.

When observing the different IMF’s and comparing it with the same graph but with 19
IMFs, the last IMF in each method is different i.e. IMF 15 vs. IMF 19. In this case, the
sifting with 15 IMFs falls short because the trend representing the DC component does
not appear and therefore the decomposition is incomplete. Nevertheless, it is true that in
this case the Nan values disappear as its Marginal Hilbert Spectrum is complete. Even
so, this method is not valid either.
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Fig. 3.6: Marginal Hilbert Spectrum using the masked sifting with 15 IMFs.

Iterated Masked Sifting

Iterated Masked Sifting takes the idea of masked sifting further by introducing an
iterative approach to the decomposition. This method aims to refine the decomposition
process by repeatedly applying masks and sifting to the Intrinsic Mode Functions in an
iterative manner. Unlike standard EMD, where masks are applied only once, iterated
masked sifting goes through multiple iterations to enhance the stability and accuracy of
the decomposition.

In each iteration, itEMD applies new masks to the existing IMFs, modifying their
frequency characteristics. The modified IMF’s are then re-sifted to obtain new sets of
IMFs for the next iteration. This iterative process continues until convergence is achieved,
where the IMFs stabilize, and further iterations do not significantly change their features.

While itEMD can lead to a reduction in the number of IMFs, in this case to 13 IMF’s,
which might enhance decomposition stability, it comes with its limitations. One notable
drawback, as observed in the provided context, is the emergence of a zero trend in the
final result. This zero trend implies that the long-term behavior or diurnal and stationary
variations in the signal are not accurately captured.

Due to this limitation, iterated masked sifting may not always produce satisfactory
results, especially when precise identification of diurnal and stationary variations is crucial
for specific applications. Thus, alternative decomposition approaches need to be explored.

MSc in Electromechanical Engineering 37



CHAPTER 3. RESULTS AND DISCUSSION

2002 2004 2006 2008 2010 2012 2014 2016 2018 2020
Time (years)

-4.5
0.0
4.5

-4.5
0.0
4.5

-4.5
0.0
4.5

-4.5
0.0
4.5

-4.5
0.0
4.5

-4.5
0.0
4.5

-4.5
0.0
4.5

-4.5
0.0
4.5

-4.5
0.0
4.5

-4.5
0.0
4.5

-4.5
0.0
4.5

-4.5
0.0
4.5

-4.5
0.0
4.5

-4.5
0.0
4.5

Summed
IMFs

IMF-1

IMF-2

IMF-3

IMF-4

IMF-5

IMF-6

IMF-7

IMF-8

IMF-9

IMF-10

IMF-11

IMF-12

IMF-13

Fig. 3.7: The IMF components from data through the EMD method using the iterated
masked sifting.
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Fig. 3.8: Marginal Hilbert Spectrum using the iterated masked sifting.

It should be noted that the maximum number of IMFs has been limited to 13, as any
more than this cause the code to loop and become unresponsive.
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Ensemble Sifting

The last method proved is the Ensemble Sifting. This method is a modification of
the standard EMD algorithm. It is designed to improve the decomposition results and
enhance the stability of the Intrinsic Mode Functions extraction. Additionally, EEMD
improves the robustness of the decomposition with respect to noise.

In this case, Ensemble Sifting has produced 15 intrinsic Mode Functions, a reduction
from the 19 obtained with Masked Sifting. This suggests that Ensemble Sifting has iter-
atively refined the decomposition process and arrived at a more optimal number of IMF’s
by simplifying its subsequent analysis. Moreover, the resulting trend is clearly distinguish-
able, indicating that the decomposition accurately captures the long-term behavior of the
signal.
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Fig. 3.9: The IMF components from data through the EMD method using the ensemble
sifting.

By plotting the Marginal Hilbert Spectrum, it is observed that there are no discon-
tinuities present and it is checked in the table of code values that there are no Nan-type
values.
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Fig. 3.10: Marginal Hilbert Spectrum using the ensemble sifting.

To confirm that this sifting is correct, the frequencies are also analysed to check whether
the powers of 2 that initially appeared have disappeared.
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Fig. 3.11: Frequencies of each Intrinsic Mode Function obtained with the ensemble sifting.
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The frequencies are captured in a table. As can be seen, the frequencies are random
and do not follow any pattern. Considering that the iterative masked sifting is a good
method too, the ensemble sifting is also considered first, as it also considers the trend of
the signal represented in the last IMF, unlike the iterative masked sifting.

Thus, based on these evidences, the comparison between the EMD and Fourier will be
performed using the ensemble sifting.

Intrinsic Mode Function Frequency [Hz] 1/day
IMF 1 4.884E-04 42.1954
IMF 2 1.626E-04 14.0529
IMF 3 6.184E-05 5.3428
IMF 4 2.119E-05 1.8313
IMF 5 1.068E-05 0.9231
IMF 6 3.438E-06 0.2970
IMF 7 1.425E-06 0.1231
IMF 8 5.939E-07 0.0513
IMF 9 2.578E-07 0.0223
IMF 10 8.938E-08 0.0077
IMF 11 3.748E-08 0.0032
IMF 12 1.509E-08 0.0013
IMF 13 1.044E-08 0.0009
IMF 14 1.003E-08 0.0009
IMF 15 1.003E-08 0.0009

Table 3.2: Frequencies obtained with the Hilbert Huang Transform

3.3 Comparison between Empirical Mode Decomposition and Fourier

The objective of this study is to compare the effectiveness and performance of Empirical
Mode Decomposition and Fourier Analysis in characterizing the frequency components of
non-stationary signals. The comparison aims to shed light on the strengths and limita-
tions of each method concerning their ability to accurately identify and represent varying
frequency components in the data.

Power spectra of the signal

To assess the power distribution across different frequency components, the power
spectra obtained from both Hilbert Huang Transform and Fourier analysis are compared.
This comparison allows for a comprehensive analysis of the spectral characteristics and
provided insights into the energy distribution in the dataset.

Initially, the spectral density has been plotted using the fast Fourier transform to
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observe to identify dominant frequencies, oscillatory patterns or recurring patterns that
may be important to understand the phenomena affecting the signal.

Note that use has been made of the window function in Python to reduce spectral leak-
age effects when analysing the frequency content of a signal using the Fourier transform.
Spectral leakage occurs when the analysed signal does not have an integer number of cycles
within the window, which causes a ‘leakage’ of energy into neighbouring frequency ranges
and distorts the frequency domain representation. By applying the ’hann’ window to the
wind-speed data before calculating the PSD, the function helps to improve the accuracy
of frequency analysis and provides a valuable tool for characterizing the spectral charac-
teristics of the wind-speed time series. The axes of the graph represent the frequency in
Hz on the x-axis and the power on the y-axis.
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Fig. 3.12: Power spectra of the whole signal

As can be seen from the graph, the power concentration is higher at higher frequencies.
A first hypothesis of this fact could indicate that the wind signal contains intense and
short-lived bursts. However, in some situations, a higher power concentration at higher
frequencies may indicate the presence of turbulence in the wind signal. Also, another
option could be the existence of seasonal patterns or daily changes in wind speed. In
addition, PSD can reveal dominant frequency components in the signal.
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It is noticeable that there are specific frequency components that have a greater pres-
ence in the wind signal, and are shown as prominent peaks. So, from frequency 10−5

to 10−4 it can be seen that there are several prominent frequencies which may contain
important information. Therefore, this range is zoomed in without logarithmic scales on
the axes and the unit of the X-axis is changed to 1/day.
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Fig. 3.13: Zoom of the power spectra of the whole signal

These dominant frequencies are extracted and it can be clearly seen that there is a
pattern between them. Approximately the values of these frequencies correspond to 1/day,
2/day, 3/day, 4/day, 5/day, 6/day and 7/day. In fact, the frequency 1/day corresponds to
the diurnal component while the following are its harmonics. This pattern is reminiscent
of the diurnal component of a signal, which is usually of great importance in wind signals.

If these frequencies are compared with those extracted with EMD above, it can be
seen that they are more graphically accurate. However, for EMD in principle the diurnal
component would be the one corresponding to IMF 5 as the frequency is the one that
most resembles 1 while the previous ones would be its harmonics. It is also important to
check the seasonal component as wind speed also varies depending on the time of year.

It can be said that it is clearer to extract the frequencies with Fourier although they
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are not obtained directly by plotting the graph, but rather the axes must be modified and
adjusted correctly. While with EMD, the mechanism is much easier but it can be a bit
more difficult to find the diurnal component, as the seasonal component for both cases is
not trivial.

Intrinsic Mode Functions with Fourier

By performing Ensemble Sifting on the non-stationary signal, a set of IMF’s and trend
components can be obtained. Simultaneously, Fourier Analysis is applied to these Intrinsic
Mode Functions and compared to them to examine their frequency content. The Fourier
spectra of all the IMFs exhibit a similar shape as the Power Spectra Density of the original
signal. At higher frequencies more power is concentrated whereas in lower frequencies the
power is less intense.

Fourier Transform is applied individually to each IMF obtained through EMD. This
step allows to examine the frequency content of each specific IMF and assess how well
EMD captures the varying frequency components.

It is worth mentioning that the visualization of the power spectra divided into indi-
vidual IMF’s provides valuable insights, particularly in identifying the diurnal component
in purple and its harmonics, which follow sequentially. Even though applying Fourier
Analysis individually to each IMF involves additional computational steps, it provides a
detailed examination of the signal’s frequency content.

In addition, it is also clear that there is a component that is below the others. It
corresponds to the last IMF and represents the trend or DC component of the signal, i.e.
the stationary or offset value of the signal, around which the signal fluctuates.

This level of analysis can be challenging to achieve by directly analyzing the original
signal without first decomposing it using EMD. This enables the separation of different
frequency bands, represented by the IMFs. Therefore, despite the extra steps involved,
the use of EMD in conjunction with Fourier Analysis facilitates a more comprehensive
characterization of the signal’s frequency components.

When representing each IMF individually, it can be challenging to extract significant
insights or interpret the frequency components directly. Nevertheless, the trend looks very
good as it is represented by a single line so it confirms the above mentioned.

In conclusion, visualizing the power spectra of all IMFs together allows for a more
comprehensive analysis.
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Fig. 3.15: Fourier Spectra of each Intrinsic Mode Function.
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Additionally, the Fourier spectra of the original signal and the Marginal Hilbert Spec-
trum are compared to gain deeper insights into the signal’s oscillatory modes in Figure
3.16. To enhance clarity, the values of the spectra are staggered, with the top line repres-
enting the Hilbert spectrum, and the bottom line representing the Fourier spectrum.

Upon inspection, both the Hilbert and direct Fourier spectra display rich frequency
contents. However, a noticeable distinction arises in the representation of high harmon-
ics. The absence of high harmonics in the Hilbert spectrum can be attributed to either
nonlinear or non-stationary effects.

In fact, the marginal spectrum each peak of the curve represents the sharp peaks of
the Fourier spectra. It is true that obtaining the frequencies with the Hilbert spectrum is
simpler and you can obtain them directly without doing anything else while with Fourier
they are obtained in the same way but with more steps in the procedure (see figure 3.11).

This comparison supports the notion that the Hilbert spectrum is a more accurate
method for portraying energy-frequency relationships in cases where nonlinear or non-
stationary effects are present.

Fig. 3.16: The comparison of the Fourier (the bottom line) and marginal Hilbert spectra
(the middle line).
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3.4 Signal Trend Identification

The last Intrinsic Mode Function obtained through EMD decomposition is identified as
the signal trend. It represents the constant or average value of the signal over time. It
is a fundamental component that does not vary with time and corresponds to the lowest
frequency component of the signal’s spectrum.

In the context of EMD, the last Intrinsic Mode Function, i.e. IMF 15 in this case,
represents the trend component of the signal, which is equivalent to the DC component in
many cases. The DC component is essential as it provides critical information about the
baseline or mean level of the signal. However, there can be differences between the mean
of the signal and the IMF 15 in certain situations. This is because EMD is a data-driven
method and the trend component is extracted based on the local extrema of the signal.
In some cases, the trend component obtained through EMD may not perfectly align with
the mean, especially if the signal has non-stationary or nonlinear characteristics.

If the signal wind speed is averaged and compared with the last IMF, it can be seen
that the difference between them is minimal. The orange line represents the trend which
is the 15 IMF whereas the blue line is the mean of the signal.
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Fig. 3.17: Trend and mean of the signal.

Although in figure 3.17 it looks different to the naked eye, if you look at the y-axis, it
only looks at values between 6.79 and 6.93 while the mean wind speed signal is approx-
imately 6.84 m/s. As these values are so similar, it can be said that the trend is the DC
component as it is the one that provides magnitude to the signal.

If the energy of the trend component is added to the fluctuating components, the
overall energy of the signal will indeed become more levelled or evenly distributed across
frequencies. This increase in the overall energy can lead to a higher energy density, which
makes it difficult to clearly visualise the individual energy density of the fluctuating com-
ponents.

In figure 3.18, the fluctuating components and the trend can be seen. The latter is
above, so if both are added together, the energy density would increase.
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Fig. 3.18: Energy density of the signal and the trend.

3.5 Average Diurnal Variation

The average diurnal variation refers to the regular changes that occur in a signal through-
out the day due to weather patterns, such as solar radiation, temperature gradients or
local effects. It is a representation of how the value of the signal changes regularly and
predictably with the different hours of the day, usually following a 24-hour cycle. For
instance, it is common to observe an increase in wind speed during the day due to the
generation of thermal breezes and a decrease during the night.

This phenomenon can be seen in figure below, which shows the mean diurnal variation
of the signal. To prove that EMD is a good method to analyse wind signals and to extract
important information, this variation is checked with the IMFs. One way to check this is
to plot the ADV with the IMFs and identify which IMF is the diurnal component.

To know which IMF is the diurnal component exactly, IMF 5 is taken as a reference
because of its frequency. Then from the diurnal component and more imfs the ADV can
be taken out. In this case the previous IMFs (IMF 4, IMF 3, IMF 2, IMF 1) and the
DC component (IMF 15) have been taken and summed. In addition, for each component
(IMF) its harmonics are also considered as they influence the ADV composition. The
specific combination of IMFs that reconstruct the ADV varies depending on factors like
the signal’s complexity and the chosen sifting method.

Thus, the sum of all the above-mentioned components should give a result almost
identical to the average diurnal variation of the original signal. This comparison can be
seen in figure 3.19 where the orange line corresponds to the sum and the blue line to the
signal.
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Fig. 3.19: Comparison between the signal and the diurnal component.

The shape is almost identical although there are small differences so it can be confirmed
that the EMD method can capture the diurnal pattern of the signal.

3.6 Average Seasonal Variation

The same methodology is applied to extract the Average Seasonal Variation (ASV). The
combination of IMFs 1 to 11 and the DC component (IMF 15) is taken into account, where
IMF 11 is considered as the annual component.

By summing these components, the ASV can be effectively reconstructed. The effect-
iveness of this approach relies on the fact that these IMFs and their harmonics collectively
capture the seasonal patterns present in the wind signal. The comparison between the
summed components and the original signal’s ASV can be observed in a similar graphical
representation in figure 3.20.
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Fig. 3.20: Comparison between the signal and the seasonal component.

In the same way as in ADV, the orange line corresponds to that sum while the blue
line is the ASV of the original signal. It can be seen that the difference between them is
practically null, so it can be stated that EMD also captures seasonal patterns with the
IMFs.
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3.7 Physical meaning of the Intrinsic Mode Functions

The Intrinsic Mode Functions hold a significant physical meaning as they correspond to
distinct underlying physical drivers within the wind signal. By their frequency content,
the IMFs capture specific oscillatory modes inherent in the signal. For instance, the six
IMFs that collectively form the Average Diurnal Variation hold the physical interpretation
of collectively describing the diurnal pattern of wind speed. Each of these IMFs repres-
ents a unique diurnal component. Together, they combine to depict the intricate daily
fluctuations in wind behavior.

Similarly, the Annual Seasonal Variation comprises thirteen IMFs, each corresponding
to a particular frequency that contributes to the overall seasonal trends observed in wind
signals. These IMFs encapsulate the diverse influences shaping the wind behavior over
longer time scales, as it could be changes in climate, weather patterns, and environmental
conditions across different seasons. The presence of multiple IMFs within the ASV un-
derscores the complex interplay of various physical drivers contributing to the observed
yearly variations in wind speed.

3.8 Signal Reconstruction

The signal reconstruction is a fundamental concept in Empirical Mode Decomposition.
The original signal can be approximately reconstructed by summing all the Intrinsic Mode
Functions and the trend component. The reconstruction is given by:

Original Signal = Fluctuating Components (IMF 1 to IMF N-1) + Trend (IMF N)

If EMD successfully decomposes the signal into meaningful and physically interpretable
IMFs, the reconstruction can be quite accurate.

Considering figure 3.11, as mentioned above, the decomposition of the IMFs from the
original signal is observed. At the top of the figure 3.11, the sum of the IMfs is shown.

If the summed IMfs are compared to the signal the difference is minimal. It can be
seen that if both graphs overlap, the difference is the blue area of the original signal.
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Fig. 3.21: Summed IMFs vs. Signal.
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Chapter 4

Conclusions and future
developments

In conclusion, the application of Empirical Mode Decomposition (EMD) has been de-
veloped for analyzing non-stationary data, exemplified by wind speed signals. First of all
it has been analysed which type of sifting should be applied as not all of them provide
the correct analysis. Ensemble sifting has proved to be the correct one although iterative
masked sifting should provide similar results as well. In this case, the lack of the trend
was the key to discard this method and choose EEMD.

Furthermore, with the comparison of Fourier and EMD it can be concluded that both
methods are valid for the analysis of wind speed signals. It is true that Fourier is not
very recommendable for non-stationary data in contrast to EMD which is specific for this
type of data. This is already the first advantage of EMD over Fourier. Additionally, the
studies with each of them are different since with EMD it is simpler to obtain the results
and to draw conclusions. The frequencies are obtained earlier and physical meanings can
be obtained from them whereas with Fourier they are not.

Another significant advantage of the EMD-based analysis lies in its potential to un-
ravel the physical significance of the IMFs with respect to distinct patterns. These IMFs
represent distinct oscillatory modes and scales inherent in the signal, allowing for the isol-
ation and analysis of specific frequency components. For example, the diurnal pattern
of wind speed is collectively described by the first five IMFs and its trend forming the
Average Diurnal Variation. Each of these IMFs represents a unique diurnal component,
contributing to the intricate daily fluctuations in wind behavior and being the IMF 5 the
diurnal component (1/day). Similarly, the use of thirteen IMFs allows us to understand
how wind speed changes throughout the year and to capture the effects of different sea-
sons and weather conditions. These sums have been compared with the average diurnal
variation and the average seasonal variation of the original signal and the differences are
minimal. EMD is more flexible in this respect, and this is one of the strengths of the
method, as Fourier could not be analysed due to its sinus decomposition.
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The trend also plays an important role as it provides the amplitude of the signal.
Without it, only the analysis of the IMFs could be carried out to obtain the results
mentioned above by comparing with the shape, but thanks to the trend, the values of the
original signal are obtained.

As a prospect for future research, the exploration of multi-variable analysis is prom-
ising. Combining wind signals with additional environmental variables, such as solar
radiation, could provide a more comprehensive understanding of the interplay between
different climatic factors.

In the realm of future studies, an intriguing avenue lies in the prospect of delving deeper
into capturing the Average Diurnal Variation with even greater precision. This endeavor
could involve exploring diverse sifting methodologies, refining the techniques employed
within the Empirical Mode Decomposition, and dedicating more comprehensive efforts
to the analysis. By undertaking these approaches, there exists a plausible yet uncertain
opportunity to come remarkably close to encapsulating the ADV within a single Intrinsic
Mode Function.

A parallel avenue of research could also be extended to the Average Seasonal Vari-
ation. Similar to the prospective study on the capture of ADV, there is the possibility of
conducting the same study in order to define ASV with a single IMF. This future research
effort could offer valuable insights into the complex factors shaping the ASV and provide
a more complete understanding of the underlying mechanisms driving annual wind speed
variations.
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visión pedagógica. Estudios de fonética experimental, pages 41–74, 1999.

[5] Wang, Gang, Xian Yao Chen, Fang Li Qiao, Zhaohua Wu, and Norden E Huang: On
intrinsic mode function. Advances in Adaptive Data Analysis, 2(03):277–293, 2010.

[6] Huang, Norden E, Man Li C Wu, Steven R Long, Samuel SP Shen, Wendong Qu, Per
Gloersen, and Kuang L Fan: A confidence limit for the empirical mode decomposition
and hilbert spectral analysis. Proceedings of the Royal Society of London. Series A:
Mathematical, Physical and Engineering Sciences, 459(2037):2317–2345, 2003.

[7] Lawan, SM, WAWZ Abidin, WY Chai, A Baharun, and T Masri: Different models of
wind speed prediction; a comprehensive review. International Journal of Scientific &
Engineering Research, 5(1):1760–1768, 2014.

[8] Ballesteros Zapata, Eliana Elena: Crisis energética: en busca de edificaciones efi-
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[30] Bokde, Neeraj, Andrés Feijóo, Daniel Villanueva, and Kishore Kulat: A review on
hybrid empirical mode decomposition models for wind speed and wind power prediction.
Energies, 12(2):254, 2019.

[31] Al-Yahyai, Sultan, Yassine Charabi, and Adel Gastli: Review of the use of numer-
ical weather prediction (nwp) models for wind energy assessment. Renewable and
Sustainable Energy Reviews, 14(9):3192–3198, 2010.

[32] Ishihara, Takeshi, Atsushi Yamaguchi, and Muhammad Waheed Sarwar: A study of
the normal turbulence model in iec 61400-1. Wind Engineering, 36(6):759–765, 2012.

[33] Louka, Petroula, Georges Galanis, Nils Siebert, Georges Kariniotakis, Petros Katsafa-
dos, Ioannis Pytharoulis, and George Kallos: Improvements in wind speed forecasts for
wind power prediction purposes using kalman filtering. Journal of Wind Engineering
and Industrial Aerodynamics, 96(12):2348–2362, 2008.

[34] Wu, Yuan Kang and Jing Shan Hong: A literature review of wind forecasting techno-
logy in the world. 2007 IEEE Lausanne Power Tech, pages 504–509, 2007.

[35] Ozbek, Arif, Akin Ilhan, Mehmet Bilgili, and Besir Sahin: One-hour ahead wind speed
forecasting using deep learning approach. Stochastic Environmental Research and Risk
Assessment, 36(12):4311–4335, 2022.

[36] Shobana Devi, A, G Maragatham, K Boopathi, MC Lavanya, and R Saranya: Long-
term wind speed forecasting—a review. Artificial Intelligence Techniques for Advanced
Computing Applications: Proceedings of ICACT 2020, pages 79–99, 2020.

[37] Demolli, Halil, Ahmet Sakir Dokuz, Alper Ecemis, and Murat Gokcek: Wind power
forecasting based on daily wind speed data using machine learning algorithms. Energy
Conversion and Management, 198:111823, 2019.

[38] Jamaludin, Aaishah Radziah, Fadhilah Yusof, Ibrahim Lawal Kane, and Siti Mariam
Norrulasikin: A comparative study between conventional arma and fourier arma in
modeling and forecasting wind speed data. In AIP Conference Proceedings, volume
1750. AIP Publishing, 2016.

[39] Huang, Norden E, Zheng Shen, Steven R Long, Manli C Wu, Hsing H Shih, Quanan
Zheng, Nai Chyuan Yen, Chi Chao Tung, and Henry H Liu: The empirical mode
decomposition and the hilbert spectrum for nonlinear and non-stationary time series
analysis. Proceedings of the Royal Society of London. Series A: mathematical, physical
and engineering sciences, 454(1971):903–995, 1998.

55



[40] Hui, Yi, Bo Li, Hiromasa Kawai, and Qingshan Yang: Non-stationary and non-
gaussian characteristics of wind speeds. Wind & structures, 24(1):59–78, 2017.

[41] Priestley, Maurice Bertram: Non-linear and non-stationary time series analysis. Lon-
don: Academic Press, 1988.
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