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Abstract 

Thermal Large eddy simulations (T-LES) are getting more and more popular becuase of 

the availability of computational power in the industries, thus the necessity of testing out 

different T-LES models are necessary. This thesis assesses two different types of thermal 

large eddy simulation models. This study was done for highly anisothermal flow for 

pressurized air as the fluid in the channel flow of a solar receiver of a tower of concentrated 

solar power (CSP) plant. The study was done  to compare the results of the two chosen T-

LES models and how they compare with the DNS data of similar settings. For this purpose, 

both T-LES models were simulated with similar thermal conditions, heat fluxes and mesh 

configurations. The mean value of the friction Reynolds number was around 800 for all 

simulations. In terms of solving the Navier-stokes, the equations were simplied using low-

Mach number assumption. Due to the filtering operation of the LES method, two major non-

linear unclosed sub-grid terms for velocity-velocity and velocity-density correlations appears 

that has a signficant affect on the flow characteristics, thus these terms need to be modeled. 

There are two types of models called functional and structural models. However, one 

functional and two-layererd mixed model that mixes both functional and structural models 

has been investigated with fourth order discretization scheme on the momentum 

conservation equation and 2nd order scheme on the mass conservation equation for both 

cases. After simulating the T-LES configurations, the errors were calculated for the mean 

and correlation quantites by comparing them with the DNS data to check the accuracy of 

each model. Also, normalized profiles were generated and assesed as a function of the 

distance from the wall.  
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Glossary and Nomenclature 

Abbreviations  

CFD: Computationa Fluid Dynamics 

LES: Large Eddy Simulation 

CSP: Centralized Solar Power 

RANS: Reynolds Average Navier Stokes 

DNS: Direct Numerical Simulations 

N-S: Navier Stokes 

CFL: Caurant Friedrichs-Lewy 

SGS: Sub-Grid Scale 

AMD: Anisotropic Minimum Dissipation 

Symbols 

a: Mesh dilation parameter 

T : Absolute temperature (K) 

Cp : Constant pressure heat capacity (Jkg-1·K -1 ) 

Cv : Constant volume heat capacity (Jkg-1·K -1 ) 

N: Number of grid points 

Re: Reynolds numver (dimensionless) 

k: Wave number 

g: Velocity gradient (s -1) 

d: Scalar gradient  

Ma= Mach number  

Pr= Prandtl number 
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C= Velocity of sound (ms -1) 

P: Mechanical pressure (Pa) 

P0: Thermodynamic pressure (Pa) 

Q: Conduction heat flux (W/m3)  

Reτ: Friction Reynolds number (dimensionless)  

r: Ideal specific gas constant (J/kg/K) 

t: time (s)  

S: Strain rate tensor (s-1) 

U: Velocity vector (m/s) 

Uτ: Friction velocity vector (m/s) 

x, y, z: Cartesian coordinates 

α: Constant pressure coefficient of  thermal expansion (K-1) 

β: Constant volume coefficient of  thermal expansion (K-1) 

μ: Dynamic viscosity (Pa.s) 

ν: Kinematic viscosity (m2/s) 

λ: Thermal conductivity (W/m/K) 

ρ: Density (kg/m3) 

τ: Velocity-velocity subgrid term 

π: Velocity-density subgrid term  

Σ: Viscous stress tensor (Pa)  

ϒ: Total stress tensor (Pa) 
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1. Introduction 

The energy crisis is one of the most significant problems, if not the most significant problem 

the world is currently facing in the present time. This energy crisis is not just attributed due 

to the steady depletion of the current known fossil fuel reserves, it is also due to the effects 

on the climate which is already noticeable due to the major dependence on fossil fuel 

technologies so far. Therefore, the dependency on fossil fuels should be severely cut down 

not only to decelerate the depletion of the fossil fuel reserves, but also to prevent the climate 

emergency we are bound to face due to the green-house gas emissions associated with 

the fossil fuel usage. And as the world is focusing on the transition of energy technologies 

to more sustainable and climate friendly options, the role of solar and wind energy in this 

regard is the most significant in terms of renewable sources of energy[1]. Out of different 

options, hydroelectricity is a very good solution because of the capacity of storage, however 

it has the limitation of geographical locations. As most of the location that are favorable for 

hydroelectricity are already occupied with plants, the room for further progress for this 

renewable option is slim[2]. Although solar photovoltaics and wind energy are quite 

established compared to the other renewable energy technologies for power generation, 

these technologies produce electricity directly, which poses the question of storage as well. 

Concentrated solar power (CSP) plants has a lot of potential in the future in terms of 

establishing more plants, having technical availability and having storage opportunities of 

energy as high temperature heat, unlike solar photovoltaics [3]. This high temperature heat 

storage capacity of CSP plants can help it integrate with a lot of technologies and can be 

utilized for different kinds of applications [4][5]. In CSP plants, concentrators are used to 

concentrate the solar radiation on the top of a central tower receiver, where the heat is 

transferred to a heat carrying fluid to later utilize the heat energy for different purposes. In 

the current CSP plants, molten salts are used mostly in the receiver as the heat carrying 

fluid. However, molted salt temperature has its own limitations, one of them is having a 

maximum reaching temperature value of 950K in recent technologies[5][6]. The new 

generation CSP plants are in research phase to increase the maximum temperature, and 

different fluids like particles[7], mixture of fluid and particles[8], liquid metals[9] and 

pressurized gas[10] are being investigated. There are several advantages of using 

pressurized air for CSP plants. First, there is an abundance of air everywhere, whereas 

fluids like molten salts have to be carried to the plant site for usage. The environmental 

effects of other fluids are an issue, whereas for air there is no such concern. Most 

importantly, the pressurized air temperature can cross the maximum temperature limit of 

the molten salt and reach up to 1200K, which will increase the efficiency of the 

thermodynamic cycle of the system, as well as this high temperature can be utilized to run 

cycles like Brayton cycles for power generation [4]. 

In this thesis, the focus of our investigation is pressurized air as the CSP plant receiver heat 

carrying fluid and performing CFD simulations, more specifically LES method to better 
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understand the physics behind the solar receiver channel flow of pressurized air so that the 

thermal transfer between the receiver wall and the heat carrying fluid can be maximized 

while also focusing on minimizing the pressure losses.  

1.1. Motivation   

This thesis is essentially a part of the SOLAIRE ANR project in collaboration with PROMES-

CNRS and LISN-CNRS lab. The major focus of the project is to enhance the efficiency of 

the conversion of solar energy into usable energy to produce electricity. The motivation of 

the work of the thesis is to evaluate different LES sub-grid scale models on different meshes 

and under various physical conditions to ensure accurate assessments. It is quite essential 

to have better understanding of different Thermal Large Eddy Simulations (T-LES) models 

as performing DNS method is quite expensive and difficult for complex geometries. 

Although T-LES models are quicker, much cheaper and reliable in most cases, but it lacks 

accuracy due to the extreme conditions of the pressurized air solar receivers. To calculate 

the sub-grid scales accurately, understand the effects of different models on the simulation 

results and to improve upon the models so that we can rely on T-LES models, different sub-

grid models have to be investigated.  

1.2. Objectives of the work 

The particular objectives of the work were: 

- Bibliographic study of the procedures of performing LES sub-grid model 

simulations.  

- Bibliographic study of the different LES sub-grid models of interest and their 

influence on the statistics of the simulation. 

- To choose and simulate one of the already performed test cases by one of the 

bibliographies. 

- To choose different configurations of T-LES models to perform the test on them and 

compare the data with the DNS data. 

- To compare the results between functional and mixed models and how they 

influence the results. 

- To understand the effects of the meshes, discretization schemes and thermal 

conditions on the accuracy of the simulation results. 
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2. Literature review  

For the solar receivers using pressurized air as the channel flow heat carrying fluid, the 

thermal conditions are really extreme, which results in highly anisothermal, asymmetrical 

heating with great turbulence [10]. To assess the performance of different conditions of the 

solar receiver in terms of the heat transfer between the heat carrying fluid and the receiver 

wall, numerical simulations are required as Navier-stokes equations does not have 

analytical solution for problems as complex as our case [11]. However, the solar receiver 

size, along with the flow characteristics can cause a lot of computational cost if the DNS 

method is used for investigating the channel flow, as DNS method tries to resolve all the 

smallest scales down to the Kolmogorov’s scales. In terms of the LES method, this cost can 

be reduced down by a large factor, as the principal method of LES is to resolve the larger 

scales of the turbulence, and the unresolved sub-grid terms can be modeled using several 

LES sub-grid models. As the computational cost is much lesser than the DNS, this LES 

methodology can also be used for cases with complex geometry and extreme thermal 

conditions as well to better understand the heat transfer phenomenon between the receiver 

wall and the heat carrying fluid [12]. Different studies have been done regarding the study 

of complex anisotropic and asymmetrical flows for high temperature applications. It was 

seen in the study performed by Rayleigh-Taylor and Richtmyer-Meshkov that high 

temperature applications involves taking into account the velocity-temperature correlation 

term due to the high gradient of temperature[13][14]. An investigation by Peng and 

Davidson [15] presents a proposal of solving the heat flux of the sub-grid scale by using the 

strain rate tensor and the high gradient of temperature of the large scales. However, the 

local under-dissipation of this model sometimes even showcased negative value of the 

dissipation, which causes instability and simulation blow-up, which concludes that this SGS 

model for heat flux cannot be used on its own. To address this issue, an SGS heat flux 

mixed model was later proposed by Higgins et al. [16] by using models of Smagorinsky[17] 

and Leonard [18]. Unlike the study done by Peng and Davidson, another alternative 

approach to determine the sub-grid term heat flux was proposed by Wang et al. [19], where 

the sub-grid heat flux models were constructed using the sub-grid tensor of stress and the 

temperature gradient of the resolved scales.  

Till now, the calculation of the heat flux has been performed using constant value of the 

Prandtl number models for turbulent flows. The unresolved eddy-diffusivity term from the 

energy equation of the Navier stokes equations were investigated by Wong and Lilly [20],  

where they calculated the unresolved velocity-temperature sub-grid term with temperature 

gradient while reducing the computational time and achieving good agreement with DNS 

values. In this study, the scaling formulation utilized the analysis of the Kolmogorov scale 

and computed the heat flux for the sub-grid scales using filter grid width and rate of 

dissipation.  

There were several previous studies, that explored the possibility of introducing two-layered 
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mixed models for flow conditions with isothermal characteristics in order to get better 

simulation performance and results[21][22][23]. One of the most significant models was 

also proposed by Streher et al. [24], where they proposed that near wall turbulence can be 

modeled using both functional and structural models due to high value of viscous stresses, 

whereas only structural models should be considered away from the all due to the high 

influence of turbulent stresses near that region. Recent studies has also been performed 

for anisothermal channel flows to understand the effects of the turbulent temperature 

gradients, such as the effects of variable values viscosity and thermal conductivity on the 

heat transfer of turbulent flow performed by Wang et al [19]. Finally, Martin and Adrien et 

al. [12] have performed several investigations of different combinations of one and two 

layered mixed models for anisothermal channel flows in a solar receiver for pressurized air 

for multiple extreme thermal operating conditions at high temperature gradients to assess 

the performance, accuracy and reliability of different T-LES models with respect to the DNS 

data at similar operating conditions.  
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3. Methodology  

3.1. Case definition   

The gas pressurized solar receiver is a complex system with highly anisotropic behavior 

and asymmetric heating. The flow is highly turbulent, and the temperature is extremely high 

due to the concentrated solar energy as well. To study the configuration of the solar receiver 

for performing the parametric study of different LES models, the channel height is taken as 

3mm. The channel configuration and the flow direction relative to the coordinates can be 

seen in figure 3.1. According to the direction, it can be noted that the x direction is the 

direction of the fluid stream, thus x denotes the streamwise direction of the system. The y 

direction is perpendicular to the hot and the cold wall, thus the y direction is the wall normal 

direction. Finally, the z direction is the spanwise direction. The wall temperatures are 

considered as being constant throughout time and space, although for real cases it is not 

homogeneous. Also, the boundary conditions for thermal properties are not constant as 

well. Usually, the concentrated solar hits a small area and the temperature in that area is 

the highest, and the further we move away from that area, the temperature will decrease 

more and more. There can be other factors that might influence the temperature of the 

system, such as the sun’s position, the properties of the ambient air, the quality of the solar 

plant equipment and so on. However, despite all of those conditions, we can assume 

homogeneous temperatures on the hot and cold wall as we are only considering a fixed 

location, which covers only a small portion of the solar receiver (the yellow region in figure 

3.1), thus we can assume that in the small area, the temperature of the walls does not vary 

temporarily [4].  

The domain selected to perform the simulation is a three-dimensional domain (Lx*Ly*Lz) with 

following size:  

Lx = 4πδ; Ly = 2δ; Lz = 4/3*π*δ (where δ=3mm)  

The temperature of the hot wall is Th=1300K at y=2δ and the cold wall is Tc=900K at y=0. 

The cold wall temperature is quite high as well, since the extremely high temperature from 

the hot wall will radiate heat to the cold wall to increase its temperature as well, even though 

the cold wall is insulated from the ambient air. Thus, the channel flow will get heated from 

both the walls. The streamwise and the spanwise direction are periodic and the wall normal 

direction has non-uniform meshes. The reason for this condition is that the wall normal 

direction has a very strong thermal gradient condition due to the temperature difference 

between the hot and the cold wall. Thus, it is important to have a proper mesh configuration 

along the wall normal direction to investigate the case adequately. However, since the other 

two directions are periodic, there is an imbalance between the energy dissipation due to the 

viscous shear stress of the wall. The streamwise pressure gradient must be balanced for 
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this reason and a volume force in the streamwise direction is integrated in the flow to 

balance it with a streamwise friction. Thus, we can get a constant mass flow in the channel. 

Also, the thermodynamic pressure term P0 is set to 10 bars with the mean wall friction 

Reynolds number being 800.  

 

Figure 3.1: Anisothermal bi-periodic channel flow [4]. 

As previously mentioned, the wall normal direction has a strong temperature and velocity 

gradient and thus a non-uniform mesh is integrated in the wall normal direction to capture 

the information is a proper way. The other two directions (streamwise and spanwise) have 

uniform meshes. The mesh in the wall normal direction is calculated using the hyperbolic 

tangent relationship as stated below.  

𝑦𝑘 = 𝐿𝑦 (1 +
1

𝑎
𝑡𝑎𝑛ℎ [(

𝑘−1

𝑁𝑦−1
− 1) tanh−1(𝑎)]) , 𝑘 ∈ [1, 𝑁𝑦]     (3.1) 

Here, a is parameter called mesh dilatation, whereas Ny is the number of grid points along 

the wall normal direction of the channel configuration. Also, the heat flux condition 

considered for this study are given in Table.  

Thermal 

Condition 

name 

Heat sink 

(MW/m3)  

Hot wall heat flux 

(KW/m2)  

Cold wall heat flux  

(KW/m2) 

S0 0 98 -98 

Table 3-1: Associated heat flux considered in this simulation. 

In summary, the size of the domain for the channel flow is 4πδ x 2δ x 4/3δ, where δ= 3mm. 

The temperature of the hold and cold wall are set to 1300K and 900k respectively. The 

thermodynamic pressure of the system is set to P0=10 bars. 
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3.2. Multi scale approach  

Out of different types of solar receiver, the receiver which uses pressurized air is still in a 

prototype stage, and the prospect of this type of solar receiver is promising. To properly 

commercialize this type of solar receiver, several optimizations are required to be done to 

integrate this into different functional renewable energy systems. Not only that, but solar 

receiver technologies also require very specialized tools to design and study the different 

scales of their functionality due to the complexity of these systems. To accelerate the 

commercialization of CSP plants using pressurized gas in the solar receivers, different 

scales of investigation are required. According to the literature description in [4], three 

stages of the investigation is crucial for the enhancement of the understanding of the 

correlation between the dynamic of the fluid flow and the temperature of the solar receiver 

to better optimize the system as a whole. The three levels, as depicted in figure 3.2, are 

the local level, the modular level, and the component level. Currently, the research focuses 

on maximizing heat transfer  

 

Figure 3.2: Problem Approach using multi-scale [4]. 

from concentrated sunlight to the flow of pressurized air in the solar receiver while also 

minimizing the pressure drops of the flow inside the channel. Out of the different levels of 

investigation, direct numerical simulation (DNS) provides extremely accurate results with 

fine level of details of all the turbulent scales of the process, but it also requires really high 

computational cost to do so [25][26][27]. However, another type of simulation called Large 

Eddy Simulation (LES) can be a much more cost effective and reliable option to access the 

heat transfer correlations of the gas pressurized solar receivers. In the LES method, the 

larger turbulent scales are computed, whereas the smaller scales that are most difficult to 

realize due to the requirements of finer meshes that are modeled using different LES 

models. These smaller scale models are called the sub-grid modeling. LES method 

simplifies the simulation to be able to simulate larger and more complicated geometries. 
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3.3. Simulation Approach 

3.3.1. Navier Stokes Equations  

For the purpose of simulating our problem, we needed to solve the Navier Stokes equations. 

Navier stokes equations are non-linear and partial differential equations which involves 

solving for the motion of the fluid that are viscous in nature. The Navier stokes equations 

consist of three equations of conservations. According to the mass conservation law, mass 

remains constant within an isolated system regardless of the chemical interactions or 

physical altercations. Mass cannot be created, nor it can be destroyed and the total amount 

of mass will always be unchanged as long as the system is an isolated system [28]. The 

second equation concerns the conservation of momentum, which implies that the sum of 

the momentum changes is balanced out by the sum of the external forces on the system 

[29]. Finally, the third equation related to energy conservation states that the variations of 

the total energy in the system are balanced by the external work and the exchange of the 

heat flux of the system with the surroundings [30].  

• Mass conservation:  

𝜕𝜌

𝜕𝑡
+

𝜕𝜌𝑈𝑗

𝜕𝑥𝑗
= 0         (3.2) 

• Momentum conservation:  

𝜕𝜌𝑈𝑗

𝜕𝑡
= −

(𝜕𝜌𝑈𝑖𝑈𝑗)

𝜕𝑥𝑗
+

𝜕ϒ𝑖𝑗

𝜕𝑥𝑗
          (3.3) 

• Energy conservation:  

𝜕𝜌(𝐸 + 𝐼)

𝜕𝑡
=

𝜕𝜌𝑈𝑗(𝐸 + 𝐼)

𝜕𝑥𝑗
−

𝜕𝑄𝑗

𝜕𝑥𝑗
+

𝜕ϒ𝑖𝑗𝑈𝑖

𝜕𝑥𝑗
         (3.4) 

Here, i index is used to symbolize the i-th direction, x is the cartesian coordinate, ϒ𝑖𝑗 is the 

total stress tensor component, Q is the conductive heat flux, t is the time, I indicate the 

internal energy per mass-unit, and E is the kinetic energy per mass-unit.  

The term ϒ𝑖𝑗 is composed of pressure component and viscous component, thus it can be 

written as:  

ϒ𝑖𝑗 = −𝑃𝛿𝑖𝑗 + 𝛴𝑖𝑗            (3.5) 

As for Newtonian fluid, the local strain and the viscous stresses are linearly correlated. 

Using the Stokes law [4], we can write this relationship like the following,   

𝛴𝑖𝑗 = 2𝜇𝑆𝑖𝑗 −
2

3
𝜇𝑆𝑘𝑘𝛿𝑖𝑗        (3.6) 

Where, μ is the dynamic viscosity and 𝑆𝑖𝑗 is the deformation tensor, whose expression can 

be written as the following,  



Parametric Study of TLES Models in Turbulent Anisothermal Channel Flow  Pg. 21 

 

𝑆𝑖𝑗 =
1

2
(

𝜕𝑈𝑖

𝜕𝑥𝑗
+

𝜕𝑈𝑗

𝜕𝑥𝑖
)       (3.7) 

In terms of the heat flux due to conduction, according to the Fourier’s law [31], we can write,  

𝑄𝑗 = −𝜆
𝜕𝑇

𝜕𝑥𝑗
         (3.8) 

Where, T is the temperature and λ denotes the thermal conductivity. 

There are alternate formulations of the energy conservation equation and the temperature 

transport equation can be written as the following [32],  

𝐶𝑣

𝜕𝜌𝑈𝑗

𝜕𝑡
= −𝐶𝑣

𝜕𝜌𝑈𝑗𝑇

𝜕𝑥𝑗
−

𝜕𝑄𝑗

𝜕𝑥𝑗
− 𝛽𝑃𝑇

𝜕𝑈𝑗

𝜕𝑥𝑗
+ 𝛴𝑖𝑗

𝜕𝑈𝑖

𝜕𝑥𝑗
          (3.9) 

Where Cv is the heat capacity at constant volume. Since the whole system consists of eight 

(ρ, U, V, W, T, P, λ, μ) variables and the Navier-Stokes itself has fives equations, three more 

equations are needed to close the system and solve it. 

One of the three equations for this particular study is the idea gas law, which is the 

accumulation of different laws such as Boyle’s law, Charles’s law etc. [33]. The idea law 

under a series of hypotheses can be related temperature, pressure, and density of a certain 

ideal gas. Since in our case, we are using pressurized air, we can use the ideal gas law for 

closing the system of equations. The ideal gas law is stated as follows,  

𝑃 = 𝜌𝑟𝑇           (3.10) 

Here, r is the specific gas constant for pressurized air. In terms of an ideal gas, the heat 

capacities can be related to the specific gas constant such as, 𝐶𝑝 − 𝐶𝑣 = 𝑟. This relationship 

only depends on the temperature. Also, the constant pressure and constant temperature 

thermal expansion coefficient are equal and can be respectively written as, α=β=1/T [4]. 

One more equation can be considered using the Sutherland’s law that permits us to 

calculate the dynamic viscosity of the pressurized air using a correlation of temperature 

[34]. The equation is state as follows,  

𝜇(𝑇) = 𝜇0

𝑇3/2

𝑇0

𝑇0 + 𝑆

𝑇 + 𝑆
              (3.11) 

The values of the constants in the equation are, T0=273.15K, S=110.4K and   𝜇0=1.716x10-

5 Pa.s. 

Finally, to close the equations, we need an equation to calculate the value of the thermal 
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conductivity. We can do that using the Prandtl number, isobaric heat capacity value and the 

value of the viscosity which we get from the previous equation [4],   

𝜆(𝑇) =
𝐶𝑝

𝑃𝑟
𝜇(𝑇)             (3.12) 

3.3.2. Low Mach Assumption  

The Navier stokes equation becomes much simpler if the flow is incompressible, which 

gives a different equation with less complications compared to the compressible flow 

equation. For the compressible flow, the density is not constant over time. Since our 

problem is related to a solar receiver with pressurized air, the density changes over time 

due to the high fluctuation of temperature along the receiver. However, to simplify the 

equation of the compressible flows  further, Paolucci [35] in 1982 proposed  an assumption 

that utilized the low Mach number assumption to reduce the difference between the 

equations of the incompressible and compressible fluid flow Navier-Stokes equation. 

Usually in the Boussinesq’s formula, the compression forces are neglected and only the 

hydrostatic buoyancy is considered in the equations. However, this method has a limitation 

regarding the temperature of the application, as this method is only suitable for problems 

that has relatively less temperature fluctuation (ΔT<30K) [36], [37]. For solar receiver 

applications, the variation of temperature is not within this range by a large margin. The low 

Mach number assumption is suitable for this reason, as this method considers the 

application of large density gradient problems into the equation. The low Mach number 

assumption tries to neglect the acoustic waves propagation inside the flow while describing 

the internal wave propagation of the flow. Neglecting the acoustic waves from the equation 

simplifies it and removes many constraints that might have occurred if compressible flow 

equations were used instead. Thus, after removing the constraints, the incompressible flow 

equations can be used. 

The Mach number is the ratio between the speed of the flow and the speed of the sound 

for a particular temperature and medium, and it can be written as,  

𝑀𝑎 =
𝑈∗

𝑐∗
                (3.13) 

For ideal gases, equation for the speed of sound for a specific temperature and medium 

can be written as, 𝑐∗ = √𝛾𝑟𝑇∗. Depending on the value of the Mach number, a flow speed 

can be identified as subsonic, sonic, or supersonic flow. The concept behind Paolucci’s [35] 

low Mach number assumption is to consider any flow with Mach number below 0.3 as a low 

Mach number flow. Later, the N-S equations are non-dimensionalized and all the 

dimensionless numbers are later expanded through a power series of the squared Mach 

number. Later, the higher order Mach number terms are truncated and are not considered 

anymore.   
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3.3.2.1. Non-Dimensionalized Navier-Stokes Equations 

To non-dimensionalize each term, a characteristic value of each term has to be selected. 

Assuming X being a variable, X0 being the non-dimensional variable and X* being the 

characteristic value of the variable, we can write,  

𝑋0 =
𝑋

𝑋∗
             (3.14) 

For the equations we are considering, the variable X can be successively t, U, L, P, T, Cv, 

Cp, ρ, μ and λ.  

Using three numbers that are dimensionless and characterize the flow, we can define 

Reynolds number that signifies the ratio between convective forces and viscous forces in a 

fluid flow.  

Another dimensionless number called Prandtl number is used, which signifies how much 

the convective diffusivity has influence on a flow compared to the thermal diffusivity. It can 

be written as, 

𝑃𝑟 =
𝜇∗𝐶𝑝∗

𝜆∗
             (3.15) 

Using the method of non-dimensionalization, the Navier stokes equations can be written 

as:  

• Mass conservation  

𝜕𝜌0

𝜕𝑡0
+

𝜕𝜌0𝑈𝑗
0

𝜕𝑥𝑗
0

= 0           (3.16) 

• Momentum conservation  

𝜕𝜌0𝑈𝑖
0

𝜕𝑡0
= −

𝜕𝜌0𝑈𝑗
0𝑈𝑖

0

𝜕𝑥𝑗
0

−
1

𝛾𝑀𝑎2

𝜕𝑃0

𝜕𝑥𝑖
0

+
1

𝑅𝑒

𝛴0
𝑖𝑗

𝜕𝑥𝑗
               (3.17) 

 

• Energy conservation  

 

𝐶𝑣
0

𝜕𝜌0𝑇0

𝜕𝑡0
= −𝐶𝑣

0
𝜕𝜌0𝑈𝑗

0𝑇0

𝜕𝑥𝑗
0

−
𝛾

𝑃𝑒

𝜕𝑄𝑗
0

𝜕𝑥𝑗
0

− (𝛾 − 1)𝑃0
𝜕𝑈𝑗

0

𝜕𝑥𝑗
0

+ 𝛾(𝛾 − 1)
𝑀𝑎2

𝑅𝑒
𝛴0

𝑖𝑗

𝜕𝑈𝑖
0

𝜕𝑥𝑗
               (3.18) 

Where, Pe is called the Peclet number and it is written as 𝑃𝑒 = 𝑅𝑒𝑃𝑟, which signifies the 

ratio between the convection heat transfer and the conductive heat transfer.  

• Ideal gas law  

𝑃0 = 𝜌0𝑇0             (3.19) 
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𝛴0
𝑖𝑗 = 2𝜇0𝑆0

𝑖𝑗 −
2

3
𝜇0𝑆0

𝑘𝑘𝛿𝑖𝑗             (3.20) 

𝑄0
𝑗 = −𝜆0

𝜕𝑇0

𝜕𝑥𝑗
0

           (3.21) 

Here, the term 𝛴0
𝑖𝑗signifies the viscous stress tensor and 𝑄0

𝑗 as the conductive heat flux 

as non-dimensional terms.  

3.3.2.2. Dimensioned low-Mach number Navier-Stokes Equations 

As according to Paolucci [38], in a power series, all the different variables can be expressed 

as the power series of the square of Mach number. For the purpose of the study, the Mach 

number is categorized as a low Mach number value, thus the terms that are on higher order 

than the squared of the Mach number are truncated and neglected. Thus, equations (3.16)-

(3.19) can be re-dimensionalized to get the equations for low Mach number:  

• Mass conservation   

𝜕𝜌

𝜕𝑡
+

𝜕𝜌𝑈𝑗

𝜕𝑥𝑗
= 0         (3.22) 

• Momentum conservation  

𝜕𝜌𝑈𝑖

𝜕𝑡
= −

(𝜕𝜌𝑈𝑖𝑈𝑗)

𝜕𝑥𝑗
−

𝜕𝑃

𝜕𝑥𝑖
+

𝜕𝛴𝑖𝑗

𝜕𝑥𝑗
            (3.23) 

• Energy conservation  

𝜕𝑈𝑗

𝜕𝑥𝑗
= −

1

𝛾𝑃0
[(𝛾 − 1)

𝜕𝑄𝑗

𝜕𝑥𝑗
+

𝜕𝑃0

𝜕𝑡
]           (3.24) 

• Ideal gas law  

𝑇 =
𝑃0

𝜌𝑟
         (3.25) 

The pressure P0 is the mean pressure of the domain of the computation, which is also 

denoted as the thermodynamic pressure of the system. The thermodynamic pressure 

depends on the time and not on the spatial coordinates of the system (
𝜕𝑃0

𝜕𝑥𝑖
= 0)[4]. This 

term is defined using the gas law for ideal cases, whereas another pressure term P, which 

appears in equations like the momentum conservation equation is called the Mechanical 

pressure, which varies along the spatial coordinates. The thermodynamic pressure P0, 

however, is constant.   

3.3.2.3. Heat Source  

Concentrated solar plant towers usually utilize the radiation of the solar energy by 

concentrating all the solar irradiation on the front of the solar receiver of the solar tower. 

The solar receiver absorbs most of the energy from the concentrated solar irradiation, and 
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this solar energy is converted to heat energy instead. The temperature of the solar receiver 

usually goes up to a high number, and this heat is transferred to the fluid passing through 

the solar receiver by the heat transfer mode called conduction. Although the solar irradiation 

is all concentrated on the front wall of the solar receiver and the opposed wall is totally 

insulated from the atmosphere and the atmospheric air, the extreme high temperature of 

the front wall induces significant amount of radiative heat transfer, which increases the 

temperature of the opposed wall as well. Thus, instead of the fluid being heated by only the 

front wall, the fluid is usually heated by both sides of the wall in real cases. This is an 

important factor that needs to be considered while considering the simulations. 

For this study, out of the three directions, only the wall normal direction is not considered 

periodical, and the other two directions have periodical conditions. Thus, the channel flow 

is a bi-periodical channel flow problem, and this lets us simulate different locations of the 

solar receiver at various sections. However, this condition implies that the flow is a fully 

developed flow and to compensate for the impact of the walls and thermal development 

inside the flow, we need to add an extra heat source term. The heat source terms gives us 

a flexibility of studying different thermal profiles and different axial positions inside the solar 

receiver, which is beneficial for comprehensive studies of the system [4]. If we add the 

source term Hs into the energy conservation equation of the N-S, we get the following 

equation.  

𝜕𝑈𝑗

𝜕𝑥𝑗
= −

1

𝛾𝑃0
[(𝛾 − 1) (

𝜕𝑄𝑗

𝜕𝑥𝑗
− 𝐻𝑠) +

𝜕𝑃0

𝜕𝑡
]            (3.26) 

3.4. Numerical Setup  

The resolution of the Navier stokes equation when the flow is not incompressible and 

laminar is still an unknown field. The Navier stokes equations are one of the problems are 

called Millenium prize problems, which means that the search for the general solution of 

this equation is still non-existent [39]. However, for simple geometries and laminar flows, 

analytical solutions can be found. For incompressible flows, there are procedures of getting 

weak solutions, which was demonstrated by Leray et al[40]. 

For this study, the investigation is related to turbulent flows where the kinetic energy of the 

flow is more dominant compared to the viscosity of the flow. Thus, the kinetic force of the 

flow can overcome the viscous forces. Thus, these kinds of flows do not have any analytical 

solution using Navier Stokes equations. To characterize these kinds of flows, we still must 

depend on experimentation and numerical simulations. Turbulent flows have irregular and 

unpredictable behaviors with different scales of time and space [41]. Also, the fluid flow 

described by the Navier stokes equations are continuous in nature, whereas the numerical 

solutions can solve equations which are discrete systems. For that particular reason, the 

equations as well as the computational domains need to be discretized.  
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Resolved Algorithm of solving the discretized equations is described below:  

1. Using the mass conservation relationship from the Navier stokes, the density term 

is calculated,  

𝜌𝑛+1 = −𝛥𝑡[∇. (𝜌𝑛𝑈𝑛)] + 𝜌𝑛           (3.27) 

2. To determine the thermodynamic pressure and then the value of temperature using 

ideal gas law, fixed point iteration is used. A value of k between 0 and 3 is used for 

this purpose. The value if k is an empirical value assumption which has been 

determined in order to obtain convergence for this kind of simulations [4]. To 

calculate the thermodynamic pressure, the energy equation is used by integrating 

this equation around the entire domain with the heat source term included in the 

equation.  

1

𝛾 − 1
 
𝑑𝑃0

𝑑𝑡
=

1

𝑉
∫

𝜕𝑄𝑗

𝜕𝑥𝑗

.

𝑉

− 𝐻𝑠𝑑𝑉            (3.28)  

Later, the divergence theorem is used to convert the volume integral into a surface 

integral and thus the equation is discretized, to:  

𝑃0
𝑛+1,𝑘+1 =

𝑃0
𝑛

1 − (𝛾 − 1)
𝛥𝑡

𝑃0
𝑛+1,𝑘 (

1
𝑉 ∫ 𝜆𝜔∇𝑇𝑛+1,𝑘𝑑𝑆 − 𝐻𝑠

.

𝜔
)

           (3.29) 

3. After calculating the density and the thermodynamic pressure, we can now use 

these two values in the ideal gas law to calculate the temperature, 

𝑇𝑛+1,𝑘+1 =
𝑃0

𝑛+1,𝑘+1

𝑟𝜌𝑛+1
           (3.30) 

4. Using the Sutherland’s law, we can calculation the dynamic viscosity with the 

temperature which we calculated in the previous step,  

𝜇𝑛+1 = 𝜇0 (
𝑇𝑛+1

𝑇0
)

3
2

 
𝑇0 + 𝑆1

𝑇𝑛+1 + 𝑆1
            (3.31) 

5. Using the dynamic viscosity and Prandtl number, we can now calculate the thermal 

conductivity,  

𝜆𝑛+1 =
𝜇𝑛+1𝐶𝑝

𝑃𝑟
              (3.32) 

6. Later, the velocity divergence term can be calculated using the energy conservation 

law from the Navier stokes equation,   

∇. 𝑈𝑛+1 =
1

𝛾𝑃0
𝑛+1 [(𝛾 − 1)(∇. (𝜆𝑛+1∇𝑇𝑛+1) − 𝐻𝑠) −

𝑃0
𝑛+1 − 𝑃0

𝑛

𝛥𝑡
]            (3.33) 

7. Using the projection method steps, we can now calculate the intermediate velocity 

using the momentum conservation without the mechanical pressure term in the 

equation,  
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𝑈∗ =
𝛥𝑡

𝜌𝑛 [𝑈𝑛∇. (𝜌𝑛𝑈𝑛) − ∇. (𝜌𝑛𝑈𝑛𝑈𝑛) + ∇. (𝜇𝑛(∇𝑈𝑛 + ∇𝑇𝑈𝑛)) −
2

3
∇(𝜇𝑛∇. 𝑈𝑛)]

+ 𝑈𝑛              (3.34) 

8. Using the divergence of the intermediate velocity we just calculated in the previous 

step, the mechanical pressure term can be calculated,  

∇. (
1

𝜌𝑛
∇𝑃𝑛+1) =

∇. 𝑈∗ − ∇. 𝑈𝑛+1

𝛥𝑡
         (3.35) 

9. Finally, in the last step, the velocity value is corrected using the mechanical pressure 

in the momentum conservation relations.  

𝑈𝑛+1 = −
𝛥𝑡

𝜌𝑛
∇𝑃𝑛+1 + 𝑈∗           (3.36) 

For performing simulations, the continuous Navier-Stokes equations had to be discretized 

using numerical schemes for time derivatives and spatial derivatives. There are large 

quantities of studies that present the significance of the schemes for discretization of the 

equations for LES [42][43][44][45] and DNS [46][47] simulations. For the mass conservation 

equation of the Navier Stokes, the second order discretization scheme was used, whereas 

for the momentum equation, second and fourth order discretization scheme can be chosen.  

Temporal stability criteria, especially for explicit time integration methods are crucial so that 

the numerical analysis converges properly without issues. The timestep of each iteration 

has to be calculated after each iteration to maintain the criteria of stability. The stability 

criterion is mainly considered by focusing on the stability requirements for the conservation 

of momentum equations since the energy equation of the Navier stokes equation puts 

constraints on the pressure as we can see in the resolution algorithm [4]. For the temporal 

stability, the CFL condition or the Courant-Friedrichs-Lewy condition is a crucial condition 

for numerically solving different kinds of partial differential equations [48]. Thus, the purpose 

of the condition is to keep the time step below a certain range on purpose so that all the 

information necessary to resume the solution in the next steps may have time to propagate 

in the space discretization as well. This way all the necessary physical information will be 

present in the next timesteps which will eventually affect the trend of the solution from the 

previous steps. The stability equation for convection is given below,  

1

∆𝑡𝑐𝑜𝑛𝑣
= 𝑚𝑎𝑥𝑥,𝑦,𝑧 [

𝑈𝑥

∆𝑥
+

𝑈𝑦

∆𝑦
+

𝑈𝑧

∆𝑧
]         (3.37) 

Similarly, the stability equation for diffusion is given below,  

1

∆𝑡𝑑𝑖𝑓𝑓
= 𝑚𝑎𝑥𝑥,𝑦,𝑧 [2𝜈 (

1

∆𝑥2
+

1

∆𝑦2
+

1

∆𝑧2
)]           (3.38) 



Page 28  Memory 

 

To meet the stability criterion for both diffusion and convection, the final time step of the 

numerical simulation has to be half of the harmonic mean between the stability timestep of 

both convection and diffusion [4],  

1

∆𝑡
=

1

∆𝑡𝑐𝑜𝑛𝑣
+

1

∆𝑡𝑑𝑖𝑓𝑓
              (3.39) 

For the next steps of the iterations, the time step is updated further for two conditions:  

a) If the next time step is smaller than the previous time step value.  

b) If the current and previous timestep values have a relative difference of more than 

5%.  

3.5. Processing of Data  

Turbulent flows are inherently highly unorganized, unpredictable, and chaotic. Even with 

close initial boundary conditions, different experimentation and simulations end up giving 

different results. To properly analyze the data generated due to the experimentation and 

simulation of turbulent flow characteristics, and method called Reynold’s decomposition is 

generally used. For an instantaneous variable f, it can be decomposed down to two parts, 

a mean part <f> and the rest is the fluctuation f’. Thus, any instantaneous variable f can be 

written as,    

𝑓 = 〈𝑓〉 + 𝑓′         (3.40) 

It is assumed that performing a statistical mean on the fluctuating part of the decomposition 

will lead to zero. We can perform Reynolds averaging to the simulation result of an 

instantaneous variable to get the mean value of the variable. This method lets us separate 

the fluctuations from the mean and following the ergodicity hypothesis proposed by 

Boltzmann (1871). This hypothesis offers a way to calculate the Reynolds average with an 

average across the time when the flow is fully developed [4].  

〈𝑓〉 = lim
𝑁→∞

1

𝑁
 ∑ 𝑓𝑖

𝑁

𝑖=1

          (3.41) 

3.6. Validation Process  

As of our knowledge, for this condition of a solar receiver with pressurized air in the channel 

flow, there is no reference data in terms of experimentations to compare with the LES 

simulations results. Thus, for this thesis, the results of the performed LES methods are 

going to be compared with the exiting DNS results for the same conditions.  
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4. LES Approach  

4.1. Principles of LES  

The main principle of the large eddy simulation is that the LES method mainly considers 

the large-scale eddies and only resolves these scales in the simulation. The smaller scales 

are not resolved in the LES algorithm and they are later compensated by only considering 

the effect of the smaller scales of eddies on the larger eddies [49][50][51]. The smaller 

scales are filtered out using a spatiotemporal filter to resolve the larger scales [52]. The 

smaller scales are later modeled using different LES models to get better results. The LES 

that integrates with algebraic models uses the universality of smaller scales assumption, 

which states that the smaller scales are totally independent from the effect of the larger 

scale eddies on them [53]. Another important assumption is that the smaller scale structures 

possess very little kinetic energy on their own, they are unaffected by both the thermal 

conditions of the domain that LES is studying and the large structure mechanisms. Thus, 

from these characteristics, it can be assumed that the small scales are very much self-

similar and are isotropic in behaviors [54].  

For LES methods, the error can be decomposed into three most important errors, which 

are accumulated when the Navier stokes equations are discretized [50]. The errors 

generated while solving the N-S equations can be calculated by summing these three types 

of errors. These three errors are projection error, discretization error and resolution error. 

The projection error, 𝑒𝑟𝑟𝜋 occurs due to having finite degree of freedoms while the solution 

is obtained. The second error, which is the discretization error 𝑒𝑟𝑟𝑑, occurs when the 

continuous partial differential equations are approximated and discretized to solve them in 

discrete domains for computational convenience.  Finally, the resolution error occurs to 

performing LES, which filters out the smaller scales from the exact solution, hence the 

resolution of the solution is not accurate enough and is not exact. This error is called the 

resolution error 𝑒𝑟𝑟𝑟. Thus, the total error, 𝑒𝑟𝑟 can be summarized as,  

𝑒𝑟𝑟 =  𝑒𝑟𝑟𝜋 + 𝑒𝑟𝑟𝑑 + 𝑒𝑟𝑟𝑟        (4.1) 

Out of all these errors, the projection error will always be present, and we cannot avoid it. 

To reduce the error of the LES method, the other two errors, which means the discretization 

error and the resolution error must be omitted or reduced. This can be performed by using 

one of two ways.  

• There is an LES method called Implicit LES (ILES), which tries to cancel out 

discretization error and resolution error by each other by finding a balance between 

them. Thus, it can be written as,  

𝑒𝑟𝑟𝑑 + 𝑒𝑟𝑟𝑟 = 0        (4.2) 

When using the ILES, the resolved equations do not introduce further sub grid 
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models. The truncation error that occurs due to the truncation of the higher order 

terms of the numerical schemes acts as its own compensation for the sub-grid 

scales. This numerical model called ILES is usually chosen for balancing out the 

discretization error and the resolution error [55].  

• However, classically when LES method is mentioned, this second approach called 

Explicit LES is used more compared to the ILES. In this method, both the resolution 

error and the discretization error are focused to be individually canceled out, rather 

than using both errors to cancel each other out like the previous method. Thus, it 

can be written as,  

𝑒𝑟𝑟𝑑 = 𝑒𝑟𝑟𝑟 = 0               (4.3) 

The errors caused by the discretization are reduced or omitted using numerical 

methods, but the resolution error is compensated by different LES models by an 

additional term, which is introduced in the Navier Stokes equation. This additional 

term or model tries to account for the effects of the smaller scales, in other words 

the high frequency modes which were filtered out due to the spatiotemporal filter as 

the filter only resolves the larger scale structures or the low frequency modes.  

There are two different kinds of LES models. One of them is called functional 

models, which tries to focus on the transfer due to kinetic energy. The other one is 

called structural models, which tries to calculate the structure of the tensor at sub 

grid scale [50]. More details and different kinds of analyses are presented in 

[56][57][58][59] if the reader is interested further. 

4.2. Turbulence Filtering  

4.2.1. Filter Properties 

As previously mentioned, the LES method uses a spatiotemporal filter to filter out the 

smaller scales and only tries to resolve the larger scales of the eddies. The smaller scales 

are later modeled for considering the impact of the smaller eddies on the larger eddies. This 

scale separation using a low pass frequency filter reduces the computation load by a lot, as 

highly turbulent flows include too many structures at the smaller scales. A convolution 

product is included with the filter of LES method. For the purpose of simplifying the system, 

it is considered that the filter is isotropic, that is the properties are given for a case that is 

homogeneous. For any particular field, the filtered field �̅� can be defined as,  

�̅�(𝑥, 𝑡) = ∫ ∫ 𝜓(𝜉, 𝜏)𝐺(𝑥 − 𝜉, 𝑡 − 𝜏, 𝑥, 𝑡)𝑑𝜉𝑑𝜏
𝑖𝑛𝑓

−𝑖𝑛𝑓

𝑖𝑛𝑓

−𝑖𝑛𝑓

         (4.4) 

Where, G indicates the convolution kernel. For the resolved part, the expression can be 

written as,  

�̅� = 𝐺 ∗  𝜓            (4.5) 
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Similarly, if the resolved part is written as �̅�, the main field is denoted as 𝜓, then the 

unresolved part 𝜓′ can be calculated as,  

𝜓′(𝑥, 𝑡) = 𝜓(𝑥, 𝑡) − �̅�(𝑥, 𝑡)          (4.6) 

𝜓′(𝑥, 𝑡) = 𝜓(𝑥, 𝑡) − 𝐺 ∗  𝜓(𝑥, 𝑡)                (4.7) 

In most of the simulations involving LES, time and spatial filtering is not applied separately, 

rather only spatial filtering is applied during the process of LES. This is done as spatial 

filtering automatically induces time filtering in an implicit manner [60][61].  

This kind of filters has to maintain three properties:  

1. Constant Conservation property 

𝐶̅ = 𝐶            (4.8) 

2. Property of Linearity, which satisfies the convolution products by definition. 

For any fields 𝜓1 and 𝜓2,  

𝜓1 + 𝜓2
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 𝜓1

̅̅̅̅ + 𝜓2
̅̅̅̅                  (4.8)  

3. Property of commutation for spatial derivatives and temporal derivatives:   

𝜕𝜓̅̅ ̅̅

𝜕𝑥
=

𝜕�̅�

𝜕𝑥
              (4.9) 

𝜕𝜓̅̅ ̅̅

𝜕𝑡
=

𝜕�̅�

𝜕𝑡
              (4.10) 

However, the commutation property for the temporal derivative is respected in all cases, 

but the same does not occur for spatial derivatives, unless the filter is isotropic [62]. For 

LES method, filters such as Sharp spectral filter, box filter, gaussian filter etc. are used [63].  

4.2.2. Implicit and Explicit filtering  

There are two types of filtering that can be associated with the LES method, one is explicit 

filtering and the other is implicit filtering. In terms of the explicit filtering, the convective term 

is targeted by the explicit filter, and it lowers the number of scales during the solution. While 

doing so, the explicit filtering method can restore a spectral content which is consistent to 

each term of the filtered N-S numerical solution. This method reduces the effect of the 

filtering on the numerical error of the solution, along with the grid characteristics as the 

method has a filter length which is explicit. The length of the filter must be taken in such a 

way that it should be bigger than the local sizes of cells. This filtering method reduces the 

resolve scale spectrum and dampens the motion of the small scales which were admitted 

by the meshes [23][64][65][66][27].  

For implicit filtering process, this filter is obtained from the meshes, sub-grid scale models, 

resolved equations and numerical method in an implicit manner, while having no well-

defined shape of the filter. There are advantages and disadvantages of using the implicit 

filtering method. One of the key disadvantages is that the numerical error cannot be 
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controlled, and filtering can be performed along a single direction, and that is the direction 

of the compound derivative. For this reason, another supplementary filter is needed with 

one-dimensional characteristics to all the terms in the equation of LES. Furthermore, the 

actual equation which is going to be solved cannot be derived from the N-S equations in a 

rigorous manner. Despite all the disadvantages, implicit method is mostly used and more 

classical way of using a filter. Implicit method reduces the computational cost significantly 

when compared to explicit filtering, by taking the benefit of the grid resolution and avoiding 

the calculation of the model term at sub grid scale [67][68][69][70][56].  

 

Figure 4.1: Separation of scales along spectral and physical space  [50]. 

4.2.3. Resolved Equations  

As previously mentioned, for this study time filtering is not separately used, rather an implicit 

spatial filtering is used, which induces time filtering as well. On the computational grid, the 

length of the filter is derived by discretizing the N-S equations and it can be written as,  

𝑓𝑖𝑙𝑡𝑒𝑟 𝑙𝑒𝑛𝑔𝑡ℎ, 𝛥 = √𝛥𝑥𝛥𝑦𝛥𝑧
3

               (4.11) 

Where, 𝛥𝑥 , 𝛥𝑦, 𝛥𝑧 are the sizes of the mesh along x, y and z coordinates respectively. The 

filters that are involved in the mesh sizes along with the filter which is induced by errors of 

the numerical calculation and modelling stems the application of filtering on the exact 

solution. As we can see in figure 4.1, the filtering has been applied in the LES method. The 

figure has described the filtering using two different perspectives. In the first one, a physical 

space is being imagined where the eddies that are smaller than 2𝛥 are modeled, and the 

rest of the bigger scales are resolved. On the other hand, in the right side of figure 4.1, the 

filtering is represented by spectral space, where the wavenumber has a cutoff frequency, 

𝑘𝑐 = 𝜋/𝛥. The scales having smaller wavenumber than the cutoff frequency is resolved 

and the scales with bigger wavenumber compared to the cutoff value are modeled. The 
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right figure shows a plot between the kinetic energy E as the dependent variable and the 

wavenumber of the scales, k as the independent variable on the horizontal axis. As we can 

see in figure 4.1, the scales on the right side of kc are all modeled, which signifies the 

smaller scale eddies.  

Now, if we take the low Mach number equations and apply the filter, we get,  

1. Conservation of mass 

𝜕�̅�

𝜕𝑡
+

𝜕𝜌𝑈𝑗
̅̅ ̅̅ ̅̅

𝜕𝑥𝑗
= 0                 (4.12) 

 

2. Conservation of momentum  

𝜕𝜌𝑈𝑗
̅̅ ̅̅ ̅

𝜕𝑡
= −

𝜕𝜌𝑈𝑗𝑈𝑖
̅̅ ̅̅ ̅̅ ̅̅ ̅

𝜕𝑥𝑗
−

𝜕𝑃̅̅̅̅

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
[𝜇 (

𝜕𝑈𝑖

𝜕𝑥𝑗
+

𝜕𝑈𝑗

𝜕𝑥𝑗
)]

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
−

2

3
 

𝜕

𝜕𝑥𝑖
𝜇 (

𝜕𝑈𝑗

𝜕𝑥𝑗
)

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
          (4.13)  

 

3. Conservation of energy  

𝜕𝑈𝑗

𝜕𝑥𝑗

̅̅ ̅̅ ̅
= −

1

𝛾𝑃0
[(𝛾 − 1) 

𝜕

𝜕𝑥𝑗
(−𝜆

𝜕𝑇

𝜕𝑥𝑗
)

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
+

𝑑𝑃0

𝑑𝑡
]            (4.14) 

4. Law of ideal gas 

𝑃0 = 𝑟𝜌𝑇̅̅̅̅              (4.15) 

We know that the thermodynamic pressure P0 is constant spatially, thus a spatial filter would 

not change anything for this term, and we will get, 𝑃0
̅̅ ̅ = 𝑃0. 

4.2.4. Favre Average  

In terms of the solar receiver, we intend to study in this thesis, the working fluid is 

pressurized gas. For this case, the density and the temperature of the working fluid is 

varying at a large extent. Thus, a filter called Favre average is used for suitability, which is 

a density based filter [71]. The concept behind the Favre average is, this uses an 

incompressible decomposition, and extends it to the case which is compressible by 

introducing an average density-weighted system [72][73]. If the Favre average is applied 

on a variable called X, it can be written as,  

�̃� =
𝜌𝑋

�̅�

̅̅ ̅̅
           (4.16) 

Where, the (. )̃ sign is used to denote that the Favre average has been applied.  

As we have previously seen, the filters must follow the commutation rules. If we assume 

that the filters follow the commutation rules, the low Mach number equations with the Favre 

filtering will give us the following equations,  

  

1. Conservation of mass  
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𝜕�̅�

𝜕𝑡
+

𝜕𝜌̅̅̅̅ 𝑈�̃�

𝜕𝑥𝑗
= 0           (4.17) 

 

2. Conservation of momentum  

𝜕�̅�𝑈�̃�

𝜕𝑡
= −

𝜕�̅�𝑈𝑗𝑈�̃�

𝜕𝑥𝑗
−

𝜕�̅�

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
[�̅� (

𝜕𝑈�̃�

𝜕𝑥𝑗
+

𝜕𝑈�̃�

𝜕𝑥𝑗
)]

−
2

3
 

𝜕

𝜕𝑥𝑖
(�̅�

𝜕𝑈�̃�

𝜕𝑥𝑗
)         (4.18) 

3. Conservation of energy  

𝜕𝑈𝑗/�̃�

𝜕𝑥𝑗
= −

1

𝛾𝑃0
[(𝛾 − 1) 

𝜕

𝜕𝑥𝑗
(−𝜆(�̃�)

𝜕�̃�

𝜕𝑥𝑗
) +

𝑑𝑃0

𝑑𝑡
]             (4.19) 

 

4. Law of ideal gas  

𝑃0 = 𝑟�̅��̃�              (4.20) 

As we can see, there are two terms that are still unresolved: 𝑈𝑗𝑈�̃� and 𝑈𝑗/�̃�. 

Applying Leonard decomposition [74] on the above momentum equation we get, 

𝜕�̅�𝑈�̃�

𝜕𝑡
= −

𝜕�̅�𝑈�̃�𝑈�̃�

𝜕𝑥𝑗
−

𝜕�̅�

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
[�̅� (

𝜕𝑈�̃�

𝜕𝑥𝑗
+

𝜕𝑈�̃�

𝜕𝑥𝑗
)] −

2

3
 

𝜕

𝜕𝑥𝑖
(�̅�

𝜕𝑈�̃�

𝜕𝑥𝑗
)

−
𝜕�̅�𝐺𝑈𝑗𝑈𝑖

𝜕𝑥𝑗
              (4.21) 

Where,  

𝐺𝑈𝑗𝑈𝑖
=  𝑈𝑗𝑈�̃�-𝑈�̃�𝑈�̃�             (4.22) 

Similarly, Applying the Leonard decomposition in the energy equation we get,  

𝜕𝑈�̃�

𝜕𝑥𝑗
= −

1

𝛾𝑃0
[(𝛾 − 1) 

𝜕

𝜕𝑥𝑗
(−𝜆(�̃�)

𝜕�̃�

𝜕𝑥𝑗
) +

𝑑𝑃0

𝑑𝑡
] −

𝜕�̅�𝐺𝑈𝑗

𝜌

𝜕𝑥𝑗
             (4.23) 

Where,  

𝐺𝑈𝑗/𝜌 = 𝑈𝑗/�̅� −̃
𝑈�̃�

�̅�
              (4.23)            

These two equations are not closed; hence we need to express these terms as the features 

of the fields that are filtered and resolved. The term 𝐺𝑈𝑗𝑈𝑖
 is the velocity-velocity correlation 

and 𝐺𝑈𝑗/𝜌 is the velocity-density correlation. These two terms account for the sub grid terms 

that have not been resolved.  
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4.3. Sub-grid Scale (SGS) models  

In the case of the LES method, the main equations are solved for the characteristics of the 

large scales after using the filter on the N-S equations. The commutations of the filtering 

and the differentiation must follow structures similar to the N-S equations. However, as we 

previously mentioned, the commutation rule for the derivatives is not maintained when the 

width of the filter is not uniform [75][76]. This phenomenon occurs when turbulent flows are 

not homogeneous, thus the smallest size of the eddies depends on the location of the region 

that needs to be studied. Since the smallest scale varies spatially, thus the filter width is 

also dependent spatially. Thus, the introduction of nonuniform filter requires supplementary 

sub-grid terms to balance the commutation of the system. The sub-grid terms are not linear 

and have to be modeled as direct calculation of these terms is not possible.  

The main principle is that the LES method should maintain the necessary characteristics of 

the N-S equations. The N-S equations go through different kinds of transformations along 

the coordinates, however the fluid characteristics do not change regardless of the 

transformation along the coordinates, which means that N-S equations are reference frame 

independent while maintaining the conservation laws and the proper scaling [77]. The LES 

method along with sub-grid scale models has to maintain these characteristics as well 

[78][79].  

After applying Favre’s average to the low Mach number equations, we manage to derive 

two major sub-grid terms from the momentum and energy conservation equations. These 

two sub-grid terms are 𝐺𝑈𝑗𝑈𝑖
 which is the velocity-velocity correlation and 𝐺𝑈𝑗/𝜌 which is the 

velocity-density correlation. The eddy-viscosity concept that depends on different flow 

characteristics functions as the fluid motion itself dictates the behavior of turbulence. The 

eddy-viscosity concept can be algebraically realized using zero equation, or one or multiple 

transport equations, which can be denoted as n-equation models for turbulence, where n 

signifies the number of equations that are being used to realize the eddy-viscosity model 

[79][80][81][82]. For this study, zero-equation models are used. The velocity-velocity and 

the velocity density correlations respectively can be represented as:  

𝐺𝑈𝑗𝑈𝑖
= 𝜏𝑖𝑗

𝑚𝑜𝑑(�̃�, �̅�)              (4.24) 

𝐺𝑈𝑗/𝜌 = 𝜋𝑗
𝑚𝑜𝑑 (�̃�,

1

�̅�
, �̅�)               (4.25) 

4.3.1. Functional Models  

The main principle of the functional models is that it tries to approximate the forward energy 

cascade phenomenon by introducing a diffusive term [83] and tries to reproduce the effect 

sub grid scale eddies have on the larger resolved scales. Apart from that, an additional 
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diffusion is introduced by an eddy-viscosity using the Boussinesq hypothesis[84], which is 

why functional models are also known as eddy-viscosity models. In the Boussinesq’s 

hypothesis, the Reynolds stress tensor and the mean of the strain tensor is aligned. 

However, one characteristic of the functional model is that it totally ignores the backward 

energy cascade phenomenon, thus these kinds of models can be over dissipative. We can 

write the Reynold’s stress tensor momentum transport considering only the deviatoric part 

of the as followed:  

𝜏𝑖𝑗
𝑚𝑜𝑑(�̃�, �̅�) = −2𝜈𝑡

𝑚𝑜𝑑(𝑆𝑖𝑗)         (4.26) 

Here, 𝑆𝑖𝑗 is the strain rate tensor which can be written as, 𝑆𝑖𝑗 =
1

2
(

𝜕𝑈𝑖

𝜕𝑥𝑗
+

𝜕𝑈𝑗

𝜕𝑥𝑖
) and the term 

𝜈𝑡
𝑚𝑜𝑑 is the eddy-viscosity term, which can be achieved from a specific model.  

On the other hand, the eddy-diffusivity models are used to compute the density-velocity 

sub-grid term using the Prandtl number as state below:  

𝜋𝑖𝑗
𝑚𝑜𝑑(�̃�, 𝜙, �̅�) = −

𝜈𝑡
𝑚𝑜𝑑(𝑔, 𝑑, �̅�)

𝑃𝑟𝑡
𝑑𝑗             (4.27) 

Where, 𝑑𝑗 =
𝜕𝜙

𝜕𝑥𝑗
, is a scalar gradient. The Prandtl number Pr=0.9, which is defined as effect 

of the momentum eddy-diffusivity relative to the eddy diffusivity of heat transfer.  

For our thesis, we have picked the following eddy-viscosity models for performing the 

parametric study:  

• AMD model[85]:  

𝜈𝑡
𝐴𝑀𝐷(𝑔, 𝑑, �̅�) = 𝐶𝐴𝑀𝐷

max (0, −𝐺𝑖𝑗𝑆𝑖𝑗)

𝑔𝑚𝑛𝑔𝑚𝑛
             (4.28) 

• AMD Scalar model[86]: 

𝜈𝑡
𝐴𝑀𝐷(𝑔, 𝑑, �̅�) = 𝐶𝐴𝑀𝐷𝑠

max (0, −𝐷𝑗𝑑𝑗)

𝑑𝑚𝑑𝑚
                 (4.29) 

• AMD model extended for cases with compressible flows[12]:  

This AMD model is an extension of the classical AMD model for compressible flow 

closure. 

𝜈𝑡
𝐴𝑀𝐷𝑐

(𝑔, 𝑑, �̅�) = 𝐶𝐴𝑀𝐷𝑐
max (0, −(𝐺𝑖𝑗 − 𝐺𝑘𝑘𝐼𝑖𝑗)𝑆𝑖𝑗)

(𝑆𝑚𝑛 −
1
3 𝑆𝑘𝑘𝐼𝑚𝑛) 𝑆𝑚𝑛

            (4.30) 

 The value of the functional model constants of each equation is 0.3.  

4.3.2. Structural Models 

The main purpose of the structural model is to approximate the sub-grid tensor, 𝜏. It is done 

by the reconstruction of the filtered velocity. An alternative way of doing this is to perform a 
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formal series expansion. However, this method does not consider how the interaction of the 

sub-grid scales, and the resolved scales are in nature. The attempt to mathematically 

reconstruct the sub-grid term in an exact manner causes these kinds of models to have 

different approach compared to the functional models. Functional models use a similar 

eddy-viscosity and eddy-diffusivity term for every direction of the flow, but structural models 

do not have similar characteristics. Unlike the functional models, the structural models can 

consider the backward energy cascade process of the sub-grid scales dissipating energy 

back to the resolved scales. Thus, structural models are not over-dissipative like functional 

models. However, structural models often fail to properly estimate the energy production in 

the sub-grid scale compared to the functional models, hence they are often quite unstable 

in terms of running the simulations [87]. The following structural models were selected for 

the purpose of the parametric study:  

• Gradient[74]:  

𝜏𝑖𝑗
𝑔𝑟𝑎𝑑

=
1

12
𝐶𝑔𝑟𝑎𝑑�̅�𝑘

2 𝑔𝑖𝑘𝑔𝑗𝑘                 (4.31) 

𝜋𝑖𝑗
𝑔𝑟𝑎𝑑

=
1

12
𝐶𝑔𝑟𝑎𝑑�̅�𝑘

2 𝑔𝑖𝑘𝑑𝑘           (4.32) 

• Bardina[88]: 

𝜏𝑖𝑗
𝑏𝑎𝑟𝑑 = 𝐶𝑏𝑎𝑟𝑑 (𝑈�̃�𝑈�̃� − 𝑈�̃�

̂ 𝑈�̃�
̂ )              (4.33) 

𝜋𝑖𝑗
𝑏𝑎𝑟𝑑 = 𝐶𝑏𝑎𝑟𝑑 (𝑈�̃��̃� − �̂̃�𝑈�̃�

̂ )            (4.34) 

 

• Scale Similarity [88]: 

𝜏𝑖𝑗
𝑠𝑖𝑚 = 𝐶𝑠𝑖𝑚 (𝑈�̃�𝑈�̃�

̂ − 𝑈�̃�
̂ 𝑈�̃�

̂ )               (4.35) 

𝜋𝑖𝑗
𝑠𝑖𝑚 = 𝐶𝑠𝑖𝑚 (𝑈�̃��̂̃� − �̂̃�𝑈�̃�

̂ )           (4.36) 

• Scale Similarity for compressible flows [12]: 

𝜏𝑖𝑗
𝑠𝑖𝑚𝑐

= 𝐶𝑠𝑖𝑚𝑐
(�̅�𝑈�̃�𝑈�̃�

̂ −
�̅�𝑈�̃�
̂ �̅�𝑈�̃�

̂

�̅�
)             (4.37) 

𝜋𝑖𝑗
𝑠𝑖𝑚𝑐

= 𝐶𝑠𝑖𝑚𝑐
(�̅��̃�𝑈�̃�

̂ −
�̅��̂̃��̅�𝑈�̃�

̂

�̅�
)            (4.38) 

 Here, the value of the constant term for all of the models above is 1.  

4.3.3. Mixed Models  

As we have previously discussed, both functional and structural models have their own 

advantages and disadvantages. To utilize the good characteristics of each model, using a 

mixed approach is a good way to cancel out the drawbacks. The functional models give 

better approximation of the interaction between the sub-grid and the resolved scales for 

energy transfer. However, the structural models give a better approximation on the structure 

of the sub-grid scale tensor, while also being able to give a good approximation of the 

anisotropic effects and other qualities like disequilibrium [89][90][53]. 
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In this study, one functional mode has been tested, while the other models are two-layer 

mixed models combining the AMD, AMD scalar, AMD compressible functional models with 

structural models like Bardina, Gradient, Scale similarity model and Scale similarity model 

extended for compressible cases. One layer mode has not been used in this study, as David 

et al. [4] has already performed multiple one layer models. One-layer models usually uses 

a linear combination of between the functional and the structural models, whereas for two-

layer models, the following equations is used:  

𝜏𝑖𝑗 = 𝛼1𝜏𝑖𝑗
𝑓𝑢𝑐𝑛

+ 𝛽1𝜏𝑖𝑗
𝑠𝑡𝑟𝑢𝑐        (4.39) 

𝜋𝑖𝑗 = 𝛼2𝜋𝑖𝑗
𝑓𝑢𝑐𝑛

+ 𝛽2𝜋𝑖𝑗
𝑠𝑡𝑟𝑢𝑐            (4.40) 

Where, 𝛼1, 𝛼2, 𝛽1,𝛽2 are all constants. Certain constant values can be picked to modulate 

the influence of functional and structural models to see which give better results.  

The two layer model was further inspired by the work done by Streher et al. [24] where the 

constant of the models were properly modulated as the constant of the functional models 

decreases as the distance is increased from the wall position. The functional models can 

predict the characteristics of the flow better near the wall region; thus, this particular 

approach is quite beneficial. Also, the structural models predict the backscatter of the 

energy, thus compensating for the over-dissipative behavior of the functional models. 

Furthermore, the functional model is toned down at the center as the stresses associated 

with viscosity is less important in this region compared to the turbulent stresses, while 

structural models are better in approximating the turbulent stresses [12]. The equation for 

this approach is given in the following:  

𝐶𝑖
𝑓𝑢𝑛𝑐

= 𝐶𝑓𝑢𝑛𝑐 + (0.5 + 0.5𝑡𝑎𝑛ℎ (
𝑦𝑖 − 𝑠𝑐

𝑠𝑓
)) (𝐶𝑐 − 𝐶𝑓𝑢𝑛𝑐)           (4.41) 

Here, i indicates the index of the cell number in the direction normal to the wall, y indicates 

the distance from wall, sc is the smoothing center, sf is the smoothing factor, and the value 

Cc indicates the value of the constant at the center of the channel. These values were 

proposed by Streher et al. in their study [24].  
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5. Numerical Settings  

For running the simulation, a software called TrioCFD [38] has been used which is an open-

source code for performing computational fluid dynamics (CFD). This code was developed 

by French Alternative Energies and Atomic Energy Commission (CEA) and their Thermo-

hydraulics and Fluid Mechanics department, for channel flow simulations 

[91][92][93][94][95][96][97][98], which is suitable for our case. The finite difference method 

was used to perform the calculations in a staggered mesh system, meaning that the 

information for scalar quantities are stored in the center of the cell and the vector quantities 

are stored at the cell faces[99]. In this thesis, we have used a method called finite difference 

method with meshes that has a staggered configuration, and the time derivatives are solved 

using a method called third order Runge-Kutta. Momentum conservation equations from 

the N-S equations were discretized using the fourth order discretization scheme and the 

mass equation were discretized using second order discretization scheme.  

As mentioned in earlier chapter, the mesh must be generated using a hyperbolic tangent 

law stated below in the wall normal direction as the velocity and temperature gradient along 

this direction is quite high.  

𝑦𝑘 = 𝐿𝑦 (1 +
1

𝑎
𝑡𝑎𝑛ℎ [(

𝑘−1

𝑁𝑦−1
− 1) tanh−1(𝑎)]) , 𝑘 ∈ [1, 𝑁𝑦]        (5.1)    

Here, a is called a mesh dilation parameter, whereas Ny indicates the grid point number 

along the wall normal direction of the channel flow. The other two directions, which are 

spanwise and streamwise direction have uniform meshing system. The filter size of the LES 

method depends on the mesh size as it was discussed in the chapter where LES filtering 

process has been described in detail. Thus, the size of the cell has a bigger influence on 

the simulation results. The mesh configuration chosen for this study has been provided on 

table. The mesh configuration of the DNS results that is going to be used as a reference to 

validate our data has also been included in the table.  

Mesh name Number of grid points 

Nx, Ny, Nz 

DNS  1152x746x768 

C 160x152x96 

Table 5-1: Mesh configurations of the performed simulations. 

Furthermore, since we are using LES models to study our case, we chose two different LES 

models to approximate the velocity-velocity and velocity-density sub-grid terms we get from 

momentum and energy conservation equations after applying the LES filtering. For the first 
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LES model, we chose a functional model named Anisotropic minimum dissipation (AMD) 

model extended for compressible cases introduced by Martin et al. [12] in his paper. This 

model is denoted by AMDc (with constant term value of 0.3) and is used to calculate both 

sub-grid terms for the first case. This functional model was picked to validate our code with 

what Martin et al. [12] did in his paper, as he previously tested this model as well. For the 

second case, we chose a mixed model, which uses a combination of functional AMD model 

and structural Gradient model to calculate the velocity-velocity sub-grid term, where 

combination of AMD scalar model and Gradient model is used to calculate the velocity-

density sub-grid term. Out of different ways to use mixed models, we have chosen a method 

presented by Streher et al. [24], which shows how tow layer mixed modeling can be used 

to consider AMD models more strongly near the wall region where the viscous stresses are 

more prominent, and slowly make the transition towards structural models where turbulent 

stresses are more prominent. The equation used to make this transition is given below:  

𝐶𝑖
𝑓𝑢𝑛𝑐

= 𝐶𝑓𝑢𝑛𝑐 + (0.5 + 0.5𝑡𝑎𝑛ℎ (
𝑦𝑖 − 𝑠𝑐

𝑠𝑓
)) (𝐶𝑐 − 𝐶𝑓𝑢𝑛𝑐)          (5.2) 

Here, i indicates the index of the cell number in the direction normal to the wall, y indicates 

the distance from wall, sc is the smoothing center, sf is the smoothing factor, and the value 

Cc indicates the value of the constant at the center of the channel. We have chosen constant 

value of 0.6 for the AMD models, which will reach a value of 0.15 at the center of the channel 

by following the above equation as the distance from the wall increases. Detailed 

information of the simulation models is given in table 5-2.  

 

Simulation 

name 

Functional model  Structural Model  Type 

(cc)  

Numerical 

Scheme  

Name  

𝜏 − 𝜋 

Constant 

𝜏 − 𝜋   

Name  

𝜏 − 𝜋 

Constant 

𝜏 − 𝜋   

Moment

um 

conv.  

Mass 

conv.  

Ac03-Ac03 

(c4-c2) 

AMDc-

AMDc 

0.3-0.3 x x 1L c4 c2 

A06+G05-

As06+G04 

cc015 (c4-

c2) 

AMD-

AMDs 

0.6-0.6 Grad-

Grad 

0.5-0.4 2L 

(0.15) 

c4 c2 

Table 5-2: Selected LES model for performing the parametric studies. 
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6. Results and Discussion  

For the results, all of the data of the simulation were spatially averaged and later time 

averaged using the Ergodicity theorem [4]. The results are properly evaluated by comparing 

them with the DNS data with similar settings. The mean values, covariances and the cross 

correlations are checked in this thesis.  

To perform a parametric study, the 1st order and 2nd order statistics are presented along 

with the result from the DNS data to visualize how much the LES models can predict the 

data accurately compared to the DNS data. Also, to compare the relative performance of 

the two LES models, the relative errors between the DNS data and the two LES model 

results are also presented. For each quantity of the T-LES models, the relative error has 

been calculated using the following equation[12]:  

휀𝑋

𝑇−𝐿𝐸𝑆𝑗 =
∑ 𝑙𝑜𝑔 (

𝑦𝑖 + 1
𝑦𝑖

)
𝑁𝑦 2⁄

𝑖=1 |(𝑋
𝑖

𝑇−𝐿𝐸𝑆𝑗 − 𝑋𝑖
𝐷𝑁𝑆) 𝑋

𝑖

𝑇−𝐿𝐸𝑆𝑗|

∑ 𝑙𝑜𝑔 (
𝑦𝑖 + 1

𝑦𝑖
)

𝑁𝑦

𝑖=1
𝑋𝑖

𝐷𝑁𝑆2

+
∑ 𝑙𝑜𝑔 (

2𝛿 − 𝑦𝑖+1
2𝛿 − 𝑦𝑖

)
𝑁𝑦 2⁄

𝑖=1 |(𝑋
𝑁𝑦 2⁄ −𝑖+1

𝑇−𝐿𝐸𝑆𝑗 − 𝑋𝑁𝑦 2⁄ −𝑖+1
𝐷𝑁𝑆 ) 𝑋

𝑁𝑦 2⁄ −𝑖+1

𝑇−𝐿𝐸𝑆𝑗 |

∑ 𝑙𝑜𝑔 (
2𝛿 − 𝑦𝑖
2𝛿 − 𝑦𝑖

)
𝑁𝑦

𝑖=1
𝑋𝑖

𝐷𝑁𝑆2
        (6.1) 

Where, X is the quantity that is being compared with the DNS data, T-LESj is the LES model 

for which the error is being calculated, ε is the relative error value between the LES model 

and the DNS data, yi is the i-th point along the normal direction from the wall, δ is the half 

height of the channel where the flow is being investigated.  

Later, the errors for any T-LES model were calculated for both mean (Emean) and covariance 

(Erms) quantities. The error is calculated by adding the errors obtained for all the values 

calculated by that T-LES model and then dividing the error with the sum of the worst error 

result obtained between all the T-LES models. The equations for the mean and covariance 

error calculation are given below:  

𝐸𝑟𝑟𝑚𝑒𝑎𝑛
𝐿𝐸𝑆,𝑗

=
∑ 휀𝑋

𝐿𝐸𝑆,𝑗
𝑋

𝑚𝑎𝑥(∑ 휀𝑋
𝐿𝐸𝑆,𝑗

𝑋 )
          (6.2) 

Where, X= U, V, T and ϕ respectively. Similarly, for the covariances, we can write,  

𝐸𝑟𝑟𝑟𝑚𝑠
𝐿𝐸𝑆,𝑗

=
∑ 휀𝑋

𝐿𝐸𝑆,𝑗
𝑋

𝑚𝑎𝑥(∑ 휀𝑋
𝐿𝐸𝑆,𝑗

𝑋 )
              (6.3) 

Where, X is the square root of the terms 〈𝑢′𝑢′〉𝑑𝑒𝑣 , 〈𝑣′𝑣′〉𝑑𝑒𝑣, 〈𝑤′𝑤′〉𝑑𝑒𝑣, 〈𝛳′𝛳′〉𝑑𝑒𝑣, 

〈𝑢′𝑣′〉𝑑𝑒𝑣, 〈𝑢′𝛳′〉𝑑𝑒𝑣 and 〈𝑣′𝛳′〉𝑑𝑒𝑣. Using the values of the mean and covariance errors, we 
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later calculated the global error using the equation given below:  

𝐸𝑟𝑟𝑔𝑙𝑜𝑏
𝐿𝐸𝑆,𝑗

=
𝑛𝐸𝑟𝑟𝑚𝑒𝑎𝑛

𝐿𝐸𝑆,𝑗
+ 𝑚𝐸𝑟𝑟𝑟𝑚𝑠

𝐿𝐸𝑆,𝑗

𝑛 + 𝑚
            (6.4) 

Where, the n and m are constant values that indicates the number of mean and covariance 

quantities considered for these calculations.  

Note that, the subscripts “+” on every variable indicates normalized value of that variable 

with the following scaling: 𝑥𝑖
+ = 𝑥𝑖𝑈𝜏/𝜈, 𝑈𝑖

+ = 𝑈𝑖/𝑈𝜏, 𝛳𝑖
+ = |𝛳𝑤 − 𝛳|/𝛳𝜏 ,〈𝑅𝑖𝑗〉+ =

〈𝑅𝑖𝑗〉/𝑈𝜏
2, 〈𝑈𝑖

′𝛳′〉+ = 〈𝑈𝑖
′𝛳′〉/(𝑈𝜏𝛳𝜏).  

Where,  

𝑈𝜏 = √𝜈𝜕𝑈 𝜕𝑥2⁄ =Friction velocity, 𝛳𝜏 = 𝜙𝑤 (𝜌𝐶𝑝𝑈𝜏)⁄ =Friction temperature, where ϕw is the 

heat flux for wall conduction, and 𝛳𝑤= Wall temperature.  

6.1. 1st order Statistics  

Since the two models we picked have the same mesh configuration and discretization 

schemes, the only parametric study we performed here is to check which one of the two 

LES models gives us better approximation with respect to the DNS data. Note that the 

simulation results presented are preliminary results, as data were extracted while the 

simulations are not yet fully converged, but they are almost converged. 

 

Figure 6.1: LES model error comparison of the mean quantities w.r.t DNS data. 

One of the models is functional model, while the latter is a two-layer mixed model between 

functional and structural models, thus we can also get a better understanding on how having 

mixed model approach differentiates from a conventional functional model approach.  

For the value of temperature, both the functional and mixed models give very good 

estimation, showing an error near to 1%. In figure 6.1 the mixed models are more accurate 



Parametric Study of TLES Models in Turbulent Anisothermal Channel Flow  Pg. 43 

 

compared to the DNS data, excluding the heat flux values. The heat flux error for a mixed 

model was also higher for C mesh configuration compared to Ac03-Ac03 model, which was 

presented by Martin et al. [12] in his paper. So far, we can conclude from the preliminary 

simulation data that the mixed model is an overall improvement over the functional model 

that we picked.  

 

Figure 6.2: Normalized streamwise velocity profiles as a function of the distance 

from the hot and cold walls. 

In the first order statistics profiles, the mean quantities are measured and compared in 

logarithmic scale. In figure 6.2, we can see the mean streamwise velocity for both the hot 

and cold wall. As it can be noticed, both models are well approximated for y+<10, which is 

the buffer layer region. However, at further distances from the wall, it can be seen the both 

the models diverge from the DNS results, while the functional model diverges the furthest 

for both the hot and cold walls. Both models overestimate the profiles for both hot and cold 

wall, but the mixed model gives far better approximation and is much closer to the DNS 

profiles.  
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Figure 6.3: Normalized wall-normal velocity profiles as a function of the distance 

from the hot and cold walls. 

For the wall normal velocity, the trends are much closer to the DNS data compared to the 

streamwise velocity. A probable explanation for this is the fact that this term is included in 

the energy conservation equation. However, like the streamwise velocity, the AMDc model 

slightly overestimates both hot and cold wall profiles for the majority of the distance, 

whereas the mixed model slightly underestimates the hot wall profile. However, the cold 

wall profile is well approximated by the mixed model before y+<13, but later it 

underestimates.   

 

Figure 6.4: Normalized temperature profiles as a function of the distance from the 

hot and cold walls. 
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For the temperature profile, again the mixed model gives good cold wall temperature 

approximation but underestimates the hot wall temperature profile. The AMDc 

overestimates for both cases.  

6.2. 2nd order statistics  

For the second order statistics, it can be noticed that the error of the velocity cross-

correlations for mixed model is slightly higher than the functional model. This phenomenon 

is also observed in the LES results of Martin et al [12]. However, this term is well 

approximated by both models, probably because of the involvement of this term in the 

momentum conservation equation.  

 

Figure 6.5: LES model error comparison of the correlations w.r.t DNS data. 

For all the diagonal terms of the Reynolds stress tensor, the mixed model is an improvement 

over the functional model as it utilized both the over-dissipative (AMD) and under-

dissipative behavior (Gradient) of the mixed model.  

 

Figure 6.6: The streamwise velocity correlation profiles. 
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The profiles of the second order statistics also presents valuable insights on how the profiles 

are estimating the results compared to the DNS values and which region from the wall is 

giving better results and where there are still further improvements are required.  

 

Figure 6.7: The wall-normal velocity correlation profiles.  

 

Figure 6.8: The spanwise velocity correlation profiles. 

For all the velocity correlations, there is a peak that can be observed around y+=13 in DNS 

data, however, this peak is heavily overestimated by the functional model and 

overestimated by the mixed model, but mixed model is a clear improvement. Also, we 

noticed that the quasi-plateau around y+=100 for DNS results due to the effects of high 

Reynolds number is not reproduced properly by the AMD model, but rather the mixed model 

approximates it slightly better than the AMD model.  
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For the velocity cross-correlation, we can see that both models give a good approximation 

of the profiles for both cold and hot walls.  

 

Figure 6.9: The velocity cross-correlation profiles for streamwise and wall normal 

velocities. 

For the temperature correlation <u’ϴ’>, the trend is somewhat similar to the velocity 

correlations, where the functional model overestimates the plots. The mixed model gives 

better approximation, but for the hot wall, it slightly underestimates after the peak region.  

 

Figure 6.10: The streamwise velocity-temperature correlation profiles. 
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The wall normal velocity and temperature correlation <v’ϴ’> gives better approximation for 

both models as we can see in figure 6.11, thus the error for this term is also lower for both 

simulations.  

 

Figure 6.11: The wall normal velocity-temperature correlation profiles. 

The temperature auto-correlations are poorly approximated as in can be seen in figure 

6.12. This kind of performance may be attributed to the fact that there are no proper models 

associated for temperature correlations, thus the sub-grid terms are poorly estimated.  

 

Figure 6.12: Temperature correlation profiles. 
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6.3. General assessment results of the LES models  

Here, figure 6.13 shows the relative error of the mean quantities and correlation quantities, 

while figure 6.14 shows global relative error respectively. From the error comparison we 

have seen from the previous section, it was evident that for most cases, the mixed model 

approximates the quantities better than the conventional functional models.  

 

Figure 6.13: The relation errors for mean and rms quantities. 

Thus, the relative error for mean, correlation quantities and the global relative error is clearly 

lower for the mixed models, which indicates that it definitely offers an improvement over the 

functional model.  

 

Figure 6.14: The relative global error for the LES models. 
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7. Conclusion  

For this study, two different T-LES models were investigated for a specific mesh 

configuration and thermal flux values for channel flow of pressurized air in the solar receiver. 

The flow was highly anisothermal as the two opposite walls of the channel flow had different 

temperatures, but both were at really high temperatures, thus heating the channel flow from 

both sides of the wall. The aim of the study was to investigate whether the two layered 

mixed model provides a better approximation of the mean and correlation quantities when 

compared with the DNS data with similar settings. To confirm whether the simulation is 

giving reasonable results, one of the functional method LES simulations from Martin et al. 

[12] using compressible AMD model for fourth order discretization of the momentum 

equation and second order discretization for the mass conservation was reproduced. Later, 

a mixed model using the combination of AMD and Gradient model using similar 

discretization schemes as the AMD model was simulated. It was noticed that for the mean 

quantities, the mixed model gave better approximation. For correlations, the mixed models 

also gave better results. Also, it was noticed from the generated profiles that the peaks of 

the correlations were better approximated by the mixed model as well.  

In future, more combinations of functional and mixed models can be investigated. 

Furthermore, different meshing configurations can be investigated to perform a mesh 

sensitivity test to check whether the estimation of the results improve further or not, along 

with different thermal conditions to check the effects of the thermal conditions on the 

simulation results to better understand the dynamic between the temperature and the 

velocity of the flow.  
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8. Future Activities 

For future activities as part of an internship under the part of the SOLAIRE ANR project in 

collaboration with PROMES-CNRS and LISN lab, the following simulations listed on table 

8-1 are going to be performed in a similar manner.  

The simulations will include one simulation having AMD and AMD scalar functional models 

to simulate the results for the same physical and numerical settings. The other six simulation 

Simulation 

name 

Functional model  Structural Model  Type  Numerical Scheme  

Name  Constant  Name  Constant  Moment

um 

conv.  

Mass 

conv.  

A03-As03  AMD-

AMDs 

0.3-0.3 x x 1L c4 c2 

A06+B05-

As06+B04 

cc015 

AMD-

AMDs 

0.6-0.6 Bard-

Bard 

0.5-0.4 2L 

(0.15) 

c2 c2 

A06+B05-

As06+B04 

cc015  

AMD-

AMDs 

0.6-0.6 Bard-

Bard 

0.5-0.4 2L 

(0.15) 

c4 c2 

A06+Sc05-

As06+S04 

cc015  

AMD-

AMDs 

0.6-0.6 Simc-

Sim 

0.5-0.4 2L 

(0.15) 

c4 c2 

A06+G05-

A06+G04 

cc015  

AMD-

AMD 

0.6-0.6 Grad-

Grad 

0.5-0.4 2L 

(0.15) 

c2 c2 

A06+G05-

A06+G04 

cc015  

AMD-

AMD 

0.6-0.6 Grad-

Grad 

0.5-0.4 2L 

(0.15) 

c4 c2 

A06+G05-

As06+G04 

cc015  

AMD-

AMDs 

0.6-0.6 Grad-

Grad 

0.5-0.4 2L 

(0.15) 

c4 c2 

Table 8-1: Selected LES model configurations to be simulated in the future. 
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setup includes two layered mixed models having AMD, AMD scalar as functional models 

and Bardina, Gradient, Scale similarity and Compressible Scale similarity as structural 

models.  

Thermal 

Condition 

name 

Heat sink 

(MW/m3)  

Hot wall heat flux 

(KW/m2)  

Cold wall heat flux  

(KW/m2) 

S0 0 98 -98 

S4 164 587 410 

Table 8-2: The selected thermal conditions for testing the effects of the heat fluxes 

at different locations of the channel flow. 

To further the study and have a better parametric understanding of the simulations, two 

settings of thermal conditions (see table 8-2) and three different sets of mesh configuration 

(see table 8-3) are going to be considered. Furthermore, different discretization schemes 

for same mixed models are also considered. At the end of the study, it is expected to realize 

the full understanding of the mesh sensitivity, the effect of the thermal conditions and 

discretization schemes on the results of the LES simulation so that we can understand 

which of the simulations give us better results by comparing them with DNS and each other.   

Mesh name Number of grid points 

Nx, Ny, Nz 

A 256x152x192 

B 192x152x128 

C 160x152x96 

Table 8-3: The selected mesh configurations to perform mesh sensitivity. 
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