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MODIFIED HOUSEHOLDER METHOD OF FIFTH
ORDER OF CONVERGENCE AND ITS DYNAMICS ON
COMPLEX PLANE

Abstract. In this paper, a modified Householder method of fifth order is proposed for
solving nonlinear equations. The modification is done by adapting a cubic interpola-
tion polynomial to approximate the second derivative in the Householder method. We
provide a theorem to prove the order of convergence of the proposed method. The sim-
ulations and basins of attraction exhibit that our method is advantageous.

Keywords: lterative methods, Househdlder method, order of convergence, basins of
attraction

L. INTRODUCTION

There is an abundant phenomena in nature that can be modeled via nonlinear equations.
However finding the solution through analytical means do not always work. Meanwhile, the
development of computational technology has been a trigger for the exponential progress in
applied mathematics. This resulting in one of the most important and popular research domain
in mathematics which is to find the best possible solution of nonlinear equations by exercising
numerical approach via computational tools. The goal is to find the solution of

Ex)=0 (1)

by employing an efficient iterative method. According to Traub [1], there are two measures of
an efficient iterative method. One of which is called computational efficiency. If a method is
convergent to a simple root of (1), say «, with order of convergence d, then the computational
efficiency of the method is given by I = d'/? where p is the number of function evaluations
required in each iteration.

There has been a vast research in the topic of root-finding. The classic one is Newton’s
method which convergence quadratically with / = 1.414. Another popular method was pro-
posed by Householder [2] as follows:

5 CN2eM
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This method is convergent cubically and has efficiency index [ = 1.442. The drawback of
this method is that it involves a second derivative. The appearance of higher order convergence
tend to cause a problem due to the cost of calculating it and difficulty in its application. Hence
many researchers seek to find free second derivatives iterative methods with various approaches
such as in [3], [4], [5], [6], [7], and [8]. In this paper, we propose a new approximation to the
second derivative in Householder method by means of interpolating polynomial to gain a novel
iterative method without second derivative.

Another course of observing the behavior of an iterative method is thorough its basins of
attraction which was introduced first by [ 1]. Researchers have been trying to explore this subject
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such asin [9],[10], [11], [12], [13], [14], [15], [16], and [3]. An extensive analysis regarding the
performance of iterative methods through their basins of attraction and its relation to several
efficiency measures is given in [17]. We present the basins of attraction of our proposed method
as well as the comparisons with several methods in order to affirm that our method is preferable
in term of speed, efficiency index and number of convergent points.

The organization of this paper is as follows: The derivation of modified Householder
method of fifth order of convergence by approximating the second derivative using a cubic
interpolating polynomial is presented in the next section. The third section discusses the be-
havior of the proposed method through some simulations on several transcendental functions.
We also display the dynamics of the discussed method on complex plain in section fourth. The
conclusion of the paper is given in the last section of this article.

II. MODIFIED HOUSEHOLDER METHOD FIFTH ORDER OF CONVERGENCE

In this section, we present a modified Househélder method. The modification is done by
approximating the second derivative in (2) using polynomial interpolation. Consider an inter-
polating polynomial

pa(z) = a + b(x — 2;) + c(x —z:)* + d(t — z;)° 3)

that satisfies the interpolation conditions &(z;) = ¢al(x:), E(y:) = da(ws), €' (x:) = dhy(ws)
and £'(y;) = ¢h(y:). Imposing these conditions onto (3) and simplifying, we obtain

2 (i(yx) — §(z)

Yi — I

§'yi) =

. — 61(1’:]) = (.-‘52(:1:1-. ":’1) (4)
Yi —

Applying (4) to (2), we attain a new fifth order Househélder method free from second derivative
as follows:

R 8(:1,’,‘)
UYi = &y Er(;j,’t-) (5)
_ o Ely) ()¢ (2:)? (6)

T ‘f’(?i:‘) ‘f(if":‘)gfr(?}:‘):;

Equations (5) and (6) will be called MHM for the rest of this paper. The convergence analysis
of the method is given by the following theorem:

Theorem 1 Suppose £ : X — R where X C R is an open interval. Let o« € X be the simple
root of (1) where £ is sufficiently differentiable around «. Then the method described by (5)
and (6) (MHM) is of fifth order.

Proaf. Let a be a simple root of £(z) = 0. By expanding £(z) around = « through Taylor
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series, one attains

() =E(a) + € (a)(z — a) + %E”(Ct)(:ﬁ —a)? + %8’”(:1:)(1: —a)? (7)
+ i5{4}(;1:)(;1: —a)t+ i5{5}(;1:)(‘1: —a)’ + ig“*'(;;:)(;;: —a)°
4! 5! 6!
+O0(r —a)’.

By evaluating &(x) at ;, we have
E(wi) = () (e + Cael + Csel + Cuel + Cse) + Coel + O(e])), (8)

where ¢; = ¥, — a denotes error at i-th iteration and C; = (1/¢))(£@ () /&' (). i =1,2,3,---
Difterentiating (7) and evaluating it at z;, we have

&(:) = €' () (1 + 2Cae} + 3Cs€] + 4C4€} + 5C5e] + 6Cgeri® + O(e))). )
Substituting (8) and (9) into (5) resulting in

Y = a+ Chel + (=202 + 204) e + (=408 — 7CyCs + 3Cy) el + (—16CECy (10)
— 10C,Cy — 6C% + 4C5)e] 4+ (—20C2C, — 21C,C2 — 13C — 2C5
— 17€|;C4 =+ 50{;)(‘3’? =+ ()(["'j)

Again by expanding £(;) around o, we obtain

E(ys) = €' () (Coe] + (=203 +2C3)ef + (=305 —7C — 205+ 3C — 4)e} (11)
4 (—4C) — 12CEC —10C,Cy — 6C2 +4C5)e? + (405 — 2205C,
— 14C3Cy — 17CHC; — 13C,C5 — 17C5Cy + 5C5) el + O(e]))

Once again, by differentiating (7) and evaluating it at y;, one has
) =E(a) (1 + 205 (Chef + (=203 +2C — 3)e} + (=405 — 7C,Cs + 3Cy)et (12)
(—16C3Cs — 10C,Cy — 6C% + 4C5)ed + (2002 Cy — 21CoC3
— 13C5Cs — 17C3Cy + 5C el + ()(e,-f))

Now, inserting (8), (9), (11) and (12) into (6) and simplifying yields
e = —205C3€? + (10035 + TC3C5 — 3C5C, — 8C,CF) el + O(e]) (13)
Hence, the method depicted by (5) and (6) is proven to be of fifth order. O

Number of functions evaluations for each iteration of this method is four. Hence, the effi-
ciency index of the method is 1 = 1.495.
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1. NUMERICAL SIMULATIONS

In this section, we test MHM method for eight transcendental functions. We also compare
our proposed method with several modified Householder methods such as Househélder method
(HM3) with / = 1.442, Householder method of fourth order (NHM4) from [3] with / = 1.414
and Househdlder method of fifth order (NHMS) from [4] with I = 1.495. The followings are

the testing functions:

s O(x) = 2% —exp(x) -3z + 2 1

¢ &H(x) = cos(x) —

L) = (x— 1):‘ —

o Gylx) =2 +a? -

1 13

10 14

s &5(x) = 22 — zexp(x) + cos(x)

o L5(x) =sin(x)? — 22 +1

* &r(x) = wexp(x?) —sin(x)? 4 3 cos(x) +

= L(x) = In(xexp(x) + 1)

3]

=

The stopping criteria for the iterations are : maximum iterations < 100, |z, —x;| < 101
or |x; . —al < 10715, The comparison of the discussed methods is given by the following table.

Table 1: Comparison of discussed iterative methods for functions & (z) through & ()

function root o HM NHM ANM MHM
() 0.257530285430861 0 1 : X
"1‘ p e, —! X, y e, & L3 By
! O (OODLERRIIEOL oy 3 3 5 3
&) 0.730085133215161 2 4 2
o S olas21:
2 (39085 PN 90 NaN 5 3
209 13 12 6 8
S(z)  2.00000000000000
35 5 13 7 3
“19 6 24 10 20
S(r)  1.86746002460432
50 7 * 7 3
&(z)  0.639154006332008 o0 ° > > 4
xr
g ORLoRUED 01 4 3 4 3
15 5 . 5 3
G(r)  1.40449164821534 ’ *
001 36 13 1
& (x) 1.20764782713092 S8 NN 0 4
7(x —1.2076478271309
' SUIORI L0 74 I 6 4
9 4 5 3
() 0.00000000000000
34 4 5 3

In Table 1 we provide two initial guesses for our observations. There is a case where a
method exceeds the fixed maximum iteration, hence we denote this case with *. Another case
is when the iterations diverge and this case we mark with NaN.

It is evident from the table that MHM relatively performs better than the rest of the meth-
ods. Given the two initial guesses, our proposed method approximates the root smoothly while
several methods do not succeed in doing so. The method also needs fewer iterations compared




to the rest of the methods. Based on the simulations, we can conclude that MHM is favorable
in terms of efficiency index, computational cost and number of iterations.

IV. THE DYNAMICS OF THE METHOD ON COMPLEX PLANE

In order to get a better view on the behavior of the discussed method, we provide the
basins of attraction. The analysis on the basins of attraction gives a clear information on the
convergence and stability of the tested function when it is applied to an iterative method.

In this test, we consider some function £(z) = 0 where £ : C — C is a complex plane.
The figure of basins of attraction of the tested function is generated from a uniform grid of
[-1,1] x [1,1] < C. This gives us 1000000 initial points to be tested. Each point will be
assigned to a fixed color that marks its convergence. In this work, we fixed error tolerance to
be 10715, In order to see the speed of convergence of iterative method, we set the maximum
iterations to be just 10. Time of generating basins of attraction on our computer is in measured
in seconds.

In this work, we generate basins of attraction from four methods in the simulation section,
namely HM, NHM4, NHMS5, and MHM. There are four test functions :

L &(x)=22—2+1 18 3. &(2) = 24 — 102249
2. &(2)=2"-1 o 4 G(z) =2 520 e

Table 2: Comparison of number of divergent points of iterative methods in solving £(z) = 0 in
complex plane

Function Roots HM NHM4 NHMS5 MHM
0.5000000000 — 0.8660254038: 489257 412064 312902 499943
0.5000000000 — 0.8660254038i 489257 412064 312902 499943

&i(2) - p— ; -
divergent 17H872 21486 374196 114
time 1969.402  5323.196  5206.946 1875.426
—0.5000000000 — 0.8660254038i 291887 301676 256200 316599
£x(2) —0.5000000000 + 0.8660254038: 291887 301676 256200 316599
1 151726 207802 302188 345648
divergent 114038 244922 279798 21154
time 3314.902  9621.241  6483.919 2408.467
-3 112754 96730 41600 123678
-1 348898 363250 394448 372550
&3(2) 1 348898 360012 394448 372550
3 112754 91132 41600 123678
divergent 76696 83876 127904 7H44

time 3857.295  11295.855 7009.016  3917.205




Table 3: Comparison of number of divergent points of iterative methods in solving £(2) = 0 in
complex plane

Function Roots HM NHM4 NHMS5 MHM
-2. 99554 52654 13382 111266

-1 246996 145286 293654 266420

0 199896 134560 285604 230708

84(2) 1 246996 145286 293654 266420
2 09554 52654 13382 111266

divergent 107004 469560 100324 13920
time 5306.896  15930.315 797946 4113.141

It can be seen from Table 2 and Table 3 that MHM succeeds in sending great percentage of
the initial points than the rest of the methods. In details, in function £, (z) through £5(z), MHM
has the least divergent points namely 0.01%, 2.1% and 0.8% of consecutively and NHMS5 has
the most divergent points in all three cases. In £;(2) MHM is still favorable with only 1.4%
divergent points while NHM4 fails to send almost 47% initial points to converge. It is evident
as well that MHM generates basins of attraction faster than the rest of the discussed methods.

Figures below display the basins of attraction of the aforementioned functions.

(a) HM (b) NHM4 (c) NHM3 (d) MHM

Figure 1: Basins of attraction of iterative methods for £(2) = 22 — 2z + 1

(a) HM (b) NHM4 (c) NHMS5 (d) MHM

Figure 2: Basins of attraction of iterative methods for £(z) = 2* — 1
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(b) NHM4 (c) NHMS5 (d) MHM

Figure 3: Basins of attraction of iterative methods for £(z) = z* — 1022 + 9

(2) HM (by NHM4 (c) NHMS5 (dy MHM

Figure 4: Basins of attraction of iterative methods for £ (z) = 2% — 52% + 4z

V. CONCLUSIONS AND FUTURE RESEARCH DIRECTION

In this work we have proposed a modified Househdlder method where the second deriva-
tive is approximated by cubic polynomial interpolation. We have done simulation on the pro-
posed method and given comparisons with several Househdélder methods with different order of
convergence. We have provided basins of attraction and calculated the number of initial guesses
that converge and diverge. We also have timed the basins of attraction generation process. In
terms of efficiency index, our method can compete with a method of higher order. Based on
the simulations, the method needs fewer iterations method, succeeds in sending the most initial
points and converges rapidly. We conclude that our proposed method is favorable than the rest
of the tested methods.

REFERENCES

[1] J. E. Traub, Iterative methods for the solution of equations. ~ American Mathematical
Soc., 1982, vol. 312.

[2] A.S. Househdlder, The Numerical Treatment of a Single Nonlinera Equation. McGraw-
Hill, 1970.

[3] A. Naseem, M. Rehman, and T. Abdeljawad, “A novel root-finding algorithm with engi-
neering applications and its dynamics via computer technology,” IEEE Access, vol. 10,
pp- 1967719684, 2022.




24

25

27

a0

N

32

33

34

35

36

a7

<BIFMAD

(4]

[5]

(6]

[7]

[8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

W. Nazeer, M. Tanveer, S. M. Kang, and A. Naseem, “A new householder’s method free
from second derivatives for solving nonlinear equations and polynomiography,” J. Non-
linear Sci. Appl, vol. 9, no. 3, pp. 998-1007, 2016.

S. Li, “Fourth-order iterative method without calculating the higher derivatives for
nonlinear equation,” Journal of Algorithms & Computational Technology, vol. 13, p.
1748302619887686, 2019.

N. Y. Abdul-Hassan, A. H. Ali, and C. Park, “A new fifth-order iterative method free from
second derivative for solving nonlinear equations,” Journal of Applied Mathematics and
Computing, pp. 1-10, 2021.

M. Barrada, R. Benkhouya, and 1. Chana, “A new halley’s family of third-order methods
for solving nonlinear equations.” JAENG International Journal of Applied Mathematics,
vol. 50, no. 1, 2020.

E. Sharma and S. Panday, “Efficient sixth order iterative method free from higher deriva-
tives for nonlinear equations,” J. Math. Comput. Sci., vol. 12, pp. Article-1D, 2022.

B. Neta, M. Scott, and C. Chun, “Basins of attraction for several methods to find simple
roots of nonlinear equations,” Applied Mathematics and Computation, vol. 218, no. 21,
pp. 10548-10556, 2012.

B. Neta, C. Chun, and M. Scott, “Basins of attraction for optimal eighth order methods
to find simple roots of nonlinear equations,” Applied Mathematics and Computation, vol.
227, pp. 567-592,2014.

D. Herceg and D. Herceg, “Eighth order family of iterative methods for nonlinear equa-
tions and their basins of attraction,” Journal of Computational and Applied Mathematics,
vol. 343, pp. 458-480, 2018.

J.Li, X. Wang, and K. Madhu, “Higher-order derivative-free iterative methods for solving
nonlinear equations and their basins of attraction,” Mathematics, vol. 7, no. 11, p. 1052,
2019.

M.-Y. Lee and Y. I. Kim, “Development of a family of jarratt-like sixth-order iterative
methods for solving nonlinear systems with their basins of attraction,” Algorithms, vol. 13,
no. 11, p. 303, 2020.

A. Naseem, M. Rehman, and T. Abdeljawad, “Higher-order root-finding algorithms and
their basins of attraction,” Journal of Mathematics, vol. 2020, pp. 1-11, 2020.

S. Qureshi, H. Ramos, and A. K. Soomro, “A new nonlinear ninth-order root-finding
method with error analysis and basins of attraction,” Mathematics, vol. 9, no. 16, p. 1996,
2021.

O. S. Solaiman, S. A. A. Karim, and I. Hashim, “Dynamical comparison of several
third-order iterative methods for nonlinear equations.” Computers, Materials & Continua,
vol. 67, no. 2, 2021.




[17] E. E. Zotos, M. S. Suraj, A. Mittal, and R. Aggarwal, “Comparing the geometry of the
basins of attraction, the speed and the efficiency of several numerical methods,” Interna-
tional Journal of Applied and Computational Mathematics, vol. 4, pp. 1-18, 2018.




MODIFIED HOUSEHO LDER METHOD OF FIFTH ORDER OF
CONVERGENCE AND ITS DYNAMICS ON COMPLEX PLANE

ORIGINALITY REPORT

10, 6. S 1o

SIMILARITY INDEX INTERNET SOURCES PUBLICATIONS STUDENT PAPERS

PRIMARY SOURCES

faculty.uobasrah.edu.iq

Internet Source

2%

Min-Young Lee, Young Ik Kim. "Development
of a Family of Jarratt-Like Sixth-Order Iterative
Methods for Solving Nonlinear Systems with
Their Basins of Attraction", Algorithms, 2020

Publication

(K

Changbum Chun, Beny Neta. "An analysis of a
Khattri's 4th order family of methods",
Applied Mathematics and Computation, 2016

Publication

(K

arxiv.org

Internet Source

(K

journals.sagepub.com

Internet Source

(K

"Fundamentals of Software Engineering",
Springer Science and Business Media LLC,
2017

Publication

<1%




J. P. Jaiswal. "Some Class of Third- and Fourth- <1 o
Order Iterative Methods for Solving Nonlinear ’
Equations”, Journal of Applied Mathematics,

2014
Publication

n Mohamed S. M. Bahgat. "Three-point iterative <1 o
algorithm in the absence of the derivative for ’
solving nonlinear equations and their basins
of attraction", Journal of the Egyptian
Mathematical Society, 2021
Publication

n Amir Naseem, M. A. Rehman, Thabet <1 o
Abdeljawad. "Higher-Order Root-Finding ’
Algorithms and Their Basins of Attraction",

Journal of Mathematics, 2020
Publication

P. Maroju, A. A. Magrefian, S. S. Motsa, 1. <1
Sarria. "Second derivative free sixth order ’
continuation method for solving nonlinear
equations with applications", Journal of
Mathematical Chemistry, 2018
Publication
www.rgnpublications.com

Internet Sougrcep <1 %

Himani Sharma, Munish Kansal, Ramandeep <1 o

0

Behl. "An Efficient Optimal Derivative-Free
Fourth-Order Method and Its Memory Variant



for Non-Linear Models and Their Dynamics",
Mathematical and Computational
Applications, 2023

Publication

Paula Triguero Navarro. "High Performance <1 y
Multidimensional Iterative Processes for °
Solving Nonlinear Equations", Universitat
Politecnica de Valencia, 2023
Publication

Rajni Sharma, Ashu Bahl. "An Optimal Fourth <1

. : . %

Order Iterative Method for Solving Nonlinear

Equations and Its Dynamics", Journal of

Complex Analysis, 2015

Publication

Xiaofeng Wang. "A Novel n-Point Newton- <1

T . %

Type Root-Finding Method of High

Computational Efficiency”, Mathematics, 2022

Publication

0.gale.com

Ignternget Source <1 %
www.scik.or

Internet Source g <1 %

Alessandro De Rosis, Kai H. Luo. "Role of <1 o

higher-order Hermite polynomials in the
central-moments-based lattice Boltzmann
framework", Physical Review E, 2019

Publication




Syahmi Afandi Sariman, Ishak Hashim. "New
Optimal Newton-Householder Methods for
Solving Nonlinear Equations and their

Dynamics", Computers, Materials & Continua,
2020

Publication

<1%

Exclude quotes Off Exclude matches Off
Exclude bibliography On



