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Abstract 

Many researchers are interested in traffic congestion detection and prediction. Traffic 

congestion occurs increasingly in many cities in Vietnam, including the city of Da Lat. This 

paper focuses on SVM, CNN, DenseNet, VGG, and ResNet models to detect traffic congestion 

from camera images collected at Nga 5 Dai Hoc, Da Lat. These images are labeled with the 

words traffic congestion or no traffic congestion. The experimental results have an accuracy 

of over 93%. The study is an initial contribution to a future system for predicting traffic 

congestion in Da Lat when the camera system is fully installed. 
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1. INTRODUCTION 

Nowadays, traffic congestion in Da Lat is not only concentrated in the central 

areas of the city but also occurs in the suburbs. According to the People's Committee of 

Da Lat, the number of cars and buses traveling to tourist destinations in the city is the 

main cause of traffic congestion, especially on weekends and public holidays. The city 

has already set up traffic control centers to observe and handle traffic jams on the roads. 

Many scientists have researched traffic congestion detection and prediction. The 

results of this study will support users who wish to choose good routes with low traffic 

and the traffic police to coordinate traffic and limit traffic congestion in Da Lat. However, 

traffic congestion detection is also a challenging research problem that requires data 

collection and accurate predictive models. Statistical techniques are commonly applied to 

solve the problem of predicting traffic congestion. Davis and Nihan (1991), Chang et al. 

(2012), and Xia et al. (2016) used k-nearest neighbor (KNN) to forecast traffic flow. Some 

improved models, such as Wu et al. (2004), predicted travel time with a support vector 

machine (SVM). Hong (2011) used support vector regression (SVR) to predict traffic 

flow, and Castro-Neto et al. (2009) used online-SVR with typical and atypical traffic 

conditions for short-term traffic flow forecasting. Ma et al. (2016) forecasted short-term 

traffic flow with a distributed spatial-temporal weighted model on MapReduce. Asif et 

al. (2014) and Clark (2003) used multivariate nonparametric regression to predict traffic 

problems. Haworth and Cheng (2012) also used nonparametric regression to solve the 

problem of predicting the weather in space and time with missing data. 

Recently, Li et al. (2017) predicted short-term highway traffic flow based on a 

hybrid strategy that considers temporal-spatial information. Zhu et al. (2016) used a linear 

conditional Gaussian-Bayesian network to predict short-term traffic flow. Li et al. (2016) 

measured chaotic time for traffic flow prediction based on Bayesian theory. Ma et al. 

(2017) predicted large-scale transport network speed based on a deep convolutional 

neural network (CNN). Dao and Zettsu (2018) applied a raster-image-based method to 

understand urban sensing data. Chakraborty et al. (2018) used deep convolutional neural 

networks for traffic congestion detection from camera images. Other researchers, such as 

Mihaita et al. (2020), also used deep learning for traffic congestion detection and 

prediction. Ke et al. (2020) used a two-stream, multi-channel convolutional neural 

network for traffic speed prediction, and Bogaerts et al. (2020) used a graphical CNN-

LSTM (long-short term memory) neural network for traffic forecasting in the short- and 

long-term. A year later, Akhtar & Moridpour (2021) summarized all methods that use 

artificial intelligence for predicting traffic congestion and concluded that deep learning is 

the best method for solving this problem. 

In Vietnam, hundreds of cameras have been installed to monitor traffic in Ho Chi 

Minh City and Hanoi. The information obtained from the cameras helps the traffic control 

departments capture and promptly handle traffic incidents to reduce congestion and traffic 

jams. A number of applications have also been built to help residents in these two big 

cities keep track of current traffic conditions and choose good routes to avoid traffic jams. 

There is no system of installed cameras on the roads in Da Lat. Moreover, being the only 
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city without traffic lights in Vietnam, Da Lat is currently mobilizing many police on 

routes prone to traffic jams at peak hours. The objective of this article is to explore some 

machine deep learning models to inform traffic controllers in Da Lat about current traffic 

flows at certain locations, to choose good routes, and to limit traffic congestion. 

2. BACKGROUND 

Currently, there are two popular methods to detect traffic congestion from traffic 

images. The first method consists of identifying objects from traffic images, counting the 

number of vehicles, and applying traffic congestion labels when the number of vehicles 

reaches a threshold. The second method consists of manually labeling images collected 

from traffic cameras as congested or not congested, followed by the use of a layered machine 

learning model. In this study, the second method was used because of its simplicity and the 

time-consuming process of labeling each particular vehicle on the image. 

SVM is a popular method for traffic congestion prediction because of its idea. 

Many authors have applied SVM to predict congestion (Tseng et al., 2018; Wang et al., 

2015; Feng et al., 2019; Lu & Liu, 2018). Other authors have compared their models with 

SVM for traffic congestion prediction (Zhang & Qian, 2017; Shen et al., 2017; Chen et 

al., 2016). These studies also proved the usefulness of SVMs in traffic pattern 

classification for traffic congestion forecasting. Moreover, CNNs can extract features for 

image classification and have shown good performance in traffic congestion forecasting 

in many studies (Ke et al., 2020; Bogaerts et al., 2020; Zhang et al., 2019). The VGG, 

DenseNet, and ResNet are especially effective deep learning models for CNNs in image 

classification. Therefore, this paper uses a SVM and deep machine learning methods, 

namely, CNN, VGG, DenseNet, and ResNet to classify traffic congestion. Next, the 

author describes the machine learning methods used in this study. 

2.1.  Support Vector Machine  

SVM is a machine learning model widely used in image classification problems. 

The main idea of the SVM is to create a nonlinear Φ mapping function to convert from 

the original data space to feature space. Then the SVM automatically detects the optimal 

separation plane for classifying the object. SVMs are used for both binary and multi-class 

classification. For binary classification there are two methods with different margins: hard 

margins and soft margins. For multi-class classification, one vs all (1-n), one vs one (1-1), 

and directed acyclic graph support vector machines are used. 

In our traffic congestion detection study, we used a SVM with a binary 

classification for a training set of traffic images labeled traffic congestion or no traffic 

congestion to get the model results. 

2.2.  Convolutional Neural Network 

The convolutional neural network (LeCun et al., 1989) is a deep learning model 

widely used with high accuracy in image processing fields for object recognition and 
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image classification. More specifically, the convolutional neural network combines 

convolution layers with a number of nonlinear activation functions, such as rectified 

linear unit (ReLU) to generate input information for the next layer. Convolution was first 

used by scientists in the field of digital signal processing. Later, convolution techniques 

based on the process of information change were applied to image and video processing. 

The layers in a CNN are connected through the convolution mechanism. Each 

layer uses as input the convolution result of the previous layer. Other layers used in CNN, 

such as the pooling layer, are used to filter information to remove noise, and the fully 

connected layer is used after data are passed through the convolution and pooling layers. 

The model learns some of the features of the data to combine and give the model results. 

The author designed the CNN for detecting traffic jams shown in Figure 1 based 

on a convolution neural network with convolution and pooling layers. Input is a traffic 

image resized to 200 x 200 to avoid memory overflow during training. The input data are 

first processed with two convolutional layers, a max pooling layer, and a dropout layer. 

The results are then inputted to two convolutional layers and additional max pooling and 

dropout layers. Finally, the results are processed with two dropout and dense layers to 

give the output of the model. 

 

Figure 1. CNN architecture for traffic congestion detection (DCNN) 

2.3. VGG 

Simonyan and Zisserman of Oxford University proposed VGG16, a convolutional 

neural network that has been trained for many weeks and uses NVIDIA (Simonyan & 

Zisserman, 2014). The input of the convolution layer has a fixed image size of 224 x 224 

x 3. The total number of model parameters is 138,000,000. 

This article uses the VGG16 model (Figure 2) to extract traffic images and the 

model output to classify traffic images as congested or not congested. 

 

Figure 2. VGG16 architecture  

Source: Simonyan & Zisserman (2014). 
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2.4.  Residual Networks 

Residual Networks (ResNet) is a convolutional neural network architecture designed 

with hundreds to thousands of convolution layers. ResNet is a deep learning network that 

uses redundant networks for optimization and accuracy. A redundant block with the nonlinear 

mapping class ℱ(𝑥) = ℋ(𝑥) − 𝑥 is shown in Figure 3. Mapping is calculated according 

to the formula ℱ(𝑥) + 𝑥 and is performed by feedforward neural networks. 

 

Figure 3. ResNet block 

Source: He et al. (2016). 

Currently, ResNet has many types of architectures, such as ResNet50, ResNet101, 

ResNet201, ResNet250, etc. The index number for each architecture type indicates the 

number of designed classes. This study uses the ResNet50 model because of its simplicity 

and high efficiency in object recognition. 

2.5.  DenseNet 

 

Figure 4. DenseNet architecture  

Source: Huang et al. (2017). 
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Dense connected convolutional network (DenseNet) is similar in architecture to 

ResNet but with some changes: DensNet contains dense blocks and transfer layers. The 

advantages of DenseNet are that it can reduce the vanishing-gradient problem, increase 

the backpropagation feature length, improve feature reusability, and reduce the number 

of parameters significantly. DenseNet is designed to achieve high efficiency with low 

memory requirements (Huang et al., 2017). The DenseNet architecture with different 

numbers of classes is shown in Figure 4. 

3. METHODS 

Our model to detect traffic congestion includes the following main steps: 

collecting traffic images, extracting features from the traffic images, using machine 

learning models to classify the traffic images, and finally, predicting traffic congestion 

(Figure 5). 

 

Figure 5. Traffic congestion detection processing 

3.1. Collecting traffic images 

Traffic images were collected from traffic a traffic camera at predetermined times. 

Image data extracted from the traffic camera video were stored as *.jpg files. Images were 

manually labeled to indicate traffic congestion or no traffic congestion. 

Some collected and labeled traffic images are shown in Figure 6. The images in 

Figure 6(a-c) were labeled no traffic congestion, and the images in Figure 6(d-f) were 

labeled traffic congestion. 

   

(a) (b) (c) 

   

(d) (e) (f) 

Figure 6. Traffic images labeled as no congestion (a-c) and congestion (d-f) 
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3.2. Feature extraction 

We used the Histogram of Oriented Gradients (HOG) method (Dalal & Triggs, 

2005) to extract features of the traffic images for classification with the SVM method 

(Figure 7). 

 

Figure 7. Histogram of Oriented Gradients feature extraction for SVM 

As with other methods, we used available training models to extract features from 

the stored traffic image data. Then we added the binary layer: traffic congestion or no 

traffic congestion. 

3.3. Machine learning models 

We used machine learning for binary classification: traffic congestion or no traffic 

congestion. In this paper, we focus on SVM, CNN, and architectures developed from 

CNN for binary classification. The completed training parameters are stored and used in 

the prediction step. 

3.4. Traffic congestion prediction 

Traffic congestion prediction is the last step. In this step, we input a new traffic 

image that is not part of the training dataset to predict either traffic congestion or no traffic 

congestion. Real-time traffic congestion predictions help users choose a route to avoid 

traffic congestion. This information also assists the traffic police to control directly or to 

control traffic lights to reduce traffic congestion. 

4. EXPERIMENTS 

4.1. Dataset 

We collect traffic images from the traffic monitoring camera at Nga 5 Dai Hoc, 

Da Lat. We extracted images at a frequency of one image per minute. More than 43,000 

pictures were extracted. 

We manually labeled traffic images as: traffic congestion or no traffic congestion. 

Our group has three members who labeled all images in the dataset. Each traffic image 

was labeled three times and finally labeled with the most-approved label. After manual 

labeling, 820 images were labeled as with traffic congestion and the rest were labeled as 

without traffic congestion. The number of images for the two classes differed greatly. 

Therefore, we took 820 images labeled with traffic congestion and randomly selected 820 

images labeled with no traffic congestion to have an equal number of images for the two 

classes. The dataset is presented in Table 1. However, we increased the number of training 

Traffic image 

database 

HOG feature 

extraction SVM 
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images by image rotation and brightness changes to obtain 10 times the number of images 

than in the original dataset to avoid overfitting in the training step. In this phase, we 

rotated the images by -10, 10, -20, or 20 degrees and made brightness changes of 0.25, 

0.5, 0.75, 1.25, or 1.5, respectively, for all images in the training set. Finally, we obtained 

13,120 images for the training set. 

Table 1. Dataset details 

Dataset Traffic congestion No traffic congestion Size 

All Images 820 820  

Training (80%) 656 656 224 x 224 

Test (20%) 164 164  
 

4.2. Evaluation 

We used the 10-fold cross-evaluation method. We performed random data 

shuffling and divided the training dataset into 10 parts with each part having 1312 images. 

We used one part of the data for validation and the other nine parts for training. Finally, 

we averaged the prediction results for the test dataset on 10 models. To evaluate the 

models, we used the following three metrics: precision, recall, and accuracy, calculated 

according to equations (1), (2), and (3), respectively. Precision is the ratio of the number 

of correct traffic congestion labels to the total number of correct and incorrect traffic 

congestion labels. Recall is the ratio of the number of correct traffic congestion labels to 

the sum of the correct and incorrect traffic congestion labels. Accuracy is the ratio of the 

number of correct labels to the total number of labels. 

𝑃(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
  (1) 

𝑅(𝑅𝑒𝑐𝑎𝑙𝑙) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
  (2) 

𝐴(𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦) =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
  (3) 

 

where TP is the number of correct traffic congestion labels, FP is the number of 

incorrect traffic congestion labels, TN is the number of correct no traffic congestion 

labels, and FN is the number of incorrect no traffic congestion labels. 

4.3. Results 

In this paper, we used the scikit-image, scikit-learn, and keras libraries for image 

preprocessing and algorithms SVM, DCNN, ResNet50, VGG16, and DenseNet-121. 

Table 2 shows the precision, recall, and accuracy indexes with 80% training data 

and 20% test data for algorithms SVM, DCNN, ResNet50, VGG16, and DenseNet-121. 
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These results are averaged from the 10-fold cross-evaluation method. The SVM method 

achieved the lowest classification accuracy of 68.99%, followed by SVM with the HOG 

method at 84.9%, and the DCNN method at 89.47%. The ResNet50, VGG16, and 

DenseNet-121 methods have high accuracies, over 93%. Thus, when using architectures 

based on CNN to classify traffic congestion, the accuracy is over 10% higher than with 

the SVM method. 

Table 2. Precision, recall, and accuracy of the methods 

Method Precision (%) Recall (%) Accuracy (%) 

SVM 68 70 69 

SVM+HOG 82.3 87.5 84.9 

DCNN 88 91 89.5 

ResNet50 93 94 93.5 

VGG16 93.5 93.6 93.6 

DenseNet-121 92.5 93.7 93.1 
 

In addition, we also evaluated the effect of the size of the training dataset on the 

accuracy of the methods. This evaluation proved that the accuracy increases when we 

increased the size of the training dataset. The larger the training set, the higher the 

accuracy of the model. The VGG16 method achieved the best results when the training 

dataset accounted for 90%. 

Table 3. Accuracy (%) according to the size of the training dataset 

Training set 
60% 70% 80% 90% 

Method 

SVM 55.4 65.3 69 70.5 

SVM+HOG 69.2 74.6 84.9 85.7 

DCNN 70.7 78.0 89.5 90 

ResNet50 76.3 85.4 93.5 94.1 

VGG16 76.5 85.8 93.6 94.3 

DenseNet-121 75.8 85.0 93.1 93.6 
 

Images with correct and incorrect predictions obtained with the VGG16 method 

are shown in Figure 8. Figures 8(a, d) are predicted correctly; Figures 8(b, c) are incorrectly 

predicted. 
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 8. Congestion detection classification examples with the VGG16 model 

5. CONCLUSIONS 

In this paper, we evaluated the results of traffic congestion classification with 

traffic image data collected at Nga 5 Dai Hoc, Da Lat by the SVM, DCNN, ResNet50, 

VGG16, and DenseNet-121 methods. The results show that the accuracy is higher when 

using CNN-based architectures than with the SVM classification method. The highest 

accuracy for classifying traffic images with or without traffic congestion is 93.6%. 

Based on these results, we plan to collect traffic images at many locations in Da 

Lat, and for each location, find the most suitable model for predicting traffic congestion. 

Next, we will build applications that provide users with traffic congestion information at 

various locations in the city so they can find good routes. Moreover, when enough data 

are available over a long time at enough traffic locations, we will build a traffic congestion 

prediction system to advise drivers on suitable routes to reduce future traffic congestion. 
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