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Abstract 

The perception of humanness in a conversational agent (CA) has been shown to strongly 
impact users’ processing and reaction to it. However, it is largely unclear how this 
perception of humanness influences users’ processing of errors and subsequent intention 
for negative word-of-mouth (WoM). In this context, we propose two pathways between 
perceived humanness and negative WoM: a cognitive pathway and an affective pathway. 
In a 2x2 online experiment with chatbots, we manipulated both the occurrence of errors 
and the degree of humanlike design. Our findings indicate that perceived humanness 
effects users' intentions towards negative WoM through the cognitive pathway: users' 
confirmation of expectations is increased by perceived humanness, reducing negative 
WoM intentions. However, it has no effect on users’ anger and frustration and does not 
interact with the effects of errors. For practice, our results indicate that adding humanlike 
design elements can be a means to reduce negative WoM.  

Keywords: Conversational Agents, Errors, Anthropomorphism, Perceived Humanness, 
Anger, Frustration, Negative Word of Mouth 

Introduction 

Within the last few years, many companies have begun to implement conversational agents (CAs) due to 
the recent technological advancements in this area (Nicolescu & Tudorache, 2022), which have led to the 
widespread availability of development tools and platforms (e.g., Google’s Dialogflow, IBM’s Watson, and 
ChatGPT) (Diederich et al., 2019; Hughes et al., 2023). CAs are defined as “software-based systems 
designed to interact with humans using natural language” (Feine, Gnewuch, et al. 2019, p. 1.). Common 
examples are the chatbots used by e-commerce platforms (e.g., Amazon’s chat assistant), smart home 
assistants (e.g., Amazon’s Alexa), and voice assistants in smartphones (e.g., Apple’s Siri) (McTear, 2017; 
Moussawi et al., 2022; Nicolescu & Tudorache, 2022). Many companies now offer CAs as interfaces for 
customers, to provide services that were previously restricted to human employees, such as sales (Adam et 
al., 2022) or financial advising (Back et al., 2023). The benefits of CAs are the easy-to-learn interaction via 
natural language, independence of time and place, and overall convenience (Hughes et al., 2023; Nicolescu 
& Tudorache, 2022; Verhagen et al., 2014). Many examples show that the use of CAs leads to cost savings 
and increased revenue (Feine, Morana, et al., 2019; McTear et al., 2016).  
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Despite the efforts of designers, developers, and technological advancements, however, CAs are prone to 
producing errors due to the complexity of natural language interactions (Brandtzæg & Følstad, 2018), the 
increasing expectations of users (Hughes et al., 2023), and the constantly evolving nature of human 
language (Christiansen & Kirby, 2003). In the past, many CAs have been discontinued, as they were 
ineffective in serving the majority of customers: either the dialogue was not efficient, or the responses were 
not consistently meaningful (Ben Mimoun et al., 2012; Janssen et al., 2021). Errors in the interactions 
between CAs and their users can negatively impact perceptions of CAs and the associated service: for 
example, when a chatbot does not understand the user input and responds with a fallback message (e.g., 
“Sorry, can you rephrase your request?”), this can result in dissatisfied and angry customers, leading to 
negative word of mouth (WoM). In the context of CAs, this means that a user speaks negatively about the 
CAs or the operating company to others, which can have serious consequences such as loss of potential 
customers and revenue (East et al., 2008; Lau & Ng, 2001; Williams & Buttle, 2014). Since negative WoM 
has a stronger impact than positive WoM (Arndt, 1967), it is of vital importance to understand how the 
design of CA interacts with users’ intention towards negative WoM when errors occur.  

CAs have a key difference from software with traditional graphical interfaces: they can be designed to 
appear humanlike, which is common in practice (Seeger et al., 2018). The term humanlike design refers to 
equipping a CA with humanlike elements (called social cues), such as a human name and avatar, using 
emoticons, and greeting users (Feine, Gnewuch, et al., 2019). This humanlike design induces a perception 
of humanness in users (Gnewuch et al., 2017; Nass & Moon, 2000), which influences their perceived service 
satisfaction and intention to use (Diederich et al., 2020; Gnewuch, Morana, et al., 2018). However, research 
on the influence of perceived humanness on users’ intention toward negative WoM is limited (van Pinxteren 
et al., 2020). Building upon existing theory and evidence from studies on related phenomena, we derive 
how cognitive and affective pathways could explain how the intention towards negative WoM is formed 
under the influence of perceived humanness when an error occurs. Against this background, this study aims 
to answer the following research question:  

RQ: What is the influence of perceived humanness on user intention towards negative WoM? 

To answer this question, we conducted a 2x2 treatment design within an online experiment involving 179 
participants, in which we varied the humanlike design and the occurrence of errors. Based on users’ 
responses, we analyzed the relations between the occurrence of an error, perceived humanness, anger and 
frustration, expectation confirmation, and intention towards negative WoM. Our results show that 
perceived humanness directly increases confirmation of expectations but has no moderating effect on the 
influence of the error on expectation confirmation. Similarly, perceived humanness does not influence 
whether confirmation of expectations leads to intention towards negative WoM. In terms of the affective 
pathway, perceived humanness plays no role: it does not influence the effect of an error on emotions, and 
has no effect on the relation between anger and frustration and users’ intention towards negative WoM.  

Research Background and Related Work 

The complexity of natural language interactions often leads to errors by CAs (Brandtzæg & Følstad, 2018), 
and their effectiveness relies heavily on the developers and technology employed (Brandtzæg & Følstad, 
2018; Verhagen et al., 2014). The use of limited amounts of training data and vocabulary often cause errors, 
and poorly developed and trained CAs struggle to process user requests, resulting in errors (Brandtzæg & 
Følstad, 2018; Zemčík, 2021). In addition, human language is constantly evolving, with the introduction of 
new words and phrases or alterations in the use of existing ones (Christiansen & Kirby, 2003).  

In general, users form expectations about a service interaction, and its outcome that are subsequently 
compared with the actual service (Oliver, 1981), and a CA may meet, exceed, or fail to meet these 
expectations (Crolic et al., 2021; Diederich et al., 2022). Errors are unexpected, and therefore violate users’ 
expectations (Ben Mimoun et al., 2012; Diederich et al., 2021; Oliver, 1981). The yield-shift theory of 
satisfaction (Briggs et al., 2008) suggests that the evaluation of whether expectations were met has both 
cognitive and emotional aspects: users deliberately and cognitively evaluate the service and its outcome, 
but services also affect individuals’ emotions during and after the interaction. For instance, when the goal 
of the service is not met, anger and frustration are common emotional reactions (Briggs et al., 2008; Clore 
& Centerbar, 2004; Crolic et al., 2021; Spexard et al., 2008). 
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Anger and frustration are understood as emotional reactions to a failure to reach a desired goal (Berkowitz, 
1964; Dollard et al., 1939). Campos et al. (1994) found that anger and frustration are affective reactions to 
threats and obstacles that need to be overcome quickly to reach a goal, often leading to aggression 
(Bodenhausen et al., 1994; Martin et al., 2000). In the context of CAs, this means that when an interaction 
with a CA does not help the user to achieve their goals, anger and frustration are the expected affective 
reactions of users. The resulting anger and frustration and disconfirmation of expectations are drivers of 
customers’ negative WoM (Anderson, 1998; Richins, 1983). In a business context, WoM is a post-
purchase/service behavior that involves interpersonal communication about a company’s services and 
goods or the company itself, which influences and shapes the behaviors and attitudes of others towards the 
company (Duhan et al., 1997; Katz & Lazarsfeld, 1955; Litvin et al., 2008). In the context of CAs, this means 
that a CA user speaks negatively about the CA itself or the provider of the CA. 

Research on negative WoM in the context of CAs remains scarce. Based on the recent comprehensive 
literature review of 262 research articles on CA carried out by Diederich et al. (2022), we were able to 
identify only a very limited set of studies. In their study, Lambert de Diesbach & Bagozzi (2022) showed 
that the use of a more human-like 3D avatar improves users’ WoM. Seeger and Heinzl (2021) showed that 
a humanlike design can prevent users from losing trust in the CA, which can prevent negative WoM when 
an error occurs. Furthermore, in their literature review of 61 articles on the communication behavior of 
CAs, van Pinxteren et al. (2020) propose that WoM should be considered when studying CAs, but, based 
on their assessment, researchers have yet to engage with this topic. In this context, they highlight that there 
is strong evidence from human-to-human service interactions that should be used to develop hypotheses 
for interactions between users and CAs. 

Research Model and Hypotheses  

This study investigates the influence of perceived humanness of CAs on users’ intention towards negative 
WoM regarding an error during the interaction (i.e., complaining about the CA and its error to others). The 
corresponding research model is illustrated in Figure 1. In the following sections, we will present the 
reasoning behind our hypothesis in detail. 

 
Grey boxes represent treatments 

Figure 1. Research Model 

Perceived Humanness 

As mentioned above, CAs can be equipped with social cues, such as a human name and an avatar, to make 
them appear more similar to humans, which is known as humanlike design (Seeger et al., 2018). These 
social cues trigger anthropomorphism in onlookers (Dacey, 2017). According to the CASA paradigm, the 
perception of humanness in computers, such as CAs equipped with social cues, is an automatic response 
(Nass & Moon, 2000): despite knowing that they are interacting with a computer rather than a human, 
users will still perceive some degree of humanness (Nass & Moon, 2000). 

However, not all users perceive the same level of humanness in the same CA; in other words, a CA that is 
perceived as highly human by one user may not be viewed as such by another (Epley et al., 2007; Spatola & 
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Wudarczyk, 2021). Hence, despite the clear intentions of the CA designers, the perception of humanness 
cannot be forced, and is highly individual. We therefore implemented two different CAs, with the intention 
of producing different levels of perceived humanness, to test our hypotheses. In our theorizing, we will focus 
on the effect of perceived humanness. 

Errors by Conversational Agents 

Errors made by CAs (e.g., frequent failure to understand users’ inputs or to provide the expected service) 
(Diederich et al., 2021; Riquel, Brendel, Hildebrandt, Greve, & Dennis, 2021) interfere with the users’ goals 
(e.g., completing a service request) (Spexard et al., 2008). Individuals react with anger and frustration when 
they are unable to achieve their desired goals and outcomes (Berkowitz, 1964; Wetzer et al., 2007). Hence, 
in the context of CA service encounters, unexpected errors that prevent users from achieving their goals are 
likely to lead to anger and frustration. For example, Han et al. (2021) reported that users reacted with anger 
when a chatbot service was interrupted, and Goetsu and Sakai (2020) showed that errors by voice assistants 
frustrated users. 

Errors also interfere with users’ expectations, influencing the cognitive evaluation of expectations (i.e., 
users expect that the service is not interrupted by errors) (Jiang et al., 2002; Oliver, 1981). In the end, errors 
reduce users’ confirmation of expectations. Some support for this view can be found in the literature; for 
instance, Lee et al. (2010) reported that errors by robots violate users’ expectations, and similar results were 
reported by Ashktorab et al. (2019) in the context of chatbots. Overall, in the context of this study, it can be 
expected that a chatbot that is unable to complete the service will lead to anger and frustration as well as a 
reduction in users’ confirmation of expectations. 

Anger and Frustration 

Although errors are already frustrating and anger-inducing in themselves (Riquel, Brendel, Hildebrandt, 
Greve, & Dennis, 2021), when individuals perceive intention behind errors, they become even angrier 
and/or more frustrated (González-Gómez et al., 2021). In the literature, various studies have reported on 
this effect in the context of human-to-human interaction. For instance, Harrison-Walker (2019) showed 
that customers typically feel the main emotions of frustration, anger, and regret after experiencing a service 
failure. Similarly, the experience of anger can be attributed to the combined presence of four factors: 
frustration, the perception of others being present, a sense of accountability for the situation, and the 
perception of hostile intentions from others (Van Mechelen & Hennes, 2009). In the context of CAs, there 
are some indications of similar effects, but no empirical study has been conducted to explore these. For 
instance, Riquel, Brendel, Hildebrandt, Greve, and Dennis (2021) reported that perceived humanness leads 
to greater frustration when an error occurs, and attributed this effect to the potential perception of 
intentions. In view of the reported effects of perceived humanness on frustration when errors occur, we put 
forward the following hypothesis:  

H1: Greater perceived humanness increases the effect of error on anger and frustration. 

Confirmation of Expectations 

Humans are constantly making assumptions about what is likely to happen or what characteristics an entity 
such as a product or service will possess (Zeithaml et al., 1993). They then assess the extent to which these 
expectations are met by future events (Coye, 2004; Zeithaml et al., 1993). In general, people prefer their 
expectations to be confirmed, as this validates their predictions (Oliver, 1981). The evaluation of 
confirmation or disconfirmation is a subjective process that is influenced by the information that is 
available, and by emotions and biases (Boulding et al., 1993; Coye, 2004). All forms of thinking, including 
perception and information processing, are subjective in nature (Lerner et al., 2015; Levinson, 1995). 

Social response theory (Nass & Moon, 2000) suggests that the perception of humanness leads users to apply 
social scripts and behavior to an interaction with a computer, including a CA (Lang et al., 2013; Nass & 
Moon, 2000). Thus, their expectations are (to some degree) similar to those associated with a human-to-
human interaction (Diederich et al., 2022; Seeger & Heinzl, 2021). In general, humans are aware that other 
humans make errors, and hence expect some errors to occur (Mirnig et al., 2017; Renier et al., 2021). This 
general understanding of human nature (“to err is human”) may also translate to an interaction with a CA 
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that is perceived to be humanlike. Some support for this view can be found in the literature. For instance, 
Riquel, Brendel, Hildebrandt, Greve, and Kolbe (2021) found that despite the occurrence of an error, 
perceived humanness increased service satisfaction. Service satisfaction is very closely related to the 
confirmation of expectations (Oliver, 1981). It can therefore be deduced that the perception of humanness 
may increase confirmation of expectations, although empirical evidence for this has yet to be produced. We 
propose the following hypothesis:  

H2a: Greater perceived humanness reduces the effect of error on confirmation of expectations. 

The tendency of humans to attribute humanlike characteristics to non-human entities such as objects, 
commonly known as anthropomorphism (Epley et al., 2007), is relevant in this context. The perception of 
humanness can potentially impact the user’s thought process and their assessment of expectation 
confirmation for two reasons. Firstly, humans generally enjoy social interaction (Levinson, 1995), which is 
likely to have a positive influence on the evaluation of confirmation of expectations, since in general, a 
favorable state of mind leads to more positive perceptions and evaluations (Blanchette & Richards, 2010). 
For instance, Babel et al. (2021) showed that users tend to trust a robot more when it is designed to be 
humanlike. Hence, a humanlike design influences the user’s evaluation of the trustworthiness of the CA, 
despite no logical relationship between humanlike design and trust. Another example was reported by Pak 
et al. (2012), who found an increase in users’ perceived performance if a CA was designed to be humanlike. 
However, to the best of our knowledge, no such evidence exists for the specific relationship between 
perceived humanness and confirmation of expectations. 

Secondly, CAs are now used by many companies, meaning that people have become familiar with them 
(Araujo, 2018; Følstad & Brandtzaeg, 2017). Social cues are frequently added to the design of commercial 
CAs (Araujo, 2018; Seeger et al., 2018), which can lead to a user expecting them to be present when 
interacting with a CA; for instance, everyday CAs such as Amazon’s Alexa are equipped with gendered 
voices. A lack of social cues would therefore violate the user’s expectations. However, we were unable to 
identify any empirical studies on this matter. 

In summary, there are two arguments that can be derived based on theory and research on related 
phenomena: (i) people enjoy social interaction, which positively influences the cognitive evaluation of 
expectation confirmation; and (ii) users have become accustomed to the use of social cues in CA 
interactions, leading them to expect these when interacting with a CA. However, studies have yet to be 
conducted on these topics, meaning that there is a lack of concrete evidence. In view of this, we hypothesize 
as follows: 

H2b: Perceived humanness increases confirmation of expectations. 

Affect infusion theory states that the emotional state of an individual influences their cognition (Forgas, 
1995). Positive emotions (e.g., happiness) lead to positive thinking, whereas negative emotions (e.g., anger 
or sadness) lead to negative thinking (Forgas, 1995). In line with these arguments, a feeling of anger will 
negatively influence a customer’s cognitive evaluation of a service (Liljander & Strandvik, 1997; Stauss et 
al., 2005). Anger and frustration are therefore expected to lead to a negative evaluation of the users’ 
confirmation of expectations. 

For instance, Stauss et al. (2005) showed that frustrating events in a service encounter (e.g., inaccessibility) 
lead to feelings of frustration in users, resulting in reduced service satisfaction (i.e., less confirmation of 
expectations). Furthermore, Crolic et al. (2021) found that users who took part in a service encounter while 
in an existing negative emotional state (e.g., anger or frustration) reported lower satisfaction. Similarly, 
Bougie et al. (2003) showed that customers experiencing failed service encounters felt high levels of anger 
and agitation, leading to lower levels of service satisfaction. In the light of these results, we formulate the 
following hypothesis: 

H2c: Anger and frustration reduce confirmation of expectations. 

Negative Word of Mouth 

In general, the term WoM is used to describe a situation in which people share information with each other 
(Katz & Lazarsfeld, 1955; Litvin et al., 2008; Wetzer et al., 2007). In a business-to-customer setting, WoM 
refers to people sharing their experience of a product or service directly with others, for instance, talking 
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about the product or service with their friends (Bougie et al., 2003; Huete-Alcocer, 2017; Lee & Song, 2010), 
and thus influencing the product and/or service choices, purchase intentions and attitudes of others (Balaji 
et al., 2016; Grégoire et al., 2015). Negative WoM, which is the more common form (Akhtar et al., 2019), is 
understood as customers speaking negatively about a service, product or company (Anderson, 1998). The 
literature shows that product malfunctions can lead to negative WoM (Anderson, 1998; Sundaram et al., 
1998); this has parallels in faulty service interactions with a CA, if these prevent users from achieving their 
goals. When an individual’s expectations are not met, negative WoM is likely to occur, since violation of 
expectations leads to a negative judgment of a service, product, or company (Litvin et al., 2008; Oliver, 
1981). Thus, we propose the following hypothesis: 

H3a: Confirmation of expectation reduces intention towards negative WoM. 

Following social response theory (Nass & Moon, 2000), perceived humanness of a CA triggers behavior 
associated with human-to-human interactions. In the context of negative WoM, users can be expected to 
be reluctant to talk negatively about the chatbot, because speaking badly behind someone’s back is normally 
a type of behavior that has negative connotations (Hartung et al., 2019). More specifically, online 
disinhibition theory (i.e., humans tend to behave negatively when they are less aware of the humanness of 
others (Lapidot-Lefler & Barak, 2012; Suler, 2004)) suggests that users are likely to be inhibited because of 
the perceived humanness.  

Support for this view can be found in the literature. For instance, based on a study of cyber trolling, Wu et 
al. (2023) reported that for Chinese college students, high online disinhibition increases the likeliness of 
trolling behavior. Although no research on this effect exists in the context of CAs, there is some evidence to 
support a relationship between perceived humanness and negative WoM. Brendel et al. (2023) found that 
an increase in perceived humanness reduces the likelihood of severe aggression (e.g., using swearwords) 
towards CAs. In view of this, we theorize as follows: 

H3b: Greater perceived humanness increases the effect of confirmation of expectations on 
intentions for negative WoM. 

Given that anger and frustration are sources of WoM by customers (Benbasat & Wang, 2005), angry 
customers are more likely to engage in negative WoM (Anderson, 1998; Richins, 1983). For instance, 
Wetzer et al. (2007) reported that angry customers engaged in negative WoM both to take revenge and to 
vent their negative emotions. In the context of tourism, Sánchez-García & Currás-Pérez (2011) showed that 
anger leads to increased negative WoM. We therefore formulate the following hypothesis: 

H4a: Anger and frustration increases intention towards negative WoM. 

When they are angry, users behave more instinctively (e.g., anger and frustration lead to hostile aggression 
(Anderson & Bushman, 2002)), and their behavior is strongly influenced by subconscious scripts. In this 
context, venting anger and frustration in form of negative WoM is a type of aggression, which is related to 
revenge (Sánchez-García & Currás-Pérez, 2011). Negative WoM may have the intention of damaging the 
company or the employees involved in the service encounter (e.g., bad mouthing employees to get them 
fired) (Wetzer et al., 2007), which is known as vindictive negative WoM (He & Harris, 2014). Following 
online disinhibition theory (Suler, 2004), we note that a CA that is perceived to have a high level of 
humanness should lead to inhibition; users are less likely to engage in negative WoM because they 
subconsciously do not want to hurt the CA (Hydock et al., 2020; Lapidot-Lefler & Barak, 2012; Suler, 2004). 
However, no research in the context of CA has addressed this relation. Against this background, based on 
evidence from the human-to-human context, we hypothesize: 

H4b: Greater perceived humanness reduces the effect of anger and frustration on intention 
towards negative WoM. 

Method 

Participants 

We recruited 179 participants for our experiment via the SurveyCircle platform. Participants received no 
incentive from us for their voluntary participation. The user interaction involved a responsive web interface 
that could be accessed from any device (e.g., desktop PC, tablet or smartphone). Hence, participants could 
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participate in our experiment at anytime, anywhere, and with any device. A total of five participants failed 
the attention checks that were conducted throughout the survey, and when these had been removed, our 
final sample consisted of 174 valid responses. The mean age of our participants was 27 (SD: 5.85), and 70% 
of them identified as women. In addition, 68% held a higher education degree (e.g., a Bachelor’s or Master’s 
degree). 

Task and Procedure 

We developed our experimental task and procedure based on examples from other studies on the humanlike 
design of CAs (e.g., Brendel et al. (2020) and Gnewuch, Adam, et al. (2018)). Following these examples, our 
experiment involved participants completing a specific task with a chatbot, and the dialogue had a clear, 
task-oriented structure. This meant that each participant had a very similar interaction with the chatbot, as 
scenarios that would lead to vastly different experiences were omitted (for instance, tasking participants to 
undertake five minutes of casual conversation would lead to vastly different interactions for each of them). 

All participants were provided with the same briefing information that explained their task: to use a chatbot 
to rent an e-bike, and then to revise the booking directly after completing it. It was explicitly explained in 
the briefing that the participants would interact with a chatbot (i.e., a computer program) rather than a 
human. Overall, the task consisted of nine steps: (1) start the booking process, (2) provide a date, (3) select 
a city, (4) state the reason for the rental, (5) chose one of the types of e-bikes offered, (6 & 7) input a first 
and last name, (8) provide an e-mail address, and (9) change the type of bike (from an e-bike to a regular 
bike). We explained to all participants that although the input should be realistic, they should not give out 
any personal information (e.g., their own e-mail address). Participants completed the experiment 
(including the briefing and survey at the end) within about 10 minutes. 

Treatments 

For this experiment, we decided to use a between-subject design to prevent carryover effects (Boudreau et 
al., 2001). Each participant was randomly assigned to one of the four chatbot treatments: (1) no-humanlike 
design and no error, (2) no-humanlike design and error, (3) humanlike design and no error, and (4) 
humanlike design and error.  

  

Note: Dialogue translated from German to English 

Figure 2. Examples of Treatments 

For the humanlike chatbots (see Figure 2), we based our design on examples from other studies (e.g., 
Araujo, 2018; Diederich, Brendel, et al., 2020; Gnewuch, Morana, et al., 2018; Seeger et al., 2017) of the 
perceptions of humanness of CAs. The specific design was guided by an article by Seeger et al. (2018) and 
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their three dimensions of humanlike design: human identity, verbal cues, and non-verbal cues. For each 
dimension, we selected social cues that resembled those used in prior studies. For the first dimension 
(human identity), we assigned a human name (Marie), and provided a stereotypical female-gendered 
avatar. The second dimension (verbal cues) was implemented in the form of a greeting (“Hello, my name is 
Marie”), self-referencing (“… can I do…”), and politeness (“Can you please…”). Lastly, non-verbal cues 
(third dimension) were implemented through the use of emojis and dynamic response delays with 
associated blinking dots. 

In the error treatments (see Figure 2), an error was introduced in step nine: the chatbots did not understand 
the user’s request to change the type of bike. The user in each case had to restate this request twice. After 
the second time, the chatbot terminated the interaction and forwarded the user to the survey, meaning that 
the user was unable to change the rental as expected. We introduced this type of error because a total 
breakdown of the interaction and service would be unexpected and unacceptable. Furthermore, this type of 
error could not be overlooked by participants (e.g., a typing error may have gone unnoticed), and similar 
errors may arise in practice (Brandtzæg & Følstad, 2018; Zemčík, 2021). In this context, our participants 
should view the error as realistic and as violating their expectations. 

Except for the humanlike design of the chatbots and the occurrence of errors, all four chatbots were 
implemented identically, using the same interface and development platform (Google Dialogflow). They 
were also trained on the same data, enabling them to process input with different phrasings. They could 
extract, validate, and repeat parameters from the user input (e.g., repeating the date of the booking). 

Measures 

We used various constructs in our survey to evaluate the research model and hypotheses, including 
questions about perceived humanness (Gefen & Straub, 1997), confirmation of expectations (Bhattacherjee, 
2001), anger and frustration (based on Rajaobelina et al., 2022; Ribeiro & Prayag, 2019), and negative WoM 
(based on Hamilton et al., 2014; Reichheld, 2003). All related items were measured using a seven-point 
Likert-scale.  

Latent variable Mean SD Loading 
Perceived humanness (Cronbach’s α = .939, CR = .953, AVE = .804) 
I felt a sense of human contact with the chatbot. 2.575 1.730 .903 
I felt a sense of personalness with the chatbot. 1.989 1.402 .911 
I felt a sense of sociability with the chatbot. 2.793 1.814 .863 
I felt a sense of human warmth with the chatbot. 2.040 1.491 .922 
I felt a sense of human sensitivity with the chatbot. 1.948 1.319 .881 
Confirmation of expectations (Cronbach’s α = .896, CR = .927, AVE = .761) 
My experience with the chatbot was better than what I had expected. 3.638 1.974 .936 
The service provided by the chatbot was better than what I had expected. 3.569 1.960 .911 
Overall, most of my expectations from using the chatbot were confirmed. 4.282 1.727 .867 
The expectations I had from the chatbot were correct. 4.293 1.579 .766 
Anger and frustration (Cronbach’s α = .882, CR = .916, AVE = .732) 
During the chatbot interaction, I felt tense. 2.523 1.642 .832 
During the chatbot interaction, I felt frustrated. 3.339 2.121 .866 
During the chatbot interaction, I felt stressed. 2.552 1.642 .822 
During the chatbot interaction, I felt angry. 2.454 1.780 .901 
Negative WoM (Cronbach’s α = .793, CR = .880, AVE = .713) 
I would complain to friends or colleagues about the chatbot. 2.937 1.912 .917 
I would say (digital/in-person) negative things about this chatbot to 
others. 

2.839 1.875 .903 

I was dissatisfied with the overall interaction with the chatbot. 3.672 1.986 .695 

Table 1. Validation of Measures 

The survey also included questions about demographics (age, gender, and education), three attention 
checks, two manipulation checks to determine whether participants perceived the humanlike design 
(“extremely inhuman-like” to “extremely humanlike”, using a nine-point semantic differential scale) and 
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error (“The chatbot has made some errors”, using a seven-point Likert scale) as intended, and a realism 
check (“The scenario of the experiment was realistic”, using a seven-point Likert scale). Table 1 displays the 
measured constructs, their factor loadings, Cronbach's α, composite reliability (CR), mean, and standard 
deviation (SD). 

We used a threshold value of .60 for factor loadings (Gefen & Straub, 2005) and thus did not need to exclude 
any of the items from our analysis. Furthermore, all measures were reliable, with a CR greater than .70 
(Nunally, 1970) and a Cronbach's α greater than .70 (Cortina, 1993). Our convergent and discriminant 
validity analyses were also sufficient, as indicated by an average variance extracted (AVE) of at least .50 
(Hair et al., 2010), and the Fornell-Larcker criterion was satisfied (see Table 2) (Fornell & Larcker, 1981). 

 1 2 3 4 5 6 
1. Anger and frustration .856      
2. Error .367 n.a.     
3. Confirmation of expectations -.461 -.500 .872    
4. Humanlike design -.001 .012 .233 n.a.   
5. Perceived humanness -.217 -.155 .496 .406 .896  
6. Negative WoM .634 .469 -.700 -.076 -.326 .844 
n.a. = not applicable 

Table 2. Discriminant validity 

Results 

Before we tested our hypotheses, we carried out some validation checks using a two-way analysis of variance 
(ANOVA). The results of the manipulation check for humanlike design (F(1, 170) = 77.049, p <.001) and 
error (F(1, 170) = 121.967, p <.001) were significant. The results of one-sample t-tests for the realism check 
were significantly higher than four (middle of the scale) for all treatments (humanlike with error: t(46, 47) 
= 9.876, p < .001; humanlike without error: t(39, 40) = 6.230, p < .001); non-humanlike with error t(45, 
46) = 7.114, p < .001; non-humanlike without error: t(40, 41) = 4.569, p < .001)). In summary, our 
treatments were perceived as intended, and the scenario of the experiment was realistic. 

To test our hypotheses on the relationship between the humanlike design of a CA, its errors, perceived 
humanness, confirmation of expectations, anger and frustration, and negative WoM, we applied a partial 
least squares (PLS) variance analysis. This analysis was performed using Smart PLS 3.3.7, and we used a 
bootstrapping resampling method with 5,000 samples to determine the significance of the path coefficients, 
as suggested by Chinn (1998). We chose a structural equation model (SEM) with latent variables for our 
research design, as it accounts for measurement errors and the multidimensional nature of theoretical 
constructs (Bagozzi & Yi, 1988). The PLS estimator is advantageous in terms of restrictive assumptions, and 
is commonly used in experimental research (Fombelle et al., 2016). Figure 3 illustrates the results, including 
the path coefficients, R2 values, and significance levels. 

 
* p < 0.05, ** p < 0.01, *** p < 0.001 
n. s. = not significant 

Figure 3. Structural equation model (n = 174) 
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The use of a humanlike design for the CA was found to have a significant impact on perceived humanness 
(β = .406, p < .001), and the impact of implementing a CA with an error was also significant on anger and 
frustration (β = .342, p < .001) and confirmation of expectations (β = −.348, p < .001). Hypothesis H1 
involved the moderating effect of perceived humanness on the relation between error and anger and 
frustration, which was not found to be significant (β = −.010, p = .870), and H1 was therefore not supported. 
Similarly, the moderating effect of perceived humanness on the relation of error and confirmation of 
expectations also showed no significance (β = .064, p = .217), meaning that H2a was not supported. 
However, perceived humanness had a significant direct effect on confirmation of expectations (β = .394, p 
< .001), thus supporting H2b. Anger and frustration were found to have a significant impact on 
confirmation of expectations (β = −.249, p < .001), providing support for H2c. The next hypotheses were 
related to the influence of confirmation of expectations and anger and frustration on the outcome variable, 
negative WoM. Confirmation of expectation was found to significantly decrease negative WoM (β = −.511, 
p < .001), thereby supporting H3a. However, this relationship was not significantly moderated by perceived 
humanness (β = .055, p = .450), meaning that H3b was not supported. Furthermore, we found evidence 
for H4a based on a significant increase in negative WoM due to anger and frustration (β = .415, p < .001). 
However, this relationship was not significantly moderated by perceived humanness (β = .069, p = .336), 
and hence H4b was not supported. Following Cohen (1988), the value of R2 indicated a medium 
explanatory power for perceived humanness (R2 = .165) and anger and frustration (R2 = .161), and a large 
power for confirmation of expectations (R2 = .486) and negative WoM (R2 = .619). 

We then examined the impact of the control variables (age, gender (1: female, 0: other), and higher 
education (1: university degree, 0: no university degree)) on the outcome variable, negative WoM. All 
control variables were found to have no significant impact on negative WoM (age: β = .011, p = .828, gender: 
β = −.049, p = .333, education: β = .023, p = .618). Also, we examined the specific indirect paths from the 
two treatments on negative WoM. A significant specific indirect path was found for error via the effect of 
anger and frustration on negative WoM (β = .142, p < .001). The use of a humanlike design was found to 
have a significant impact via humanness and anger and frustration (β = −.028, p = .020) and humanness 
and confirmation of expectations (β = −.082, p = .001). Regarding the mediation of perceived humanness 
on negative WoM, the total effect was significant (β = −.279, p < .001) but the direct effect was not (β = .011, 
p = .879). The indirect effects via anger and frustration (β = −.068, p = .010) and confirmation of 
expectations (β = −.201, p < .001) were significant, meaning that the relationship was fully mediated. 
Finally, the effect of error on negative WoM was fully mediated by anger and frustration due to a significant 
total effect (β = .423, p < .001), a non-significant direct effect (β = .088, p = .182), and a significant indirect 
effect (β = .130, p < .001). 

Discussion 

Although companies aim to develop CAs that provide great service, they are unlikely to ever be perfect, as 
their performance is limited by the technology available and the skills of the developers (Ben Mimoun et 
al., 2012; Brandtzæg & Følstad, 2018). Furthermore, the everchanging nature of human interaction, with 
the introduction of new words and phrases (Christiansen & Kirby, 2003), poses a challenge in terms of the 
ability of CAs to process input (Seeger et al., 2021). Consequently, CAs are prone to producing errors, such 
as a failure to understand user inputs and respond accordingly (Diederich et al., 2021). In this context, it is 
paramount to understand the consequences of errors (Benner et al., 2021), as people are likely to speak to 
others about their experiences. This WoM is of great importance for companies, because it influences their 
customer base and related revenue (Buttle, 1998; Verhagen et al., 2013).  

In view of this, our study addresses how the use of a humanlike design and the resulting perception of 
humanness influence users’ intention towards negative WoM. We derive two theoretical pathways for how 
perceived humanness influences negative WoM: (i) via a cognitive pathway, and (ii) via an affective 
pathway. Our results reveal that perceived humanness acts through the cognitive pathway, i.e., via a direct 
effect on confirmation of expectations. Perceived humanness does not influence the affective pathway. Our 
results provide new insights into the effect of perceived humanness on users when a CA produces errors 
and constitute evidence that perceived humanness influences cognitive processes related to expectation 
confirmation, while not acting on the user’s anger and frustration. 
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Theoretical Implications and Future Research 

First and foremost, our results do not point to a moderating effect of perceived humanness on the effects of 
the occurrence of an error. This goes against our theorizing based on social response theory and the 
evidence from the literature. Specifically, our results indicate that a perception of humanness does not 
increase the effects of error on anger and frustration, which we theorized in view of the tendency in human-
to-human interactions whereby a perception of intention leads to greater anger and frustration (González-
Gómez et al., 2021). Similarly, the perception of humanness does not reduce the negative effect of errors on 
confirmation of expectations, which contradicts our assumption that the user subconsciously views the CA 
as a human who may make errors (i.e., to err is human and, therefore, to some degree, expected). Overall, 
our results provide new insights into the extent to which humans follow social thinking patterns and 
behavior when perceiving a CA to be humanlike. In view of this, we see future research regarding the 
perception of intentions and expectation of errors as promising. 

Secondly, the literature suggests that users may perceive some degree of intention behind an error made by 
a CA (Riquel, Brendel, Hildebrandt, Greve, & Dennis, 2021). In this context, we argue that our results 
indicate that understanding the attribution process of users is essential. Attribution theory states that errors 
can be attributed to either internal (to oneself, i.e., the user) or external causes (the CA or its developers). 
We propose that the participants in our study attributed the error either to themselves or to us, as the 
developers. Thus, perception of intention by the CA was unlikely, because the CA was not perceived as the 
cause of the error. Future research should therefore investigate when and how a CA’s humanlike design and 
the related perception of humanness lead to attribution of the error to the CA. One promising approach 
could be to investigate social cues that express accountability (e.g., “I am sorry for the error I caused”) or 
express some other constellation of responsibility (e.g., “I think we have to resolve our issue by…”).  

Thirdly, we expected the perception of humanness to lead users to expect some errors from the CA, as errors 
are part of human nature. However, this mindset was not triggered in our experiment. We believe that the 
different aspects of mind (Malle, 2019) may offer an explanation. Astington and Jenkins (1995) found that 
humans ascribe mind to other humans as well as to entities they perceive to be humanlike (e.g., animals or 
robots). In this context, mind has multiple components, such as agency, experience, moral and metal 
regulation, affect and reality interaction (Gray et al., 2007; Malle, 2019). For instance, agency involves 
planning, memory, and self-control, and we can expect this to play a role in users’ formation of expectations 
(i.e., expecting errors). Another critical aspect of perceived agency is perceived intelligence (Seeger & 
Heinzl, 2021), for which it has already been shown in the context of CA that it influences CA adoption 
intention (Pillai & Sivathanu, 2020) and brand engagement (McLean et al., 2021). Thus, future research 
could investigate the effect of humanlike CA design and errors on perceived intelligence and how this 
further acts as a mediator. Similarly, the type of error might also play a role. The error we implemented 
caused a total breakdown of the interaction, which may have led users to think of the CA as a broken 
machine. In contrast, an error that does not disrupt the interaction (e.g., failing to understand an input once 
and then continuing the interaction) might fit the “to err is human” schema. We would welcome future 
research to challenge our two potential explanations: either support or contradiction would significantly 
increase our current understanding of the perception of humanness and social responses by CA users in the 
context of errors. 

Furthermore, our results indicate that perceived humanness increases users’ confirmation of expectations. 
Our results are amongst the first to support this relationship. We theorized that users would report greater 
confirmation of their expectations as they simply enjoy social interaction (Levinson, 1995; Nass & Moon, 
2000) and/or because they have become accustomed to the presence of social cues (Seeger et al., 2018), 
and expect them when interacting with a new CA. Based on our results, future research could test whether 
one or both of these propositions are true, or whether a totally different explanation needs to be developed. 
Future research could investigate the user’s state of mind and expectations before an interaction with a CA, 
for instance by asking them if they expect the CA to have a human name and to greet them. Similarly, an 
exploration of the influence of the user’s experience with CAs could be of value. For example, Diederich et 
al. (2021) found that experience with CAs reduced the perception of humanness when an error occurred. 
This suggests that experience could drastically change the users’ perceptions and subsequent reaction to a 
CA. For instance, experienced CA users may be aware that CAs make errors (e.g., Amazon’s Alexa frequently 
failing to understand commands), leading to lowered expectations compared to users that are interacting 
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with a CA for the first time. This proposition should be explored in future work to deepen our understanding 
of how users process errors made by CAs. 

Lastly, we would like to highlight that not all errors made by CAs are the same: some are minor and might 
not be noticed by users (e.g., typing errors), while others are major (e.g., endangering the time, life, or 
money of users). For instance, Riquel, Brendel, Hildebrandt, Greve, and Dennis (2021) studied an error 
that endangered the incentive of participants (i.e., their chatbot behaved as if it did not understand that 
users wanted to continue to the survey and to receive their money afterwards). Taking a totally different 
approach, Brendel et al. (2020) implemented an error that resulted in a fictitious appointment for a tire 
change on Sunday, one hour before midnight; this did not represent a total service breakdown, but a service 
leading to an unintended outcome. In view of this, we suggest future research to gather and classify the 
different types of error that a CA can produce. In this way, research on the effects of errors can be clustered, 
and may reveal how the type of error changes the way in which users react to the CA.  

Practical Implications 

Our results indicate that a perception of humanness can mitigate the negative effects of errors. The 
occurrence of an error reduces users’ confirmation of expectations, whereas the perception of humanness 
increases it. We would therefore advise CA designers to add social cues to their design. However, in light of 
the results of other studies (e.g., Riquel, Brendel, Hildebrandt, Greve, & Dennis, 2021) showing that the 
perception of humanness can increase frustration caused by errors), we would also recommend a cautious 
approach when adding social cues. Depending on the context and the errors produced by a CA, the addition 
of social cues to increase the perception of humanness may be a double-edged sword. On the one hand, it 
can counteract some of the negative effects of specific errors (e.g., increasing confirmation of expectations), 
while on the other, it can lead to counterproductive outcomes for other errors (e.g., increasing frustration). 
Hence, our results must be interpreted with caution, despite their overall positive implications. 

Limitations 

This work is not free of limitations. Firstly, our study suffers from the limitations and drawbacks typical of 
experimental work, as our experiment traded realism for controllability. Although we did our best to 
provide a CA interaction that was similar to real-world examples, it had no real-world consequences for our 
participants, as interacting with the chatbot did not lead to an actual rental of an e-bike. Thereby, a chosen 
scenario is always a limitation and in future research the results should be replicated in a different context 
and setting (e.g., order cancellation or rebooking). Indeed, the scenario chosen could impact not finding 
support for some hypotheses. Furthermore, the use of a humanlike design constitutes a limitation, in the 
same way as for all studies of this nature, as there is a nearly endless supply of social cues that can be 
combined to design a CA. Despite our best efforts to mimic the designs used in other established studies, 
future research is needed to challenge our results by implementing different designs and/or deliberately 
changing the social cues available. Thirdly, as outlined in our discussion, there are many different errors 
that a CA can produce, and our results are limited by the error selected for the experiment. We implemented 
an error that was realistic, but other errors might lead to different results (e.g., a typing error (Bührke et al., 
2021)). Hence, replication of our results using different errors is required. Fourth, we combined frustration 
and anger in our measurements, as these are the main emotions we feel when goals are not achieved (Riquel, 
Brendel, Hildebrandt, Greve, & Dennis, 2021). Nevertheless, different emotions are at play and should 
subject to future research. Lastly, our sample of participants represents a limitation. The experiment was 
conducted in German, and we recruited our participants from a German-speaking population. Although we 
see few or no theoretical reasons why other samples or populations should give different results, testing our 
results with other populations (e.g., from other countries) could provide deeper insights into the role of user 
characteristics. In summary, our study provides evidence for the relationship between perceived 
humanness and users’ intention to complain about CA errors, but these results need further replication. 

Conclusion 

The perception of humanness of a CA has a strong influence on its users. However, when a CA produces 
errors, it is unclear how the perception of humanness interacts with the occurrence of an error in terms of 
users’ intention towards negative WoM. We theorized two main pathways by which perceived humanness 
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could influence intentions towards negative WoM: a cognitive pathway, and an affective pathway. We 
conducted an 2x2 online experiment in which we varied the use of a humanlike design and the occurrence 
of errors. The results revealed that perceived humanness influenced users’ intentions towards WoM via the 
cognitive pathway: perceived humanness increased users’ confirmation of expectations, which reduced 
their intentions towards negative WoM. Our study makes three main contributions. Firstly, we are amongst 
the first to investigate the relationship between perceived humanness and confirmation of expectations in 
the context of CA interactions. Secondly, we show that perceived humanness influences users’ cognition, 
and not their affect, when errors occur. Lastly, we show that implementing a humanlike design can be a 
double-edged sword in practice: although it can increase the confirmation of expectations, other studies of 
different types suggest that the perception of humanness may lead to negative outcomes (such as greater 
frustration). Thus, our results have significant implications for future research, and we suggest that 
practitioners should be very cautious when adding social cues to their CA designs. 
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