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Abstract 

Technological advancements in recent years have enabled the spread of automated 
decision-making (ADM) systems. Social scoring systems are a specific instance of ADM 
system, using behavioral scores to encourage pro-social behaviors. Building on a survey 
following an experimental study, we present two structural equation models to determine 
the impacts of different levels of transparency on the perceived legitimacy of scoring 
systems, as well as on people’s intention to comply with the system. The models are built 
on well-established theories highlighting procedural justice and outcome favorabilities as 
key determinating factors. Our results suggest that the determinants of perceived 
legitimacy are strongly shaped by the level of transparency. However, transparency 
elevates subjective privacy harms. Our findings add to the ongoing debate on the 
transparency of ADM systems, by identifying a trade-off between the elimination of 
outcome favorabilities in determining perceptions of legitimacy, and increased subjective 
privacy harms, weakening people’s intention to comply.  

Keywords: human factors, experiment, social scoring systems, procedural justice, 
legitimacy, subjective privacy harms, compliance with social scoring systems 

Introduction 

The developments in artificial intelligence have advanced the spread of automated decision-making (ADM) 
systems. These systems are mainly used for decision support, e.g., in hiring contexts (Li et al., 2021), or for 
assessing recidivism (Azeroual et al., 2020) and credit risks (Njuguna & Sowon, 2021). Social scoring 
systems are a specific kind of ADM system, which use behavioral data to calculate automated scores. 
Typically, social scoring systems try to achieve some form of behavioral change, as higher scores are 
associated with benefits to encourage certain types of behavior. Scholars refer to this practice as algorithmic 
regulation (O’Reilly, 2013; Yeung, 2018). For example, the large-scale Chinese Social Credit System 
purportedly aims to achieve a more trustworthy society (State Council, 2014); smaller scoring systems in 
Europe try to educate people on pro-environmental behaviors (Wolfangel, 2022). Hereby, the achievement 
of postulated goals is contingent on people’s voluntary use of the system, and their voluntary compliance 
with the propagated behaviors (Yeung, 2018). However, people's decision to comply with the regulatory 
guidelines issued by a system is generally determined by the viewpoints they hold; to these counts first, the 
extent to which people perceive the deployed procedures of a system as just (procedural justice), and 
second, the extent to which people perceive the outcome they receive under the system, i.e., their score, as 
favorable (outcome favorability). Thirdly, the extent to which people consider a system legitimate is key 
for enabling people to adopt certain behaviors (legitimacy) (Brockner, 2002; Thibaut & Walker, 1975; Tyler 
& Jackson, 2013). 
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Existent work has focused on the determinants of people’s trust in and the legitimacy of ADM systems 
(Araujo et al., 2020; Jacovi et al., 2021; Vereschak et al., 2021), as well as on people’s perceptions of fairness 
of these systems (Lee et al., 2019; Wang et al., 2020). However, research investigating people’s attitudes 
toward social scoring systems is scarce. With our work, we aim to explore the perceived legitimacy of scoring 
systems and people’s intention to comply with them, given different levels of transparency regarding the 
scoring mechanism. The present paper focuses on a survey that followed an experimental study. The 
experiment investigated people’s fairness-related behaviors in small-scale communities of strangers, to 
which an institutional scoring system was introduced, aiming at educating people to fair behaviors. The 
scoring treatments differed in the level of transparency given about the scoring mechanism. We present two 
structural equation models (SEM) to identify the determinants of the perceived legitimacy of social scoring 
systems, as well as people’s intention to comply with the systems. The models are inspired by procedural 
justice theory (Thibaut & Walker, 1975), and the literature on the legitimacy of governance institutions 
(Mazerolle et al., 2013; Tyler & Jackson, 2013), as well as of ADM systems (K. de Fine Licht & de Fine Licht, 
2020; Waldman & Martin, 2022). The models rely on three core perceptional variables: legitimacy, 
procedural justice, and outcome favorability. We further explore how the subjective privacy harms that are 
caused by the practices of digital scoring systems, which rely on a large-scale behavioral data collection, 
influence people’s perceptions of social scoring systems, as well as their intention to comply. While the 
impacts of providing transparency on people’s perceptions and intention to comply are tested under a 
confirmatory approach, our research specifically addresses two questions. First, how do subjective privacy 
harms influence people’s perceptions of social scoring systems, as well as people’s willingness to comply 
with the system? Second, how does transparency alter the impact of subjective privacy harms on people’s 
perceptions of social scoring systems, as well as on people’s intention to comply? Therefore, the scope of 
the present study is to investigate a system-level property, namely the impact of transparency on people’s 
perceptions and compliance intentions. In addition, we use an experimental approach to study people’s 
experiences with a social scoring system trying to incentivize one specific kind of behavior, namely fairness. 

Our results suggest that procedurally just mechanisms are key for determining the perceived legitimacy of 
social scoring systems, as well as people’s intention to comply, irrespective of outcome favorabilities. 
Procedurally unjust mechanisms, in contrast, increase the importance of outcome favorability in 
determining perceived legitimacy and the intention to comply, which is also referred to as outcome 
favorability bias (Wang et al., 2020). Importantly, whether scoring mechanisms are perceived as just is 
determined by the level of transparency. While related work proposes to incorporate a measure of “outcome 
favorability bias” into models assessing perceptions of ADM systems (Wang et al., 2020), our work suggests 
that the bias may be eliminated by increased levels of transparency. Yet, subjective privacy harms make a 
difference. They decrease people’s satisfaction with their experience under a scoring system, and weaken 
people’s intention to behave in line with the propagated behaviors. Surprisingly, these negative effects are 
only observed under a transparent mechanism. These results add another viewpoint to the ongoing debate 
about the “right” level of transparency in modern ADM systems (Ananny & Crawford, 2018; Burrell, 2016), 
by suggesting an interdependency between privacy and transparency in determining perceptions. 

The remainder of the article is structured as follows: we first provide background about social scoring 
systems and procedural justice theory. Subsequently, we establish a formal research model of the 
determinants of legitimacy of social scoring systems, as well as people’s intention to comply. The method 
section describes the scoring experiment and introduces the method of structural equation modeling. 
Subsequently, we present the results. Lastly, we discuss the implications of our results and conclude. 

Background  

Social Scoring Systems for Behavioral Regulation 

Social scoring systems are applied across the globe and with different scales. A central characteristic of 
scoring systems is the use of behavioral scores to incentivize certain types of behaviors (Yeung, 2018). To 
these count pro-environmental (Wolfangel, 2022), or pro-social behaviors, such as showing increased 
trustworthiness (State Council, 2014). Many scholars attribute a great potential to social scoring systems in 
addressing society-wide problems (Cristianini & Scantamburlo, 2020; O’Reilly, 2013). Related research has 
shown that people are generally “not blind to the potential benefits of ADM” (Araujo et al., 2020). However, 
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people tend to voluntarily comply with desired behaviors only if they view a system as legitimate (Lind & 
Earley, 1991; Lind & Tyler, 1988). Yet, social scoring systems inherently raise ethical considerations, casting 
doubt about their legitimacy. These systems are commonly described as “black boxes”, which obscure 
decision-making principles. Further concerns are given by their potential disparate impact on 
disadvantaged groups of people, and their privacy-invading character (Citron & Pasquale, 2014; Zarsky, 
2015). The critiques that have been raised on a conceptual level imply that once social scoring systems are 
characterized by opacity, invade people’s privacy, or lead to a disadvantageous treatment of certain groups 
of people, people’s views regarding the legitimacy of these systems may be negatively affected. Additionally, 
people’s willingness to voluntarily use the system and comply with the desired behaviors may decrease. 

Behavioral research regarding the relationship between specific properties of social scoring systems and 
people’s perceptions of the system is scarce. However, since scoring systems are social systems, research 
regarding the factors that determine their use and perceived legitimacy is necessary to deepen our 
understanding of their potential benefits and harms (Ehsan et al., 2021). A widely discussed factor 
impacting people’s perceptions of ADM systems is the level of transparency provided about their 
functioning (Ananny & Crawford, 2018; Burrell, 2016; Ehsan et al., 2021). One specific form of transparency 
is process transparency, which refers to the transparency level regarding how an evaluation model works 
(Drozdal et al., 2020). For example, giving people explanations about an algorithm constitutes a kind of 
process transparency. Understanding how a system works increases the interpretability of the system’s 
mechanism, and helps people judge whether the system behaves in a way that is consistent with its 
purported motives (Rader et al., 2018). Transparency is closely related to perceptions of privacy, as 
transparency may lead people to develop an increased consciousness about the value of their data (Büchi et 
al., 2023). As such, transparency possibly contributes to fostering individuals’ recognition of the level of 
privacy invasion that is associated with the data collection practices of ADM systems. In the context of our 
research, these observations suggest that higher privacy awareness, induced by increased transparency 
concerning the working principles of social scoring systems, may impact people’s viewpoints of the system.   

Procedural Justice Theory 

Procedural justice theory (Thibaut & Walker, 1975) is concerned with people’s assessments of and 
behavioral responses to governance institutions and authorities, such as courts or the police. Often, these 
authorities seek to ensure compliant or cooperative behaviors (Tyler & Jackson, 2013). Being subject to the 
decision-making of an authority, people typically receive a decision, which is referred to as their outcome. 
A key facet of procedural justice theory is to separate people’s perception of the process leading to a certain 
outcome from people’s subjective evaluation of the outcome, i.e., the so-called outcome favorability 
(Brockner & Wiesenfeld, 1996). A second key focus of the theory is to determine how reactions to a decision-
making organ are shaped by perceptions of procedural justice. To these reactions count perceptions of 
legitimacy (Suchman, 1995),  and people’s intention to comply with the authority (Lind & Tyler, 1988). 
Procedural justice theory provides a suitable basis for analyzing people’s perceptions of social scoring 
systems, because governance institutions and social scoring systems have similar objectives. First, both 
social scoring systems and governance institutions seek to incentivize certain types of behaviors. Second, 
they both render judgments about individuals based on their behaviors. Building on procedural justice 
theory, we aim to investigate the impact of different levels of process transparency on people’s perceptions 
of social scoring systems. To these perceptions count people’s perceived favorability of their experience with 
the system, perceptions of legitimacy, procedural justice, and subjective privacy harms. In addition, we 
examine the relationship between people’s perceptions and their intention to comply with the system. In 
the following, we describe the perceptional variables and establish a formal research model. 

Related Work and Research Hypotheses 

For the purpose of ensuring a functioning society, governance institutions often pursue the establishment 
of a set of rules and laws (Hardin, 1993; Letki, 2006). People’s compliance with these rules is key to 
accomplishing this goal. However, compliance with an institution is contingent on its legitimate status: only 
those who perceive an institution as legitimate tend to comply (Lind & Earley, 1991; Tyler, 2006b). 
Perceptions of legitimacy are determined by another set of factors, including the assessment of whether the 
deployed procedures are just and people’s subjective favorability of a certain encounter with the institution 
(Mazerolle et al., 2013; Tyler & Jackson, 2013). In this section, we apply the rationales relating to the 
perceived legitimacy of institutional governance systems to the context of ADM systems. However, in 
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today’s digital age, people’s willingness to adopt certain behaviors postulated by ADM systems may be 
sensitive to factors that arise uniquely due to the automated and data-driven character of decision-making 
processes. As ADM systems rely on a large-scale collection of behavioral data, people’s subjective privacy 
harms may play a decisive role in determining perceptions or compliance intentions (Araujo et al., 2020; 
Thurman et al., 2019). In the following, we outline these factors and develop our hypotheses accordingly. 

Perceived Procedural Justice and Perceived Legitimacy 

Procedural justice refers to the perceived fairness of decision-making processes that lead to a certain 
outcome (Thibaut & Walker, 1975). Commonly, different elements determine the broad concept of 
procedural justice, including citizen participation, fairness and neutrality, dignity and respect, and 
benevolent motives of an authority (Alessandro et al., 2021; Brockner, 2002; Mazerolle et al., 2013; Tyler 
& Fagan, 2006, 2006).  

The legitimacy of systems generally refers to the viewpoint that the actions of a system that operates in a 
society, which is characterized by specific values and norms, are appropriate (Suchman, 1995). However, 
legitimacy is a multifaceted construct; a central characteristic of popular legitimacy is the elicitation of a 
subjective need to contribute to the achievement of the desired goals of a system (Sunshine & Tyler, 2003). 
Further, legitimacy refers to the general view that the actions and decisions of a system are normatively 
aligned with people’s own moral codes. Lastly, the legitimacy of a system is often referred to as people’s 
trust in decision-making organs (Tyler & Jackson, 2013). In social psychology, a core finding of the 
literature on procedural justice is that authorities and institutions are more likely to be viewed as legitimate, 
once they exercise their power in a procedurally just manner (Tyler, 2006b, 2006a). Building on this central 
finding, we establish the following hypothesis: 

H1: Procedural justice directly and positively influences the perceived legitimacy of a social scoring 
system. 

According to the group value model of procedural justice (Lind & Tyler, 1988), central elements governing 
people’s perceptions and behaviors are the procedures deployed by an authority. These procedures 
determine people’s judgments of legitimacy, which, in turn, are important determinants of compliance with 
the authority. Therefore, to the extent that group procedures are perceived as just, legitimate judgments of 
the authority and compliance with it tend to increase (Lind & Earley, 1991). Both the suggestions of the 
group value model, as well as empirical findings (Moorman et al., 1998; Tyler, 2006b; Tyler & Fagan, 2006) 
propose that procedural justice is related to compliance intentions over the mediating variable perceived 
legitimacy. In the context of our study, these findings imply that perceptions of legitimacy directly and 
positively influence people’s willingness to comply (Dickson et al., 2022). In addition, perceptions of 
legitimacy carry over the positive effects of procedural justice on the intention to comply. As a result, we 
hypothesize: 

H2a: Legitimacy mediates the positive effect of procedural justice on the intention to comply with a social 
scoring system. 

H2b: Legitimacy directly and positively influences the intention to comply with a social scoring system. 

Outcome Favorability 

Outcome favorability measures people’s satisfaction with a specific outcome; hereby, “outcome” can refer 
to an (automated) decision (Martin & Waldman, 2022; Wang et al., 2020), or to a specific experience with 
a system (Mazerolle et al., 2013; Tyler & Fagan, 2006). The extent to which a person perceives an outcome 
as favorable is important for understanding how that person evaluates the decision-making organ; people 
who have a favorable experience are more likely to evaluate a system, or an algorithmic decision as 
procedurally just (Ambrose & Kulik, 1989; Wang et al., 2020). In these cases, they are also more likely to 
consider a decision-making organ legitimate (Kostka, 2019; Martin & Waldman, 2022). In the context of 
ADM systems, this observation is also referred to as outcome favorability bias (Wang et al., 2020). We can 
thus expect a direct and positive path from outcome favorability to perceptions of procedural justice. In 
addition, we expect that outcome favorability impacts perceptions of legitimacy both directly (Kostka, 2019; 
Waldman & Martin, 2022), as well as indirectly over the mediating variable procedural justice (Brockner, 
2002). Importantly, the strength of these links likely depends on the level of perceived procedural justice. 
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In the context of social scoring systems, in turn, perceptions of procedural justice may be impacted by the 
level of transparency, as outlined in the following subsection. 

Providing Transparency in Scoring Systems 

Many scholars argue that at first glance, it is intuitive to prefer transparent over non-transparent processes 
(Waldman & Martin, 2022), as transparency should, in principle, enhance the legitimacy of ADM systems 
(K. de Fine Licht & de Fine Licht, 2020; Tiarks, 2021). Algorithmic opacity makes it difficult to interrogate 
ADM systems and decreases the extent to which these systems can be held accountable (Colaner, 2022; 
Innerarity, 2021). However, full transparency can also undermine trust in decision-making organs (J. de 
Fine Licht et al., 2014; Grimmelikhuijsen, 2012); people might be disillusioned when they are confronted 
with the decision-making principles if these do not align with their imagination of fair decision-making 
procedures (K. de Fine Licht & de Fine Licht, 2020). Alternatively, providing transparency about underlying 
processes may lead people to discover subjective injustices (Kizilcec, 2016; Lee et al., 2019). 

We hypothesize first, that transparency in social scoring systems increases perceptions of procedural justice 
as compared to cases in which decision-making principles are obscure. On the one hand, several studies 
conceptualize transparency as a sub-element of procedural justice (Lee et al., 2019; Tyler & Jackson, 2013). 
On the other hand, transparency delivers both an increased understanding of the evaluation mechanisms 
(standard of clarity), as well as an increased knowledge about which behavior is necessary to improve the 
score (outcome transparency). In addition, we expect that transparency enhances different aspects of 
perceived legitimacy, as it predicts people’s trust in, for example, state organs (Alessandro et al., 2021) or 
decision-making systems (Kizilcec, 2016). In addition, a successful manipulation of procedural justice, 
possibly through providing more transparency, can lead to higher perceptions of legitimacy (Mazerolle et 
al., 2013). Reversely, removing transparency might lead people to question the accuracy of the evaluation 
method, and increased insecurity about whether the evaluation mechanism is accurate decreases the 
legitimacy of the system (Waldman & Martin, 2022). Therefore, we hypothesize: 

H3: Transparency increases perceptions of procedural justice. 

H4: Transparency increases perceptions of legitimacy. 

As higher levels of transparency are expected to lead to an increase in procedural justice, we hypothesize 
that the relationship between the core perceptional variables – favorability, procedural justice, and 
legitimacy – is affected. Research has shown that the importance of outcome favorability in explaining 
perceptions of procedural justice and legitimacy decreases in situations in which deployed mechanisms are 
perceived as procedurally just (Brockner, 2002; Tyler & Fagan, 2006). That is, the stronger perceptions of 
procedural justice, the weaker the impact of outcome favorability on both the perceived legitimacy of a 
system, as well as on perceptions of procedural justice. In the context of scoring systems, these observations 
imply that people who are subjectively “disfavored” from the system may still perceive the system as 
legitimate, provided they evaluate the deployed mechanisms as procedurally just. In such instances, even 
these subjectively “disfavored” individuals might decide to comply with the system (Tyler, 1994). The 
increased perception of procedural justice in a transparent system likely undermines the importance of 
outcome favorability in explaining perceptions of legitimacy. That is, perceived legitimacy is not influenced 
by or dependent on a favorable experience with the system, once the evaluation mechanism of the system 
is made transparent. Further, the increased perception of procedural justice in a transparent system is 
expected to weaken the direct impact of favorability on perceptions of procedural justice. Lastly, we expect 
that the positive direct path from outcome favorability to procedural justice only exists once a scoring 
system is opaque, as perceptions of procedural justice are expected to be lower than under a transparent 
system. Therefore, we hypothesize: 

H5a: Outcome favorability positively and indirectly influences perceptions of legitimacy over the 
mediating variable procedural justice only under a non-transparent scoring system. 

H5b: Outcome favorability positively and directly influences perceptions of legitimacy only under a non-
transparent scoring system. 

H5c: Outcome favorability positively and directly influences perceptions of procedural justice only under 
a non-transparent scoring system. 
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Subjective Privacy Harms 

Subjective privacy harms stem from the unwanted state of being observed, to which “unwelcome mental 
states” are attached (Calo, 2011). Subjective privacy harms may negatively impact people’s willingness to 
adopt the behaviors that are desired by a system; related research has shown that an unwanted feeling of 
being monitored may crowd out any compliance behaviors that are above the expectations voiced by an 
authority (Niehoff & Moorman, 1993). Thus, in case an ADM system makes people feel observed we expect 
that the intention to comply is negatively and directly affected. In the digital age, algorithmic decision-
making usually relies on an automated and large-scale collection of behavioral data. Therefore, concerns 
about data collection and processing likely also impact people’s perceptions of ADM systems (Araujo et al., 
2020); the perception of being involuntarily watched may constitute a significant privacy threat to 
individuals (Ohm, 2010), which might be negatively associated with the perceived justice of the procedures 
deployed by ADM systems (Araujo et al., 2020; Thurman et al., 2019). Therefore, we hypothesize:  

H6a: If people feel surveilled, their intention to comply is directly and negatively impacted. 

H6b: If people feel surveilled, perceptions of procedural justice are directly and negatively impacted. 

The hypothesized model is illustrated in Figure 1. In the following, the scoring experiment and the survey 
are described. Subsequently, we present the analytical method to test our research model. 

 

Figure 1. Proposed structural model 

Method 

Social Scoring Experiment 

The social scoring experiment investigated people’s behaviors and perceptions of an institutionalized 
intervention system, aiming at educating people on fair behaviors. The experiment was conducted in the 
ExperimenTUM lab of the Technical University of Munich in August and October 2022. The analysis 
contains data from 148 participants, most of whom were university students. 59.5% of the participants were 
aged between 17 and 24, 34.5% were aged between 25 and 30, and 4.1% were older than 30. 48.0% of the 
participants were female, 52.0% male. 57.4% were of White-Caucasian, 27.0% were of Asian-Pacific, and 
4.7% of Hispanic origin. 4.7% indicated to be multiracial, and 6.1% did not reveal their ethnicity. 

The experiment resembled a community game of trust (Duffy et al., 2013). A trust game was used building 
on the premise that trustworthiness is an instance of pro-social behavior (Letki 2006), mimicking people’s 
fairness-related behavior towards each other. With this approach, we aimed at exemplarily replicating 
people’s experiences of an ADM system, trying to educate people to a specific type of behavioral change, 
i.e., to more trustworthy and thus fairer behaviors. The experiment was conducted in three variants 
(between-subject design), which differed in the mechanism used to incentivize participants to fair 
behaviors. At the beginning of the experiment, participants were randomly matched to anonymous 
communities consisting of four people. In each community, the participants interacted with each other for 
an indefinite number of rounds. In each round, the four community members were randomly matched to 
pairs of two and interacted with each other in a trust game (Berg et al., 1995). A trust game is a sequential 
economic game between a so-called first-mover (trustor) and a second-mover (trustee). At the beginning of 
each interaction, the roles (first and second mover) are determined randomly. Both the first and second 
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movers receive a monetary amount (also called endowment); in our case 10 monetary units (MUs). The 
first mover decides how much to send to the second mover. The amount sent is multiplied before the second 
mover receives it. In the present study, the amount sent was doubled. Then, the second mover decides how 
much of the amount received to send back. As such, the first mover’s decision is a measure of trust. The 
second movers’ decision is a measure of trustworthiness. After all participants of a community had finished 
their interactions in one round, a die was rolled to determine whether the experiment continued to another 
round. The continuation chance amounted to 95%. The participants were remunerated based on the MUs 
collected during the experiment. An overview of the session characteristics is given in Table 1.  

 transparent non-transparent baseline 

Number of participants 51 50 47 

Number of sessions 4 4 4 

Number of participants per session 13.75 (9.11) 15 (7.26) 12.5 (8.35) 

Number of rounds 16.75 (2.75) 22 (9.35)  21.5 (3.42) 

Remuneration in Euro 11.65 (1.84) 16.80 (5.93)  14.37 (3.34) 

Duration in minutes 37.0 (8.8) 46.7 (15.3)  31.0 (7.2) 

Table 1. Mean values and standard deviations (in brackets) of the sessions. 

 

In each community, an institutional intervention system was introduced, which tried to incentivize 
participants to trustworthy (fair) behaviors. Fairness meant that the payoffs between the first and second 
mover from one interaction were equal (fairness principle). For example, if the first mover sent 10 MUs, the 
second mover received 20 MUs. With the initial endowment of 10 MUs, the second mover disposed of 30 
MUs. Fair behavior meant that the second mover should send back 15 MUs. Participants were educated 
about the fairness principle at the beginning of the experiment. We conducted three treatments, one 
baseline intervention, and two scoring interventions. In the two scoring interventions, the institutional 
intervention used a scoring mechanism, which evaluated each person’s fairness behaviors over the course 
of the experiment to a so-called standing. The standing ranged from A to E, based on a numerical score 
between 1000 and 0, where A was the highest, and E was the lowest standing. The two scoring treatments 
differed in terms of the transparency provided to participants regarding the scoring mechanism. Everyone 
started with a standing of A, and a score of 1000. If people did not behave fairly, the score was reduced 
proportionally to the transgression against the fairness principle. Thereby, the stronger the transgression, 
the more points were subtracted. The trustees’ standings were updated after each interaction. If the score 
fell under 985 (970, 955, 940), the standing was downgraded to B (C, D, E), respectively. In case the 
subtraction led to a downgrade of the trustee’s standing, the participant was informed about the downgrade 
and reminded to respect the fairness principle. Once it was reduced, the score could not be elevated again. 
The institution made it possible for the trustors, but not for the trustees, to request the standing of their 
interaction partners before deciding how much to send. As the standing informed about the interaction 
partner’s past trustworthiness, the first mover could make an informed trust decision. 

In the transparent treatment, people received information about the underlying ranges and an update about 
their score and standing in each round. In the non-transparent intervention, people knew their standing. 
They were not informed about their score nor about the subtraction mechanism. As a reference, a baseline 
treatment with a “normative” institutional system was run. Here, the standings were calculated in the 
background. In case the hypothetical standing was downgraded, the institution reminded the impacted 
participant to treat each other in a fair manner. Thus, the timing of the intervention was the same in all 
treatments. 

Post-Experimental Survey 

After the experiment, a survey was administered to collect people’s perceptions and their intention to 
comply with the institutional system. All items, except for the intention to comply, were asked on a 5-point 
Likert scale. People’s intention to comply was measured through a hypothetical scenario. Participants 
should suppose that they had to play the experiment again and under the same conditions. They were asked 
how much they would send back as a second mover if, in the first round of the experiment, they received 20 
MUs from the first mover. The amount stated is an indicator of their intention to comply. 
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The survey measured outcome favorability via the extent to which participants liked their experience with 
the institution (f1)1, and to which they liked how they were treated by others (f2). Two more questions were 
addressed, one relating to whether the presence of the institution was perceived as favorable (f3), and one 
asking how favorable the outcome (i.e., their final standing) was to the participants (f4). The scale for 
perceived legitimacy was measured via the extent to which the goals of the institution were normatively 
aligned with participants’ viewpoints (na1, na2), over participants’ perceived obligation to behave in line 
with the postulated behavior (ob1), and their perceived trust in the institution (tr1) (Jackson et al., 2023). 

Perceived procedural justice was measured through the dignity and respect people felt they received (one 
question, d1) (Tyler & Jackson, 2013), and perceived benevolence (three questions) (Alessandro et al., 
2021). The latter investigated whether people thought the institution acted in favor of the community (b1), 
whether the decisions were good for the community (b2), and whether the institution did what was 
necessary to help the community achieve fairness (b3). We asked further questions to assess the clarity of 
the standards (c1), which refers to how well people understand the rules used by a decision-maker to make 
decisions (Lee et al., 2019). We further evaluated whether participants felt capable of influencing the 
process of the institutional evaluation, both generally (pc1), and also such that they were satisfied with the 
outcome, i.e. their standing (pc2) (Lee et al., 2019). Lastly, outcome transparency was measured by asking 
people about their general fairness perceptions of the institutional evaluation mechanism (t1) and whether 
they knew how their behavior would impact their standing (t2) (Lee et al., 2019). Lastly, drawing on Calo’s 
definition of subjective privacy harm, as “individual ... perception of unwanted observation” (Calo, 2011) 
we asked participants to which degree they felt controlled by the institution (ctr1). An overview of the 
constructs and scales is given in Table 5 in the online Appendix. The experiment and the survey were coded 
in oTree (Chen et al., 2016), which is a standard software for economic experiments. Our institution does 
not require ethics approval for experimental and questionnaire-based studies. We followed standard 
practices for ethical research, e.g., presenting detailed study procedures, obtaining consent, collecting 
anonymized data, and allowing participants to leave at any time. We added an attention check, and excluded 
those who did not pass the check (8 participants).  

Structural Equation Modeling 

Building on our theoretical review and empirical findings of prior studies, we evaluate our proposed 
research model, using multi-group structural equation modeling. In a structural equation model (SEM) a 
measurement model and a path model are estimated. The measurement model determines the factor 
loadings of the observed (or manifest) variables on the latent variables. In our research, the latent variables 
are perceived procedural justice, perceived legitimacy, and perceived outcome favorability. In the path 
model, the structural relationships between the latent variables are computed. It is also possible to include 
observed variables as predictors or outcomes in a path model (Mazerolle et al., 2013). Multi-group 
structural equation models allow for analyzing multi-group data. Here, a measurement model and path 
model are estimated separately for each group. In our case, the grouping variable is the experimental 
treatment. With regard to the measurement model, a prerequisite for drawing meaningful comparisons 
from a multi-group approach is some form of measurement invariance (Widaman, 1987). Configural 
invariance suggests that only the number of latent variables and their loading patterns are equal across 
groups. Weak invariance suggests that the factor loadings of the manifest on the latent variables are equal 
across groups. Strong invariance suggests that both the factor loadings and the intercepts are equal across 
groups (Kline, 2016). As for the path model, multi-group structural equation modeling allows to investigate 
whether specific paths of the hypothesized structural model differ across groups. Hereby, several models 
with different restriction criteria are specified. Models in which a path is assumed to be invariant across 
groups are more restricted than those in which a path is assumed to differ across groups. Comparing the 
model fits of less restricted models to that of more restricted ones, the best-fitting structural multi-group 
model can be determined. As such, multi-group structural equation modeling constitutes a suitable 
approach to evaluate our structural model, as well as the impact of different transparency levels. It is 
important to note that structural models show a hypothesized structural relationship between latent and 
manifest variables. SEM cannot be used to establish causality between these variables (Bullock et al., 1994). 

 
1 The abbreviations indicate the identifiers of the survey questions listed in Table 5 in the online Appendix 

(https://www.cs.cit.tum.de/fileadmin/w00cfj/ct/papers/2023_ICIS_Appendix.pdf). 

https://www.cs.cit.tum.de/fileadmin/w00cfj/ct/papers/2023_ICIS_Appendix.pdf
https://www.cs.cit.tum.de/fileadmin/w00cfj/ct/papers/2023_ICIS_Appendix.pdf
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In the next section, two structural equation models are presented. The first model assesses all three 
interventions, namely the baseline, the non-transparent, and the transparent treatment. This allows us to 
compare people’s perceptions of a scoring mechanism with their attitudes toward a normative intervention 
system. Here, we assess the structural paths between perceived legitimacy, procedural justice, and outcome 
favorability, as well as people’s intentions to comply. The second SEM assesses the scoring interventions 
only. In the scoring treatments, people were asked a larger set of questions. Therefore, the second model 
allows for elaborating on the impact of transparency in greater detail. Here, we extend the model to 
investigate the impact of subjective privacy harms on people’s perceptions and their willingness to comply. 
Both models were built following a stepwise approach; first, a measurement model between the three core 
latent variables Procedural Justice, Favorability, and Legitimacy was established. Hereby, all manifest 
variables that showed large cross-loadings, high residual error correlations, or low loadings on latent 
variables were removed, and the measurement model was re-specified accordingly (Kline, 2016). Second, a 
structural model was built to examine the relationships between these three core latent variables. Hereby, 
the model fit was iteratively improved, by comparing the goodness of fit of models with different restriction 
assumptions, using likelihood-ratio tests (LRT). Third, following the conceptual discussion in the previous 
section, further variables were included: in the first model, people’s intention to comply (variable 
Compliance) was included. In the second model comprising only the scoring treatments, both people’s 
intention to comply, as well as their subjective privacy harms (variable Subjective Privacy Harms) were 
included. As such, we can determine first, how subjective privacy harms impact people’s perceptions as well 
as people’s intention to comply (RQ1). Second, we can evaluate whether transparency moderates the 
influence of subjective privacy harms in explaining perceptions and compliance intentions (RQ2). We used 
the lavaan program in R (Rosseel, 2012). All estimations were done using the maximum-likelihood method 
(MLM) estimator, yielding robust standard errors. 

Results 

Model 1 – Reduced Model  

Procedural Justice was measured in a 3-item-1-factor model, including participants’ perceived benevolence 
(b1, b3) and received dignity (d1). Favorability was measured in a 3-item-1-factor model using two 
favorability questions (f1, f2), and allowing the dignity question (d1) to cross-load. Legitimacy was 
constructed over the items “normative alignment” (na1, na2), and “obligation to obey” (ob1). To determine 
the path model, we tested the core model as indicated by the blue variables in Figure 1. Weak measurement 
invariance was given. We found that the best-fitting structural model contained no path from Favorability 
to Legitimacy. The impact of Procedural Justice  on Legitimacy was invariant and significant across groups. 
In contrast, the path from Favorability to Procedural Justice  varied across groups; a significant impact was 
found in the baseline and non-transparent intervention, but no significant impact was found in the 
transparent intervention. Including Compliance as a manifest variable, we found a significant impact from 
Legitimacy to Compliance, which was invariant across groups. The model fit the data acceptably (CFI=1.00, 
robust RMSEA=0.00, SRMR=0.08, 𝜒2=502.533, df=84, p=<0.001) (Hu & Bentler, 1999). The effects are 
shown in Table 2. The LRT statistics are shown in Table 6 in the online Appendix. 

Results for Model 1 – Reduced Model  

We expected that perceiving institutional mechanisms as procedurally just is key for making people 
consider an institution legitimate (H1). Our model confirmed this relationship; in all treatments, perceived 
legitimacy was enhanced once the applied procedures were considered just. We further expected that 
perceptions of legitimacy are key to enhancing a willingness to comply (H2b). Moreover, perceptions of 
legitimacy were expected to carry over perceptions of justice to the willingness to comply (H2a). In all 
treatments, compliance was directly and positively influenced by perceptions of legitimacy, suggesting that 
a legitimate status, regardless of which kind of system, is important for evoking an intention to comply. The 
importance of a legitimate status for making people willing to comply is further emphasized by the 
mediating role of legitimacy; in all treatments, perceived legitimacy mediated the positive effects of 
perceived procedural justice on compliance intentions. Thus, both H2a and H2b are confirmed. 

We expected that under a non-transparent scoring system, outcome favorability would contribute to 
making people perceive the system as just (H5c). In addition, we hypothesized that under a non-transparent 
scoring system, outcome favorability would explain perceptions of legitimacy, both directly (H5b), as well 

https://www.cs.cit.tum.de/fileadmin/w00cfj/ct/papers/2023_ICIS_Appendix.pdf


 Perceived Legitimacy of Social Scoring Systems 
  

 Forty-Fourth International Conference on Information Systems, Hyderabad 2023
 10 

as indirectly (H5a). We referred to this as outcome favorability bias, as these effects are expected to be 
absent once transparency is introduced. Our model suggests that under a non-transparent scoring 
mechanism, a favorable outcome is a prerequisite for people to perceive the institutional operating 
principles as just. Against our expectations in H5b, we did not find a direct impact from outcome 
favorability to perceptions of legitimacy in the non-transparent system. However, in the non-transparent 
treatment, outcome favorability impacted perceived legitimacy in an indirect way over the mediating 
variable Procedural Justice; perceptions of procedural justice carried over the effect from a favorable 
experimental outcome to a high perception of perceived legitimacy. Once the scoring mechanism was made 
transparent, in contrast, the importance of favorable outcomes in explaining procedural justice and 
perceived legitimacy disappeared. As such, our model provides support for H5a and H5c. Our model further 
revealed that in the non-transparent scoring intervention, outcome favorability was important for indirectly 
explaining people’s intention to comply. Those who received a favorable outcome were slightly more likely 
to intend to comply. Again, this effect is absent once the mechanism is made transparent. Interestingly, the 
importance of outcome favorability for explaining perceptions and the willingness to comply, which are 
only present under a non-transparent scoring system, also occur under a merely normative intervention 
system (Table 2). As such, we can determine that making a scoring mechanism transparent eliminates the 
outcome favorability bias (Wang et al., 2020) that is present under an opaque scoring system or a normative 
intervention system. 

Baseline Criterion DE IE SE CI-low CI-high p-value 

Favorability PJ 
Legitimacy 
Compliance 

0.83***  
0.76*** 
0.21* 

0.05 
0.08 
0.08 

0.74 
0.60 
0.06 

0.93 
0.92 
0.37 

0.00 
0.00 
0.01 

PJ Legitimacy 
Compliance 

0.71***  
0.26* 

0.09 
0.10 

0.53 
0.06 

0.90 
0.46 

0.00 
0.01 

Legitimacy  Compliance 0.23***  0.08 0.07 0.39 0.00 

Non-Transparent        

Favorability  PJ 
Legitimacy 
Compliance 

0.77***  
0.70** 
0.20* 

0.10 
0.11 
0.08 

0.58 
0.49 
0.04 

0.96 
0.92 
0.36 

0.00 
0.00 
0.02 

PJ  Legitimacy 
Compliance 

0.91***  
0.26* 

0.09 
0.10 

0.75 
0.06 

1.08 
0.46 

0.00 
0.01 

Legitimacy  Compliance 0.28***  0.10 0.09 0.48 0.00 

Transparent        

Favorability  PJ 
Legitimacy 
Compliance 

0.26  
0.24 
0.07 

0.18 
0.16 
0.06 

-0.08 
-0.08 
-0.04 

0.61 
0.56 
0.18 

0.14 
0.14 
0.23 

PJ   Legitimacy 
Compliance 

0.86**  
0.26* 

0.09 
0.10 

0.68 
0.06 

1.04 
0.46 

0.00 
0.01 

Legitimacy  Compliance 0.17*   0.07 0.04 0.30 0.01 
Table 2. Decomposition of Direct Effects (DE) and Indirect Effects (IE) for the Reduced 

Model (PJ: Procedural Justice) 

 

The following section investigates the effects of transparency in the scoring interventions in more detail. 
We first test whether transparency resulted in a manipulation of perceptions of procedural justice and 
legitimacy. Then, we estimate the structural model for the scoring interventions, investigating the impact 
of subjective privacy harms on people’s perceptions of the scoring system and their intention to comply. 

Model 2 – Scoring Model  

We hypothesized that transparency increases both perceptions of procedural justice (H3), as well as of 
legitimacy (H4). Perceptions of legitimacy are indeed significantly higher in the transparent (M=3.78, 
SD=0.72), as compared to the non-transparent treatment (M=3.50, SD=0.81, p=0.042; right-sided Mann-
Whitney-U test). Additionally, perceptions of procedural justice are significantly higher in the transparent 
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(M=4.14, SD=0.56), as compared to the non-transparent (M=3.77, SD=0.82, p=0.017) treatment.  As such, 
we find support for both H3 and H4.  

As for the measurement model, Procedural Justice   was measured over five items, relating to benevolence 
(b1, b2), process control (pc1, pc2), and outcome transparency (tr1). Legitimacy was measured over four 
items – normative alignment (na1, na2), obligation to obey (ob1), as well as trust in the institution (tr1). 
Favorability was measured over two items (f1, f2). An overview of the correlations between the used items 
and Cronbach’s alpha is shown in Table 4 in the online Appendix. Regarding the path model and similar to 
the previous model, no path from Favorability to Legitimacy was found. The path from Favorability to 
Procedural Justice was moderated through the transparency intervention, and highly significant in the non-
transparent (𝛽=0.81, p<0.001), but insignificant in the transparent treatment. In addition, our model 
suggests a variant path from Procedural Justice  to Legitimacy. However, the estimates are very similar and 
significant across the treatments (𝛽=0.96, p<0.001 in the non-transparent, and 𝛽=0.95, p<0.001 in the 
transparent intervention). In the scoring model, too, Compliance is directly predicted by Legitimacy. 
Hereby, the importance of Legitimacy for explaining Compliance is higher in the non-transparent (𝛽=0.24, 
p<0.05) than in the transparent intervention (𝛽=0.18, p<0.05). In addition, Compliance is impacted by 
Subjective Privacy Harms. This effect, however, only occurs in the transparent case; while there is no 
specific relationship between Subjective Privacy Harms and Compliance under a non-transparent 
mechanism, perceived subjective privacy harms significantly decrease people’s willingness to comply under 
a transparent system (𝛽=-0.35, p<0.001). Lastly, we found that in our specific experiment, Subjective 
Privacy Harms negatively influenced the variable Favorability. However, our model suggests that this 
negative impact only occurs in a transparent scoring system. The resulting effects are shown in Table 3. The 
resulting structural model with coefficients is found in Figure 2 (robust CFI=.955, robust RMSEA=.060, 
SRMR=.093, 𝜒2=156.077, df=134, p=0.093).  

Non-Transparent Criterion DE IE SE CI-low CI-high p-value 

SPH   Favorability 
PJ 
Legitimacy 
Compliance 
Compliance 

-0.20 
 
 
-0.04 

 
-0.16 
-0.15 
 
-0.04 

0.21 
0.17 
0.16 
0.17 
0.04 

-0.60 
-0.49 
-0.47 
-0.37 
-0.12 

0.21 
0.17 
0.16 
0.30 
0.04 

0.34 
0.34 
0.33 
0.82 
0.37 

Favorability  PJ 
Legitimacy 
Compliance 

0.81***  
0.77*** 
0.42* 

0.06 
0.07 
0.19 

0.69 
0.63 
0.05 

0.92 
0.91 
0.79 

0.00 
0.00 
0.02 

PJ  Legitimacy 
Compliance 

0.96***  
0.23* 

0.04 
0.10 

0.88 
0.03 

1.03 
0.43 

0.00 
0.03 

Legitimacy  Compliance 0.24*  0.11 0.03 0.45 0.03 

Transparent        

SPH  Favorability 
PJ 
Legitimacy 
Compliance 
Compliance 

-0.46* 
 
 
-0.35*** 

 
-0.08 
-0.08 
 
-0.02 

0.18 
0.07 
0.07 
0.11 
0.02 

-0.80 
-0.23 
-0.22 
-0.56 
-0.06 

-0.11 
0.06 
0.05 
-0.14 
0.02 

0.01 
0.25 
0.24 
0.00 
0.34 

Favorability  PJ 
Legitimacy 
Compliance 

0.19  
0.18 
0.28* 

0.15 
0.14 
0.14 

-0.10 
-0.10 
0.01 

0.47 
0.45 
0.55 

0.21 
0.21 
0.04 

PJ  Legitimacy 
Compliance 

0.95***  
0.23* 

0.04 
0.10 

0.87 
0.03 

1.03 
0.42 

0.00 
0.03 

Legitimacy  Compliance 0.18*  0.08 0.02 0.34 0.03 

Table 3. Decomposition of Direct Effects (DE) and Indirect Effects (IE) for the Scoring 
Model (SPH: Subjective Privacy Harm, PJ: Procedural Justice) 

 

To contextualize the analytical strength of the scoring model, we estimated the prospective power of the 
model in terms of detecting the outcome favorability bias. We used the package semPower (Moshagen, 

https://www.cs.cit.tum.de/fileadmin/w00cfj/ct/papers/2023_ICIS_Appendix.pdf


 Perceived Legitimacy of Social Scoring Systems 
  

 Forty-Fourth International Conference on Information Systems, Hyderabad 2023
 12 

2022) and followed the procedures in (Jobst et al., 2023). We estimated the model assuming factor loadings 
of 0.6 and a smallest effect size of interest of 0.3 for all paths except from Favorability to Procedural Justice. 
In addition, we assumed a difference in the direct path from Favorability to Procedural Justice between the 
groups of 0.2 (0.4). Given the sample size of 50 participants per group, the power to detect the outcome 
favorability bias for one variant path (Favorability to Procedural Justice) across groups amounts to 79% 
(82%). 

Results for Model 2 – Scoring Model  

As for the relationship between the core variables, the scoring model confirmed the outcome favorability 
bias; subjective outcome favorability was important in determining perceptions of justice (H5c), and 
legitimacy (H5b), as well as the intention to comply, only once the scoring mechanism was opaque. For the 
scoring interventions, we expected that subjective privacy harms would decrease people’s perceptions of 
procedural justice (H6b). Against this expectation, subjective privacy harms did not impact perceptions of 
procedural justice. Rather, subjective privacy harms were important in determining people’s outcome 
favorability, but only in the transparent scoring treatment. Although subjective privacy harms did not 
significantly differ between the transparent treatment (M=2.90, SD=1.03), and non-transparent treatment 
(M=2.74, SD=1.15, p=0.440; two-sided Mann-Whitney-U test), they substantially decreased people’s 
satisfaction with the outcome in the transparent treatment (𝛽=-0.46, p<0.05), but did not exert any impact 
in the non-transparent treatment. 

We further hypothesized that the feeling of being surveilled under a scoring system would negatively impact 
people’s willingness to comply with the behaviors postulated by the system (H6a). Indeed, the perception 
that people’s privacy is invaded by a transparent institutional scoring system made people less likely to 
comply with institutional goals in the future. No such effects were found in the non-transparent case. As 
such, H6a is confirmed for only the transparent case. As for the impact of subjective privacy harms on 
people’s perceptions and willingness to comply (RQ1), we can therefore determine that subjective privacy 
harms had a significant negative impact on outcome favorability only under a transparent mechanism. In 
addition, subjective privacy harms negatively impacted people’s willingness to comply only under a 
transparent mechanism. Therefore, answering RQ2, transparency moderates the importance of subjective 
privacy harms on people’s perceived outcome favorability, as well as on their intention to comply. The 
resulting paths (RQ1) and effects (RQ2) are illustrated in Figure 2.  

 

Figure 2. Path estimates (p-values) of the scoring model.  

Discussion and Concluding Remarks 

Using structural equation modeling, we investigated the determinants of the perceived legitimacy of, as well 
as people’s intention to comply with social scoring systems, aiming at educating people to fair behaviors. 
Adopting a system-level perspective, we examined social scoring systems with different levels of 
transparency regarding the scoring process. Our experiment showed that the provision of transparency 
successfully manipulated people’s perceptions of procedural justice and legitimacy. Providing information 
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about the underlying score calculation mechanism may represent a form of justification for the decisions 
made by the scoring system; justifications are considered a limited form of transparency, which potentially 
increase perceptions of legitimacy of ADM systems (K. de Fine Licht & de Fine Licht, 2020). Our results 
provide empirical support for this suggestion. The increased perceptions of procedural justice in a 
transparent scoring system determined people’s perceptions of the scoring system following the principles 
of well-established justice theories (Brockner, 2002; Thibaut & Walker, 1975; Tyler, 2006b). Specifically, 
we found that when institutional decision-making processes of the scoring system were unclear, or when 
the intervention to encourage certain behaviors was only normative, people’s perceptions of procedural 
justice were primarily determined by their overall favorable experiences with the system. In these cases, 
outcome favorability further strongly contributed to explaining people’s perceptions of legitimacy, which is 
also referred to as “outcome favorability bias” (Wang et al., 2020). As such, our hypothesized theoretical 
model regarding the relationship between procedural justice, legitimacy, and people’s intention to comply 
was nearly entirely validated. Our results, therefore, imply that procedural justice theories (Lind & Tyler, 
1988; Thibaut & Walker, 1975) can be used to evaluate people’s perceptions of modern ADM systems. 
Nevertheless, our findings also underscore that once these theories are used to study the implications of 
ADM systems, they need to be refined to incorporate aspects that are relevant in the digital age. Specifically, 
the data-collection practices of modern ADM systems may raise privacy-related concerns, such as imposing 
subjective privacy harms on individuals. Our work confirmed the findings of previous studies, suggesting 
that online privacy concerns are negatively associated with attitudes towards ADM systems (Araujo et al., 
2020; Thurman et al., 2019). Yet, our expectations of how subjective privacy harms would impact people’s 
perceptions and compliance intention did not entirely align with our hypothesized rationales. First, against 
our expectation, subjective privacy harms did not exert any impact on perceptions of procedural justice; 
however, they were negatively associated with outcome favorability, but only in a transparent system. 
Second, people’s intention to comply was negatively impacted only in the transparent scoring system. These 
results imply that in the context of ADM systems, privacy and transparency may operate interdependently. 
To elaborate, transparency may lead to an increased awareness of the privacy-invading character of modern 
data collection processes, which, in turn, affects people’s perceptions of ADM systems, as well as their 
behavioral intentions. Our results, therefore, suggest that further conceptual work is needed to understand 
the relationship between privacy and transparency, as well as their joint effect on people’s judgments of 
ADM systems. Ashworth and Free, for example, have conceptualized privacy as an exchange framework 
between data collectors and individuals. They suggest that privacy-related practices of data controllers in 
the digital age affect not only perceptions of procedural justice, but also outcome favorability-related 
judgments. From a procedural justice-based perspective, subjective privacy harms arise when data 
controllers violate specific norms, leading individuals to experience a sense of disrespect. From an outcome 
favorability-based perspective, subjective privacy harms arise once the valuation of people’s input is 
disproportional to the benefits people receive (Ashworth & Free, 2006). This conceptualization may explain 
why, in the context of our study, subjective privacy harms were negatively associated with outcome 
favorability. Following this conceptualization, participants in our study seemed to perceive a discrepancy 
between the feeling of being surveilled and the valuation of their monetary compensation. Our work, 
therefore, implies that the ongoing debate about the right level of transparency in ADM system may also 
consider privacy-related aspects (Ananny & Crawford, 2018; Burrell, 2016).  

From a practical perspective, our results suggest first, that scoring systems that are characterized by opacity 
may give people a wrong sense of security regarding their online privacy, and may induce people to misjudge 
the use and value of their data. Second, with regard to the outcome favorability bias, Wang et al. have argued 
that “systems that evaluate algorithm fairness through user feedback must measure or incorporate an 
“outcome favorability” bias in their models” (Wang et al., 2020). However, our results open the possibility 
for another option: if system designers successfully achieve that decision subjects perceive the procedures 
deployed by ADM systems as just, the individual-level outcomes that people experience being subject to the 
system may not be important in determining whether they perceive the system as just or legitimate. High 
perceptions of justice would thus render the need to incorporate favorability biases in models that try to 
assess the fairness of a system less important.  

However, further studies are needed to validate our findings and suggestions. With our work, we 
experimentally evaluated people’s experiences with a social scoring system in interactions that are 
characterized by insecurity about whether strangers can be trusted. Our study was, therefore, limited to 
study one specific kind of incentive problem. In addition, monetary rewards could be retrieved from having 
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a good score. To develop a comprehensive understanding of the impacts of providing transparency in social 
scoring systems, future studies may investigate the implications of using non-monetary rewards in scoring 
contexts, or of using scoring mechanisms to incentivize other instances of pro-social behaviors. Further, 
efforts to understand the implications of social scoring systems on groups of people that differ in socio-
demographic or cultural characteristics could further enhance our understanding of social scoring. 
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